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Abstract

We consider the discrete system x;41 = Ax; + Bu; with the output
equation y; = Cz;, A, B and C are appropriate matrices and the initial
state xq is supposed to be unknown.

One of the tools most famous for the estimate of the unknown state
x; or Txz; (T being a matrix of an adequate order) is the use of the
observer z;y1 = Fz;+ Dy;+ Px; where F, D and P are suitable matrices.
Although this observer constitutes an asymptotic estimator of x; (or of
Tx;), its reliability is narrowly related to the speed of the convergence
lim ||z; — z4|| =0 (or lim||z; — Tx4|| = 0).
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In this paper and to contribute to this context, we propose a class
M of observer initial states such as the corresponding observer checks
l|zi — zil] < ay; Vi >0 (or ||z; — Ta;]| < a3 Vi > 0) with lim «; =0,

i—4-00
a = (o;);>0 means a desired mode of convergence. The problem for

delayed discrete systems is also considered.

Keywords: Discrete systems, observers, estimation error, discrete delayed
systems.
1 Introduction

The development of better mathematical model was always a priority for en-
gineers, physicists, biologists,.... Toward this end, the scientists developed a
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mathematical arsenal as sophisticated as diversified, we quote by way of exam-
ples identifiability ([21], [41], [31], [32], [6], [43]), robustness (]7], [10]), sentinels
(23], [24] ), filtering ([3], [2] , [16]),.... One of the components of this arsenal
is the theory of observers. The observer was first proposed and developed by
D.G.Luenberger in [25], and further developed in [26]. Since these early pa-
pers which concentrated on observers for purely deterministic continuous-time
linear time-invariant systems, observer theory has been extended by several re-
searchers to include time-varying systems([4], [18], [5]), discrete systems ([30],
[13] , [1], [27]), delayed systems([28], [29]) and nonlinear systems ([19], [11] ,
20], 121, [9]).

The use of state observer proves to be useful in not only system monitoring
and regulation but also detecting as well as identifying failures in dynamical
systems. The presence of disturbances, dynamical uncertainties, and nonlin-
earities pose a great challenges in practical applications. Toward this end,
the high-performance robust observer design problem has been topic of con-
siderable interest recently, and several advanced observer designs have been
proposed (see [8], [14], [15], [35], [37], [38], [39], [42]).

In addition to their practical utility, observers offer a unique theoretical fasci-
nation. The associated theory is intimately related to the fundamental linear
system concepts of controllability, observability dynamic response, and stabil-
ity, and provides a simple setting in which all of these concepts interact.

In this paper, we consider the discrete linear system governed by

Tiy1 = A+ Bu;, 1>0 (1)
zo € R

where xg is supposed to be unknown.
the corresponding output function is given by

where x; € R", u; € R™ and y; € R? are, respectively, the state variable,
the control variable and the output variable, while A, B and C are constant
matrices of appropriate dimensions.

An observer for the system above is a dynamic system which has as its inputs
the inputs u; and available outputs y;, and whose state is an asymptotic es-
timation of Tx;, where T is an appropriate matrix. More precisely, the state
observer is described by

zip1 = Fzi+ Dy + Pu; , 120 (3)
z0 € RP

where z; € RP and F, P and D are constant matrices of suitable dimensions
and verifying
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lim(z; —Tx;) =0 (4)

1—00
Admittedly, the convergence (4) constitutes the fundamental goal of the ob-
server (3). Unfortunately, for certain systems, it is not sufficient that the error
e; = z; — Tx; converges to 0, but the speed of this convergence is also a
paramount factor. For example, if the system (1) represents a compartment
model describing the evolution of the quantity of a substance in a living or-
ganism ([17], [22], [36] ), the observer can become without interest if we must
wait a long time to have z; ~ Tx;. As another example, one can quote the
kinematics of an engine moving in space according to the equation (1), the
slowness of convergence (4) can have as a consequence the loss forever of the
engine.
Our contribution in the solution of this problem consists in supposing that the
unknown initial state x( is localized in a convex and compact polyhedron P
and to design a set M such that the corresponding observer defined by

Zip1=Fzi+Dy; + Pu;, 120
Z()GM

checks the performances
HZZ—TJZ'ZH SO&Z‘, szo

where (q;);>o is a real positive sequence decreasing to 0 and representing a
predefined speed (for examples «; = %, %2, e, ...). For the characterization of
the set M, we propose simple algorithms based on mathematical programming
techniques, simplex method made it possible to lead to numerical simulations.
Finally, we show in section 6 that the adopted approach can be extended to

discrete systems with delays on the state.

2 Problem statement

We consider the linear discrete-time systems described by the difference equa-
tion

{ Tiy1 = A+ Bu;, 1>0 (5)

To 1S unknown
the output function is given by

yi=Cx;, 120 (6)
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where z; € R”, u; € R™ and y; € R? are, respectively, the state vector, the
control vector and the output vector, while A, B and C are constant matrices
of respective dimensions (n x n), (n x m), and (n x q).

We also consider the corresponding observer whose state is represented by

(7)

F, P and D are real matrices of suitable dimensions. For T € L(R",RP), let
ei(xo) be defined as the error between the observer state z; and its estimate
Tz; where z; is the solution of (5) corresponding to the initial state zg, i.e

ziy1 = Fzi+ Dy; + Pu; , 120
zo € RP

61‘(.1'0) = Z; — TJZ’Z (8)
the system (7) is an observer for the system defined by (5) and (6) if
Aliin ei(xo) =0 9)

Sufficient conditions for the existence of an observer are given by the following
proposition

Proposition 2.1 Equation (7) specifies an observer of the system given by
(5) and (6) if the following hold

1. P=1TB
2. TA - FT = DC
3. The operator F' is stable
Moreover, we have
ei(x0) = F'(20 — Txg) , Vi >0 . (10)

Proof
For all ¢ > 0, we have

eir1(xo) = zip1 —Txip

Therefore, the constraints 1. and 2. yields
eir1(ro) = Fei(wo)
which implies
ei(wo) = Fleg(wo) = F'(20 — Txo) , Vi > 0.

We deduce, since F is stable that lime;(zq) = 0.
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The problem being addressed in this paper can be formulated as follows : Given
P a convex and compact polyhedron of R™ containing the unknown initial state
xo and a positive decreasing sequence («;);>o which verifies

G My (11)
Qit1 Qi
(=1 ai=¢" (<1 ay= ﬁ , 7 €[1,4+00]; ...), and suppose that

the conditions of proposition 2.1 are checked, we investigate all the observer
initial states zy for whose the resulting error (8) satisfies the pointwise-in-time
conditions

Hez(l'o)H < oy s A4 > 0 s Vo e P.

More precisely we aim to determine M the set of a-admissible observer initial
states given by

M={z R/ ||Fi(z—T2)| <a;, Vi>0, Vrec P}

3 On the properties of the set M

3.1 Preliminary results
In the following, for z € R", M, will denote the set defined by

M, ={2 R/ ||F(20 — T2)|| < a; , Vi >0} (12)
The following theorem holds

Theorem 3.1 Let P be a convex and compact polyhedron of R™ containing xq

and whose vertices are vy , Vg, ..., Up.
Then .
M = (M,
j=1
Proof
,
It is clear that M C ﬂ M,,.
j=1

a
reciprocally, let z € m M,,, and x € P expressed as a convex combination of

j=1
the vertices of P, then

Filz—Tv)||<a; ,Vi>0,Vj=1,..,r and
J

xZZ)\jUj,OS)\jgl,Z)\jzl.
j=1 j=1
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Therefore, for ¢ > 0

|Fi(z =Ta)| = [[F(z =Y NTw)l
j=1
= Y NF(z =T
j=1
< D NIF(E =T
j=1
S Z)\dei (073
j=1

Hence z € M.
[ |

In the following, int(V) will indicate the interior of V, B(x,€) will denote
the ball with center x and radius €, and S is the set defined by

S={eR/||F¥| <y, Vi>0}. (13)
It is obvious that
M,=S+Tx, Ve € R" (14)
moreover, we have the following results.

Proposition 3.1 i) S and M are conver compact sets and S is symmetric.
ii) Suppose that F verifies Aliin @ = 0, then 0 € int(S) and int(M,) #
(), Vo eR™

Proof

A simple application of the definitions of S and M leads to properties i).
The assumption in ii) implies that there exists v > 0 such that for all £ € R?,
i€ N, ||Fi¢| < yal€]|. Then B(0, %) C S, ie. 0 € int(S) and consequently

from relation (14), int(M,) # 0, Yz € R".
|

3.2 On the accessibility of the set M

It is clear that the characterization of the set S is practically impossible because
of the infinite number of the inequations from which it derives, thus and with
an aim of curing this handicap, let us define the sets

Sp={6cR/|F(&)| < a;, Vic{0,1,...k}} ; keN.
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Definition 3.1 The set S is said to be finitely accessible if there is an integer
k such that S = S},.
The smallest integer k* verifying the condition above is called the access-index

of S.

The following proposition summarize relations between the sets defined
above

Proposition 3.2 .
i) S = () Sk and Sgs1 C Si; Vk € N.
k>0
ii) Ee€Sr1 & £€ S, and HFk—HfH < Q1.
iii)f € Skr1 = —EFE € 5.

Ak+1

Proof
i) and ii) are immediate from the definitions of the sets S and Sj.
To prove iii), suppose that £ € Siy1 then for every i € {0,1, ..., k}, we have

| FI( 2 FE) || = %HF"“&*H
< aen

since (%) j>0 is decreasing, then

6773 Q;

, Vie{0,1,..k
Ot1 Qg1 { }

which implies that

a

|IFi(—F¢&)| < o , Vie{0,1,...k}

Qk+1

we deduce that
673

F¢ € S .
Okt

An equivalent assertion for S to be finitely accessible is given by the following
proposition

Proposition 3.3 S is finitely accessible if and only if there is k € N such that
Sk+1 = Sk.

Proof
suppose that S is finitely accessible, then there is £ € N such that S = S,
which implies that Sy C Ski1, thus we can deduce from proposition 3.2 the
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equality Sk = Ski1-
Conversely, if Sy = Ski1 for some integer k € N | ie. Sy C Ski1, it follows
from proposition 3.2 that for £ € S; we have

Q

F¢ e S
Okt

and by iteration
Qg

Y Fig € Sy, Vj>0
Okt
then

Qg

[(—=)Y FH¢| < ap, Yie{0,1,...k}, ¥j>0

in particular, for i = k, we have

Of41

&J

HF]H'J&H < % ) VJ21

QO
Using the properties of (a;);>0, we establish by recurrence that for all j > 1 |
J
Oék+1

J—1
X

< ap4; thus
[F* &l < oy

Then £ € S, hence S, C S, we deduce from proposition 3.2 i) that S = S .

The following theorem gives sufficient condition for S to be finitely accessible.

Theorem 3.2 We suppose that Aliin M =0, then S is finitely accessible.
Proof ,
The fact that Aliin ”Z—” = 0 implies the existence of an integer ky > 1 such
that

7Rt 1

Lz v S I

Ap+1 Qo
For £ € S,, we have ||£]| < ap then
[FREIE < || PRt IE]
S M Qg = Odk‘o-f—l

@0

thus £ € Sk,+1, and from propositions 3.2 and 3.3, we deduce that Sy, =
Sk0+1 == S
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3.3 An algorithmic approach

The proposition 3.3 inspires the following theoretical algorithm

Step 1 k:=0

Step 2 Repeat
k:=k+1
Determination of Sy , Ski1
Until Sk = Sk+1

Step 3 k* =k
S = Sps

The inconvenient of the above algorithm is the difficulty of testing Sy = Sk11,
therefore the following approach is proposed.

Consider the norm ||.||« on R? defined for every & = (&,&2, ..., &,) € R? by

1€]loo = ggg;!fi!

and the function f; : RP — R , 5 = 1,2,..,2p defined for every £ =
(617527"'75}7) € RP by

f2l(€) :_&_17 l:1727"'7p
f2l—1($):€l_17 l:1727"'7p

then the set S}, is described as follows
1 .
Sp = {E€R ) fj(—F%) < 0;j=1,2..2p:i=0,1,..k}
Q;

We deduce that

Sk = Skr1 & Sk C Sk
& VYEESK, Vie{l,2,...,2p}, fiz2=F"1¢) <0

Q41

& sugfi(LF’f“f) <0, Vie{1,2,..2p}.
k

o
§€ k+1

This encourages us to propose the following algorithmic implementation
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Algorithm

Step 1 k:=0

Step 2 Fori=1,2,...,2p, do:
maximize J;(§) = fi(ﬁF’”lf)
fi(oF¢) <0
j=1,2,..2p, 1=0,1,...k
Let J; be the maximum value of J;.
If (J;y <0, J;3 <0, .. 5, < 0) then set k* := k and stop.
Else continue

Step 3 Replace k by k+1 and return to step 2.

The optimization problem cited in step 2 is a mathematical programming
problem and can be solved by standard methods.

4 observer initial state design

In this section, we shall assume P to be a convex and compact polyhedron of
R™ containing zy and whose vertices are vy , vo , ..., V.
Using the results of section 3, we can easily establish the following proposition

Proposition 4.1 Suppose that F verifies

O E
i—+00

0 (15)

then M is the set of all zy € RP satisfying the constraints

where k* is the index-access of S .

Remark 4.1 It follows from the previous proposition that the set M of the
a-admissible observer initial states is entirely determined if the system (16)
described by a finite number of linear inequalities in the unknown zy has a
feasible solution.
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However, and while basing itself on more precise information on the local-
ization of the unknown initial state xq, we will give, in the following, conditions
on the width of the polyhedron P and this, with an aim of solving the system
of inequations (16).

Proposition 4.2 Suppose that there is p > 0 such that B(0,p) C S and P is

such that diamP < ﬁ.
Then
TP C M.
Moreover, if diamP < HTPH then
TP C int(M).
Proof
Suppose that diamP < ﬁ, forj, 1 =1,...,r, we have
[Tv; = Tull < |T|[lv; — vl

< [Tl diam(P)

< p
then

Tv; € ﬂ(S + Tuy)
=1

we deduce from relation (14) and theorem 3.1 that

T?)j € M
therefore since M is convex,
TP C M.
Suppose now that diamP < HTPH and consider § = p — ||T'||diam(P).

For j=1,...rand z € B(Tv;, (), we have
|z =Tl <8 <p
then
z—Tv; € B(0, p) CS
ie,
z2€ 8+ Tv;.
On the other hand, for i # 7, we have
Iz = Tvil| < |[Tvi = Tyl + [ Tw; — 2|

< |[T[[flv: = v;ll + B
< |Tldiam(P)+ 5 = p
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then
z€ S+ Ty

therefore
z € [)(S+ Tuy)
k=1
we deduce that z € M, hence

B(Tv;, ) ¢ M
i.e, Tw; € int(M) therefore, since int(M) is convex,
TP C int(M).
|

With an aim of improving the preceding result and to give more concrete
conditions on the diameter of P, we propose the following result.

Proposition 4.3 If we suppose that the sequence (@)i>0 15 bounded and P
IE]l

a;

18 such that diamP < |— (respectively diamP < |T||) where y = sup
>0

then
TP C M (respectively TP C int(M)).

Proof
We show that the hypothesis of proposition 4.2 is verified. Indeed, since (” :” )i>0
is bounded, we consider

1] .
y=sup — € RY
>0 %

then
IF < ya; Yi>0.

For p = % and & € B(0, p), we have
IFEll < [[FEN Vi>0

< yop = o

thus € € S, therefore
B(0,p) C S.
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It comes from proposition 4.1 that though the condition (15) guarantees the
equality

M={2€R/[[F(z2—Tv)|loo<a;, 0 < i <k, 1<j<r}

,
it is not sure that M = ﬂ (S 4+ Twv;) is nonempty, therefore the only
=1

condition (15) is insufﬁcierjlt for the description of at least an a-admissible
observer initial state zy. To cure this handicap and on the basis of a more
precise site of the initial state zy, we establish in the following proposition,
sufficient conditions which ensure on the one hand the feasibility of the system
of inequations (16)(i.e. M # () and on the other hand, the design of a part of
the set M.

.. CLE , < 1 _ 2}
Proposition 4.4 [fil}inoo—ai 0 and diamP < o, where p oSk o
then

M= {2 R /[ [|[F'(20 = Tvj)oc Si, 0 <0 < K, 1<j<r} # 0.
Moreover, we have

Fz‘
TP C M and p = supM.
i>0 @

If we have the strict inequality diamP < m, then int(M) # () and we have
TP C int(M).
Proof

We recall that from proposition 3.2, S is finitely accessible and S = Si-.
[

a;

Let us consider v = sup
i>0
If v > p, then there is i > k* and 2, € B(0,1) such that

we have v > pu.

[Fzll > pey,
which implies
1
HFO(;Zo)H > g

thus
1
—20 ¢ S. (17)
1
On the other hand, for 0 < i < k*
[F7(20) < L lE"[l]]2oll
< i =

then l%zo € Si» = S, which is in contradiction with (17).
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5 Numerical simulation

Consider the discrete linear system governed by

Tig1 = Axi + Bu;,  i>0
To 18 unknown

with the observation

-3 342 )’ -1
observer whose state is defined by

where A = ( -7 32 ;B = ( ! ) ; O = ( -1 1 ) and consider the

ziy1 = Fzi + Dy; + Pu; , 120
Z()ER2

0.3 1.2 2 1
WhereF—( 0 0.42),D—(3),P—(_1)

and let T be the identity matrix

r-(3).

It is obvious that
1. P=TB
2. TA-FT =DC
3. The eigenvalues of F are 0.3 and 0.42, then F is stable.

In order to improve the performances of our observer (z;), we consider the

sequence (a;);>o defined by «a; = %, then Aliin M = 0. Using the algorithm
1——+00 ?

defined in subsection 3.3, the simplex method gives k* = 4. We have by propo-

e IE 17 1

sition 4.4, Szlzlg) Yar T 52?54 Yor T 0o

10
01

(01 [ —01 Joe (O
V1 = 0 , VU2 = 0 ana vz = 0.1

A simple calculation gives diamP ~ 0.14 then diamP < m = 0.2511, thus
proposition 4.4 insures that the set M of a-admissible observer initial states
corresponding to the polyhedron P is nonempty and is entirely determined by

proposition 4.1, and we have the following scheme:

For T'= ( ) and the polyhedron P with vertices
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1.5
Sy
§5:§
: : I
- = 85 1 05 15
-0.5 iXi\
] e

—151

Figure 1: The colored region gives the graphic representation of M the set of
a-admissible observer initial states corresponding to the polyhedron P.

Remark 5.1 .

1) Like it was established in proposition 4.4, we notice that the triangle TP
whose three vertices are vy, vy and vz is well inside the set of a-admissible
observer initial states corresponding to the polyhedron P.

2) For zy € M, we know that the estimation error (10) verifies ||ei(xo)| <
a; , Vi >0 from any initial state xo € P. By proposition 4.1, it is sufficient
to verify it for ¢ = 0,...,4 and from vertices v;, 7 = 1,2,3 as initial states.
0.8
—0.1
norm of the estimation errors (10) which are plotted in Fig.2 from initial states
v1, U9, V3, and their comparison with curve 1 representing oy, © > 0.

To illustrate that, we take zy = ( ) € M, and we represent the [*°

3) If zo ¢ M, we cannot know starting from which rank iy one will have
lei(zo)|| < i, Vi > ig from some initial state xo € P. Fig.3 represents

1.
g ) (resp.zo =

the estimation error (10) from initial state vy for zp = ( _0

( ) )) which are not in M, and their comparison with curve 1 representing

a;, © > 0. Note that ig = 9(resp. ip = 14).
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Curve 1
From vl
From v2

Figure 2: The simulation results for [* norm of the estimation error for zy =

(0.8, —0.1)

1.6+
14+
1.2
147
087

0.6
0.4
0.2

oooooo

Figure 3: The simulation results for /> norm of the estimation error for zo ¢ M
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0.008 -

0.006 -

d.004 -

d.002 -

0 13 14
oooooo Curve 1
—————————————————— Forzo=(-1.5,0.5)
——— Forzo=(0,1)
Figure 4:

6 Discrete-time delayed system

In this section, we consider the discrete delayed system given by

N
Ti+1 = Ziji—j + Buz s 1 > 0

(18)
zp € R" for k € {-N, =N +1, ..., 0}
the corresponding delayed output function is
R
Yi = chl“z‘—k ;120 (19)
k=0

where x; € R", u; € R™ and y; € R? are, respectively, the state variable,
the control variable and the output variable, while A;, B and C; are constant
matrices of respective dimensions (n x n), (n x m), and (¢ x n). R and N are
positive integers such that R < N .

Without loss of generality, we assume that R = N, if not (R < N) we can get
Cy,=0fork=R+1, ..., N.

In the following, we suppose that the initial state (z_n,z_n41, ..., Zo) iS un-
known, then we have to solve the states estimation problem of system (18) in
basis of the output (19).

To solve this problem, we propose in the following to design an observer of the
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form

N

Zig1 = Zszi—j + Pui+Dy;, 120
=0

zr €RP for k € {-N, =N +1, ..., 0}

(20)

where z; € RP is the observer state, F;, P and D are constant matrices of
respective dimensions (p x p), (p x m), and (p X q).

For zy = (zo,2_1, ..., x_x) an initial state of system (18), and T a matrix of
suitable dimension, let us introduce, for ¢ > 0, the vectors

évz(fl'vo) = (61‘(50), 61‘_1(50), c €i_N(§0))T c R(N+1)p
where
61‘(50) = Z; — TJZ’Z (21)

is the estimation error from the initial state Zy, and consider the new matrix
F of dimension (N + 1)p x (N + 1)p defined by

F, Fy - - Fy
Ip Op Op
F=1| o0, -
Op Op Ip Op

where I, and 0, are respectively the identity and the zero matrices of order p.
In order to lighten the notations, and when there is no confusion , we will
denote €;(zg) by €; and e;(Zg) by e;.

The following propositions give sufficient conditions for the existence of an
observer.

Proposition 6.1 For T' € L(R",RP), the equation (20) specifies an observer
of the system (18, 19) if the following hold

1. FjT—TAj:—DCj, fO?“ OS j S N
2. P=1TB
3. The matriz F is stable.

Moreover, we have €; = F'.ey , Vi > 0.
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Proof
Using (18, 19) and (20) yield
Cit1 = Zig1 — LT'wip

N N N
= ZFJ‘ZZ‘_]' + DZiji—j + Puz — ZTiji—j — TBUZ
j=0 j=0 J=0 )

N N
= Y Fei; + Y (FjT+DC;—TA)zi; + (P—TB)u

=0 =0
If the conditions (1) and (2) hold then the observer error becomes

N
€i+1 = ZFJBZ‘_]' (22)
7=0
which is is equivalent to B
eir1 = Fe;
hence "
€ir1 = Fleg .
Thus
z; 18 an asymptotic state estimator of Tx; < »hrf (zi = Tx;)) =0
J—+o0
1——+00
& lime; =0
1—+00

< The matrix F is stable

Proposition 6.2 For T' € L(R",RP), the equation (20) specifies an observer
of the system (18, 19) if the following hold

1. FjT—TAj:—DCj, fO?“ OS j S N

2. P=1TB
N
3. IIF) < L
=0
Proof

It is established in ([40]) that the condition (3) is sufficient to insure the sta-
bility of F', then we use proposition 6.1 to conclude.
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Under the conditions of proposition 6.1 and given P a convex and compact
polyhedron of RV*+" containing the unknown initial state To = (2o, 2_1, ..., T_n)
of system (18), we are interested to determine all observer initial state condi-
tions Zo = (20, 2—1, ..., 2_n) of system (20) such that the error (21) verifies

lei@)| < ai Yi>—-N, ¥FieP

where (a;);>_n is a positive decreasing sequence which verifies condition (11).
In other words, we aim to characterize the set M of a-admissible initial states
given by

M = {(z0, 2-1, oo, 2-n) ERVTP /@) < oy, Vi>—N, Vz e P}

Toward this end, let us define

Mz, ={(20, 221, .y 2-n) € R(N+1)p/ lei(To)|| < i, Vi>—N}

and T the matrix of dimension (N + 1)p x (N + 1)n

T Op><n e 0p><n

j‘_,’ _ Oan T :
S Opn

0p><n e 0p><n T

where 0pyx, is and the p x n -zero matrix.
Thus the following proposition holds

Proposition 6.3 For Ty = (29, 7_1, ..., 7_y) € RVTU? ye have

Mz, = {30 = (20, 221, ..., z_n) € RNTP JIFU(Z) — TR < B Vi>0}

where 3; = a;_n, © > 0.

Proof

For @ > 0, let us define the vectors
PJZ'VZ‘ = (.I'Z‘, Li—1y ey xi—N)
Z = (Zi: Zie1y ooy Z’i—N)

then we have

From proposition 6.1, it follows that

g = Fig,
= Fi(Z — Tio)
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If 2y € M;O then

or
leil| < i, |leit] < aiciy ooy |leion]] € ey Vi> =N
since
€]l = maz(lle: . ..., llei—nl])
we deduce
leill < maz(llosl|, -, [loinl]) = @iy
ie,

lesll < 8, Vi>0.

Conversely if Z) € RV*+DP is such that ||&]| < a;_n, ¥i>0
then
lesd| < Jleian] < iy, Vi>—N.

Hence zp € M5,.
[ |

From proposition 6.3, it follows that Mvgo is of the same form as the set M,,
defined by (12), so M3, can be expressed as in (14)

./\/lgo = § -+ ff@
where B _
S={¢ e R/ Fi¢| < B, Vi > 0}.

Therefore, it is obvious that theorem 3.2 gives sufficient conditions to char-
acterize the set S by a finite number of inequalities, and the results on the
characterization of the set of a-admissible observer initial states of section 4
can be translated to the set M.

In the following proposition, we give other sufficient conditions to characterize
the set Mz, by a finite number of inequalities

Proposition 6.4 Suppose that

then

Mfo = {(Z(), Z_1,y ey Z_N) € R(N+1)p/ HeZH < o Vie€e {—N,...,O,...,N}}
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The following lemma will help us to prove proposition 6.4.

Lemma 6.1 Suppose that
N
I Fizll < avp . V2 € B(0,ax-;)
5=0

Then

Mz, = {(z0, 21, oy z_n) ERWTVP /el < a; Vie{-=N,..,0,

where N is the number of delays in the state variable of system (18).

Proof
From relation (22) , we have

N
€; — ZFjei_j_l s Vi 2 N -1

J=0

If% € MY = {(20, 2.1, - 2-n) € ROP / Jlg]| < q
{=N,..,0,..,N}},
from the hypothesis of lemma 6.1, we have

N
lexall = 1) Fien—ll < ann
5=0
then
zo S MENO—H = {(Z(), L1y eeey Z_N) ER(N+1)p/ HeZH < oy
Vie {—-N,..,0,..., NN+ 1}}
therefore

AN AAN+1
Mz, C Mz
we deduce from propositions 3.2 and 3.3 that

AN A AN+l aq
MY = MY = Mg, .

Proof of proposition 6.4

We prove that the condition of lemma 6.1 is verified. Indeed for every

o N1}
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z; € B(0,ay—;), we have

N N N
1Y Fizll < ava < (Z!\Fj!\Q)E (Z!\ZW)
5=0

< ZHFH )% ( Z&N hE

|

< (ZHFJ‘HQ)E(ZO&?)E
=0 =0
< any41 -

7 Conclusion

In this paper, we are interested to estimate a discrete system state, we sup-
pose that the initial state is unknown but localized in a convex and compact
polyhedron. We determine, under certain hypothesis, a class M such that the
Luenberger observer (z;);>o initialized with zy € M allows to realize the per-
formance

HZZ‘ —TJZ’ZH S (073 Vi 2 0

where a = (a;); is a predefined mode of convergence. After giving a theoret-
ical and algorithmic characterization of the set M, we showed that the used
approach is easily extended to discrete delayed systems .

As a natural continuation of this work and inspired by what was done in [33],
[34], we investigate the same problem in the presence of perturbations. It will
be also interesting to study the continuous case.
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