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Abstract

If the inputs and outputs are fuzzy numbers, the DMUs cannot be
easily evaluated and ranked using the obtained efficiency scores. In this
paper, a new idea based on interactive method for ranking of DMUs
with fuzzy data using l2 norm is introduced. The method is illustrated
by solving a numerical example.
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1 Introduction

Data Envelopment Analysis (DEA) was suggested by Charnes, Cooper and

Rhodes(CCR), [3], and built on the idea of Farrell [4] which is concerned with
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the estimation of technical efficiency and efficient frontiers. In some cases,

we have to use imprecise input and output. To deal quantitatively with im-

precision in decision progress, Bellman and Zadeh [2] introduce the notion of

fuzziness. Some researchers have proposed several fuzzy models to evaluate

DMUs with fuzzy data, and introduce a ranking approach with efficiency mea-

sure of the model (see[8, 9, 12]). In this paper, we first introduce one approach

with Euclidean Norm for ranking of DMUs with crisp data. Second, this model

for ranking of DMUs with fuzzy data is used.

The paper is organized as follows: The background on l2 norm is brought in

section 2. An approach for ranking DMUs using l2-norm is introduced in sec-

tion 3. The background on fuzzy sets is brought in section 4. An approach for

ranking DMUs with fuzzy data in DEA is introduced in section 5. A numerical

example and conclusions are drawn in section 6 and 7 respectively.

2 Norms

In order to study ranking model based on l2-norm, we need to recall definition

of norms.

A norm on R
n is a function that assigns to each x ∈ R

n a non-negative

real number ‖x‖ , called the norm of x, such that following three properties

are satisfied for all x, y ∈ R
n and all α ∈ R:

• ‖0‖ = 0 and ‖x‖ > 0 if x �= 0 (positive definite property)

• ‖αx‖ = |α|‖x‖ (absolute homogeneity)

• ‖x + y‖ ≤ ‖x‖ + ‖y‖ (triangle inequality)

Any norm can be used to measure the lengths or magnitudes (in a generalized

sense) of vectors in R
n. In other words, we think of ‖x‖ as the (generalized)

length of x. The (generalized) distance between two vectors x and y is ‖x−y‖.
For any real number p ≥ 1, we define p -norms by:

‖x‖p = (
n∑

i=1

|xi|p)
1
p (1)

The most important p -norm is the 2-norm, which is just the Euclidean norm

where defined by

‖x‖2 = (

n∑
i=1

|xi|2) 1
2 (2)
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Another important p -norm is the 1-norm

‖x‖1 =
n∑

i=1

|xi| (3)

The ∞ -norm is defined by

‖x‖∞ = max
1≤i≤n

|xi| (4)

This is obvious that

‖x‖∞ = lim
p→∞

‖x‖p (5)

3 Euclidean Model In DEA

In this section, we introduce ranking model based on l2-Norm in data envelop-

ment analysis. We assume that the DMUp is extreme efficient. By omitting

(Xp, Yp) from Tc (PPS of CCR model), we define the production possibility set

T
′
c as follows:

T
′
c = {(X,Y ) | X ≥

n∑
j=1,j �=p

λjXj , Y ≤
n∑

j=1,j �=p

λjYj , λj ≥ 0, j = 1, ..., n, j �= p}

(6)

To obtain the ranking score of DMUp, we consider the following model:

l2 − Norm : min Γp
c (X,Y ) =

m∑
i=1

(xi − xip)
2 +

s∑
r=1

(yr − yrp)
2

s.t
n∑

j=1,j �=p

λjxij ≤ xi i = 1, ..., m

n∑
j=1,j �=p

λjyrj ≥ yr r = 1, ..., s

xi ≥ 0 i = 1, ..., m

yr ≥ 0 r = 1, ..., s

λj ≥ 0 j = 1, ..., n, j �= p

(7)

Where X = (x1, ..., xm), Y = (y1, ..., ys) and λ = (λ1, ..., λp−1, λp+1, ..., λn) are

the variables of the model (7) and Γp
c (X,Y ) is the distance (Xp, Yp) from (X,Y )

by using l2 − Norm. It is evident that the model (2) is nonlinear quadratic

problem.
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Quadratic programming represents a special class of nonlinear program-

ming in which the objective function is quadratic and the constraints are lin-

ear. The KKT conditions of a quadratic programming problem reduce to a

linear complementary problem. Thus the complementary pivoting algorithm

can be used for solving a quadratic programming problem.

4 Fuzzy Background

A fuzzy number is a fuzzy set Ã on the real line R whose membership function

μA(.) is upper semi-continuous (we will suppose that it is continuous) and such

that:

r = μA(x) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

fA(x) ifx ∈ [a1, a2]

1 ifx ∈ [a2, a3]

gA(x) ifx ∈ [a3, a4]

0 otherwise

(8)

Such that fA(.) is increasing function on [a1, a2] and gA(.) is decreasing function

on [a3, a4]. For trapezoidal fuzzy number we have, fA(x) = x−a1

a2−a1
and gA(x) =

x−a4

a3−a4
.

The α-cut of a fuzzy number Ã is defined as [Ã]α = {x|μA(x) ≥ α}. Since μA(.)

is upper semi-continuous then the α-cuts are closed and bounded intervals and

we represent by [Ã]α = [f−1
A (r), g−1

A (r)].

The supp(Ã) is defined by supp(Ã) = cl({x|μA(x) > 0}).
For two arbitrary fuzzy numbers A and B with α- cuts [f−1

A (r), g−1
A (r)] and

[f−1
B (r), g−1

B (r)], respectively, the quantity

d(A, B) =

√∫ 1

0

(f−1
A (r) − f−1

B (r))2dα +

∫ 1

0

(g−1
A (r) − g−1

B (r))2dα (9)

is the l2 distance between A and B. For more details we refer the reader to

[5].

Following Heilpern [6], we define the expected interval and expected value

of a fuzzy number Ã and noted them by EI(Ã) and EV (Ã), respectively.

EI(Ã) = [EA
1 , EA

2 ] = [
∫ 1

0
f−1

A (r)dr,
∫ 1

0
g−1

A (r)dr]

EV (Ã) =
EA

1 +EA
2

2
=

� 1
0 f−1

A (r)dr+
� 1
0 g−1

A (r)dr

2

(10)

If Ã = (a1, a2, a3, a4) is a trapezoidal fuzzy number then:

EI(Ã) = [
a1 + a2

2
,
a3 + a4

2
] , EV (Ã) =

1

4
(a1 + a2 + a3 + a4) (11)
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Proposition 1. If Ã and B̃ are two fuzzy numbers then:

EI(λÃ + μB̃) = λEI(Ã) + μEI(B̃)

EV (λÃ + μB̃) = λEV (Ã) + μEV (B̃)
(12)

5 Ranking In Fuzzy DEA

In this section, we suppose that inputs and outputs of DMUs are fuzzy num-

bers. Therefore,

T̃
′
c = {(X,Y ) | X ≥

n∑
j=1,j �=p

λjX̃j , Y ≤
n∑

j=1,j �=p

λj Ỹj , λj ≥ 0, j = 1, ..., n, j �= p}

(13)

l2-Norm model with Eqs. (9) can be extended to the following model:

min Γp
c(X,Y ) =

m∑
i=1

(
∫ 1

0
(f−1

xi
(r) − f−1

xip
(r))2dα +

∫ 1

0
(g−1

xi
(r) − g−1

xip
(r))2dα)

+
s∑

r=1

(
∫ 1

0
(f−1

yr
(r) − f−1

yrp
(r))2dα +

∫ 1

0
(g−1

yr
(r) − g−1

yrp
(r))2dα)

s.t (X,Y ) ∈ T̃
′
c

(14)

Where X = (x1, ..., xm), Y = (y1, ..., ys) and λ = (λ1, ..., λp−1, λp+1, ..., λn)

are the variables of the model (14).

For solving the model (14) we consider:

Definition 1. Jimenez [10], For any pair of fuzzy numbers Ã and B̃ the degree

in Ã bigger than B̃ is the following:

μM (Ã, B̃) =

⎧⎪⎨
⎪⎩

0 if EA
2 − EB

1 < 0
EA

2 −EB
1

EA
2 −EA

1 +EB
2 −EB

1
if 0 ∈ [EA

1 − EB
2 , EA

2 − EB
1 ]

1 if EA
1 − EB

2 > 0

(15)

Were [EA
1 , EA

2 ] and [EB
1 , EB

2 ] are the expected intervals of Ã and B̃. When

μM (Ã, B̃) = 1
2
, we will say that Ã and B̃ are indifferent. When μM (Ã, B̃) ≥ α

we will say that Ã is bigger than, or equal to B̃ at least in degree α and we

will represent it by Ã ≥α B̃.
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Definition 2. Given a production possibility (X,Y ) ∈ T̃
′
c , we will say that it

is product in degree α in T̃
′
c if:

min

⎧⎪⎪⎨
⎪⎪⎩

μM (xi,
n∑

j=1,j �=p

λjx̃ij), μM (
n∑

j=1,j �=p

λj ỹrj, yr)

μM (xi, x̃ip) μM (ỹrp, yr)

i = 1, ..., m r = 1, ..., s

⎫⎪⎪⎬
⎪⎪⎭ = α (16)

That is to say

xi ≥α

n∑
j=1,j �=p

λjx̃ij , i = 1, ..., m

yr ≤α

n∑
j=1,j �=p

λj ỹrj , r = 1, ..., s
(17)

With proposition 1:

xi ≥
n∑

j=1,j �=p

λj(αE
xij

2 + (1 − α)E
xij

1 ) i = 1, ..., m

yr ≤
n∑

j=1,j �=p

λj(αE
yrj

1 + (1 − α)E
yrj

2 r = 1, ..., s
(18)

Definition 3. A production possibility (Xo, Yo)
α ∈ T̃

′
c is an α-acceptable op-

timal(nearest) solution of model (14) if it is an optimal solution of the following

model:

min Γp
c(X,Y )α =

m∑
i=1

(
∫ 1

0
(f−1

xi
(r) − f−1

xip
(r))2dα +

∫ 1

0
(g−1

xi
(r) − g−1

xip
(r))2dα)

+
s∑

r=1

(
∫ 1

0
(f−1

yr
(r) − f−1

yrp
(r))2dα +

∫ 1

0
(g−1

yr
(r) − g−1

yrp
(r))2dα)

s.t (X,Y ) ∈ T̃
′α
c

(19)

Where

T̃
′α
c = {(X,Y ) | X ≥α

n∑
j=1,j �=p

λjX̃j, Y ≤α

n∑
j=1,j �=p

λj Ỹj, λj ≥ 0, j = 1, ..., n}

(20)

Proposition 3. If α1 < α2 then T̃
′α2
c ⊆ T̃

′α1
c .
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We write model (19) as follow:

min Γp
c(X, Y )α =

m∑
i=1

(
∫ 1

0
(f−1

xi
(r) − f−1

xip
(r))2dα +

∫ 1

0
(g−1

xi
(r) − g−1

xip
(r))2dα)

+
s∑

r=1
(
∫ 1

0 (f−1
yr

(r) − f−1
yrp

(r))2dα +
∫ 1

0 (g−1
yr

(r) − g−1
yrp

(r))2dα)

s.t xi ≥
n∑

j=1,j �=p

λj(αE
xij

2 + (1 − α)Exij

1 ) i = 1, ..., m

yr ≤
n∑

j=1,j �=p

λj(αE
yrj

1 + (1 − α)Eyrj

2 ) r = 1, ..., s

yr ≥ 0 r = 1, ..., s

λj ≥ 0 j = 1, ..., n

(21)

Model (21) is a crisp α-parametric model. Therefore, we can solve it by the

interactive method. Now we are going to explain the interactive method.

5.1 Interactive Method

Regarding to Proposition 3, to obtain the nearest (X,Y ) of T̃
′
c implies a lesser

degree of production possibility. Then the decision-maker runs into two con-

flicting objectives: to find the nearest (X,Y ) and to improve the degree of

production possibility. Following Kaufmann and Gil Aluja [11], we consider

11 scales, which allow for different choice of decision-maker idea in (21) model.

1: α = 0 Unacceptable solution

2: α = 0.1 Practically unacceptable solution

3: α = 0.2 Almost unacceptable solution

4: α = 0.3 Very unacceptable solution

5: α = 0.4 Quite unacceptable solution

6: α = 0.5 Neither acceptable nor unacceptable solution

7: α = 0.6 Quite acceptable solution

8: α = 0.7 Very acceptable solution

9: α = 0.8 Almost acceptable solution

10: α = 0.9 Practically acceptable solution

11: α = 1 Completely acceptable solution

We choice the α0 is the minimum acceptable degree with decision-maker idea.

Then, we solving the (21) α-parametric model for each αk; k = 0, 1, ..., (10 −
10α0). We obtain the αk-acceptable optimal fuzzy value of objective function

of original model (14) with αk-acceptable solution of model (21) in model (14).
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6 Numerical example

A simple numerical example with fuzzy single-input and single-output was

introduced by C. Kao and S.T. Liu [12]. We will consider this example with

its data listed in table 1.

Table 1: Fuzzy data of DMUs in fuzzy data
DMUs input α − cut output α − cut

A (11, 12, 14) [11 + α, 14 − 2α] (10, 10, 10) [10, 10]
B (30, 30, 30) [30, 30] (12, 13, 14, 16) [12 + α, 16 − 2α]
C (40, 40, 40) [40, 40] (11, 11, 11) [11, 11]
D (45, 47, 52, 55) [45 + 2α, 55 − 3α] (12, 15, 19, 22) [12 + 3α, 22 − 3α]

These DMUs(A, B, C and D) are evaluated by proposed models in (14) with

different αk. The α-parametric model for θA is shown as follows:

min
∫ 1

0
(x − 11 − α)2dα + 2

∫ 1

0
(y − 10)2dα +

∫ 1

0
(x − 14 + 2α)2dα

s.t x ≥ 30λB + 40λC + λD(53.5 − 7.5α),

y ≤ λB(15 − 2.5α) + 11λC + λD(20.5 − 7α),

x ≥ 0,

y ≥ 0,

λB , λC , λD ≥ 0

(22)

The α-parametric model for B̃, C̃ and D̃ can be showed similarly. The results

is shown in table 2 for α=0.0,.1, .2,...,1. In
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Table 2: The optimal values of α-parametric model.

α ΓA
c ΓB

c ΓC
c ΓD

c (Ranking)α

0 25.5667 3.5417 0 55.2083 (D,A, B, C)0

0.1 27.0176 3.5417 0 55.2083 (D,A, B, C)0.1

0.2 28.5187 3.5417 0 55.2083 (D,A, B, C)0.2

0.3 30.0705 3.5417 0 55.2083 (D,A, B, C)0.3

0.4 31.6735 3.5417 0 55.2083 (D,A, B, C)0.4

0.5 33.3281 3.5417 0 55.2083 (D,A, B, C)0.5

0.6 35.0347 3.5417 0 55.2083 (D,A, B, C)0.6

0.7 36.7936 3.5417 0 55.2083 (D,A, B, C)0.7

0.8 38.6054 3.5417 0 55.2083 (D,A, B, C)0.8

0.9 40.4703 3.5417 0 55.2083 (D,A, B, C)0.9

1.0 42.3886 3.5417 0 55.2083 (D,A, B, C)1

(23)

7 Conclusions

In this paper a new approach based on l2-norm for ranking of DMUs with

fuzzy data in DEA is introduced. The method is based on the interactive

method. α-acceptable optimal solution of proposed model for α ≥ 1
2

is an

acceptable solution. For any DMU, the score of ranking is obtained by solving

α−parametric model (21).
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