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Introduction

In situ mid-IR monitoring can provide a large amount of 
information concerning a chemical reaction.  This information 
can be used for fundamental mechanism study,1,2 reaction 
kinetic  investigation3–5 and process control.6–9  As for mid-IR 
monitoring of some less complicated reactions, calibration using 
a single frequency or the ratio of two frequencies has been 
proved adequate to obtain concentration profiles.10,11  But for 
reactions that are more complex, it is still a challenge to obtain 
concentration profiles because of spectra overlap and collinearity 
of spectra matrix.12  In order to keep track of the concentration 
of components in a reaction, a variety of chemometric methods 
are used.  Partial least squares (PLS) regression has been used to 
analyze in situ mid-IR monitoring data of an acid-catalyzed 
esterification reaction in toluene.13  PLS calibration is unfeasible 
if the samples cannot be analyzed with a reference method.  
This is the case when a reaction is largely unknown or external 
analysis is not possible, e.g., due to sampling problems.  In 
addition, the development of reference analysis methods is 
time-consuming.  Later, more research is focused on multivariate 
curve resolution (MCR)14–19 which is based on self-modeling 
curve resolution.  However, the main problem with MCR is the 
rotational ambiguities associated with the solutions.14

The analytical systems can be divided into white, grey and 
black systems.20  Generally, PLS is used in white analytical 
systems and MCR is used in black analytical systems.  A 
chemical reaction monitored by in situ mid-IR is a grey 
analytical system and the obtained mid-IR spectra are vector 
data.  It is a difficult chemometric task to quantify the desired 
analyte concentrations from the vector data in grey analytical 
systems.  Rutan et al.21,22 proposed an adaptive kalman filtering 
method, which can be used to resolve overlapping spectral 
variables if the calibration model is incomplete or inaccurate.  

However, the calibration model information must be selective 
for some wavelength region in the spectral response,23 and the 
result is not good if more than one interferent exists.  Later, a 
method called the additional iterative target transformation 
factor24 was developed under the condition that concentration of 
interferents remained unchanged.  By adding a series of 
standards which were to be tested, the grey analytical system 
would be transformed into white analytical system, and then it 
could be analyzed by calibration methods for white analytical 
systems.  However, this method is complicated and not suitable 
for the analytical system in which concentration of interferents 
are changeable.  Karstang et al.25 proposed a local curve fitting 
technique (LCF).  In this method, the interferents are modelled 
and then differentiation is used to remove the interferents at 
their local maxima and minima.  If the modeling of the 
interferents is good, LCF performs well and the results can be 
verified for internal consistency by using models obtained at 
several maxima and minima.  However, to obtain the maxima or 
minima of the background by using models is not easy, 
especially when the numbers of unknown interferents are large 
and/or the spectra overlap very seriously.  Recent theories of 
multivariate calibration methods for grey analytical systems 
summarized by Liang26 considered that it was impossible to 
obtain the unique physically meaningful solutions because the 
spectra of the interferents were unknown.

In this work, we would like to report a novel vector calibration 
method, hyperplane intercept (HI), for grey analytical systems 
to resolve the concentrations of the chemical components.  
Compared with the above-mentioned three vector calibration 
methods, it has the advantage of being able to obtain the unique 
solution, operation is easy and the method is suited to the 
analytical systems in which the concentration of the interferents 
are changeable.  This method is applied to deal with the data of 
on-line attenuated total reflectance-Fourier transform infrared 
spectroscopy (ATR-FTIR) monitoring cyclohexanone 
ammoximation reaction to calculate the concentration of 
cyclohexanone and cyclohexanone-oxime, and the obtained results 
are better than those from separate peak method based on MCR.
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Theory

Lambert–Beer’s law for a grey analytical system can be 
expressed as

y x x et A A
i=1

q

i i= + ∑ +c c  (1)

Here yt denotes the test sample spectrum vector, xA denotes the 
standard spectrum vector of the desired component A (A stands 
for the measured component), cA denotes the concentration of 
component A, xi (i = 1, 2 ... q) denotes the standard spectrum of 
the ith interferent, ci stands for the concentration of the ith 
interferent and e denotes the error vector.

Suppose a grey analytical system with three components A, I1 
and I2.  Herein, A is the component of interest, whose spectrum 
vector is xA; I1 and I2 are the interferents, whose spectrum 
vectors are x1 and x2, respectively, these are unknown.  Suppose 
yt is the spectrum vector of the mixture sample to be tested.  If 
we know the vectors x1 and x2, the concentration of A can be 
calculated by Eq. (2).

yt = [xA, x1, x2]c (2)

Where c = [cA, c1, c2]t.  The superscript t indicates a transposed 
matrix or vector.  The process to obtain cA from Eq. (2) can be 
shown in Fig. 1.  A directed line segment in three-dimensional 
vector space Ψ denotes a vector.  OX

→

 = xA, OX1

→

 = x1, OX2

→

 = x2, 
OY
→

 = yt.  The Greek letter ω denotes the OX1X2-plane.  Through 
the terminal point Y of vector yt and parallel to the plane ω, a 
plane ω1 is obtained.  Plane ω1 crosses vector xA at point C.  The 
quotient obtained by dividing the length of vector OC

→

 by the 
length of vector OX

→

 is equal to cA.  OC
→

= cAxA, CY
→

 = yt – cAxA.  
However, as the vectors x1 and x2 are unknown, the plane ω is 
unknown.  So plane ω1 can not be obtained.  But we thought of 
a clever approach to obtain ω1.

Suppose y1 and y2 are two known mixtures.  In Fig. 1, OY1

→

 = y1, 
OY2

→

 = y2.  The concentrations of A in these two mixtures are cA1 
and cA2, respectively.  As y1, y2 and xA are linearly independent, 
then y1 – cA1xA, y2 – cA2xA are linearly independent.  In Fig. 1, 
OC1

→

 = cA1xA OC2

→

 = cA2xA, C Y1 1

→

 = y1 – cA1xA, C Y2 2

→

 = y2 – cA2xA.  
With geometric vectors C Y1 1

→

 and C Y2 2

→

, a plane ω2 can be 
obtained.  Plane ω2 parallels plane ω.  So plane ω1 can be 
obtained from plane ω2.  As vector CY

→

 parallels vectors C Y1 1

→

 and 
C Y2 2

→

, so the vector yt – cAxA is a linear combination of vectors 
y1 – cA1xA, y2 – cA2xA, then there are scalars k1, k2, not all of 
which are zero, such that

yt – cAxA = [(y1 – cA1xA), (y2 – cA2xA)]k (3)

where k = [k1, k2]t.  Concentration of A can be calculated 
through Eq. (3).

If there are q + 1 components in a grey analytical system, 
ω,  ω1 and ω2 is a q-dimensional vector subspace of the 
q + 1-dimensional vector space Ψ.  Subspaces ω, ω1 and ω2 are 
defined as hyperplanes of Ψ.  Where plane ω1 crosses vector xA 
is called the hyperplane intercept.

Vector yt – cAxA is a linear combination of y1 – c1xa, y2 – c2xa 
... yq – cqxa, then there are scalars k1, k2 ..., kq, not all of which 
are zero, such that

yt – cAxA = [(y1 – cA1xA), (y2 – cA2xA) ... (yq – cAqxA)]k (4)

where k = [k1, k2 ... kq]t.

It is an over-determined system of linear equations.  Let 
M = [(y1 – cA1xA), (y2 – cA2xA) ... (yq – cAqxA)].  Then

yt – cAxA = Mk. (5)

In order to obtain the concentration of A from Eq. (5), the 
variable step size search algorithm was developed (see 
Supporting Information).

Experimental

Materials and instrumentation
The titanium silicate catalysts were supplied by Hunan Jian 

Chang Chemical Co. Ltd.  The materials cyclohexanone (>99%), 
hydrogen peroxide (28.84 wt% hydrogen peroxide in water), 
ammonia (22.67%), cyclohexanone-oxime (>99%), and 
tert-butyl alcohol (>99%) were obtained from commercial 
suppliers (China).  Water is twice-distilled.

A ReactIR 4000 reaction analysis system from Mettler was 
used to collect the mid-FTIR spectra.

Experimental procedure
Each reaction was performed in a slurry reactor consisting of 

a 250-ml three-necked flask fitted with a condenser.  The 
titanium silicate was used as catalyst, H2O2 as oxidant and 
t-butyl alcohol as the solvent.  Materials in accordance with a 
certain order were added to the reactor.  The mixture was stirred 
and heated up to 347.15 K by circulating hot water through the 
jacket of the reactor.  The ReactIR 4000 probe was inserted into 
the reactor to collect mid-FTIR spectra of the reactions on-line 
(see Fig. 2).  The spectra region is between 650 and 4000 cm–1.  
The experimental conditions consisted of resolution, 8 cm–1, and 
number of scans, 64.  Spectra were collected every 1 min.

Fig. 1　Geometric representation of the spectra vectors in three-
dimensional vector space in three component systems.
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Results and Discussion

Spectra vectors of cyclohexanone and cyclohexanone-oxime
As mid-IR absorptions are changed in frequency and band 

shape due to intermolecular forces, e.g., hydrogen bonding and 
temperature, the spectrum vector of component in the solvent 
must be obtained instead of the pure component.  The 
concentration vector of a series of the mixture of cyclohexanone, 
cyclohexanone-oxime and solvent is used to obtain the spectra 
vectors of cyclohexanone and cyclohexanone-oxime in solvent 
by deconvolution (Fig. 3).  The spectra of pure cyclohexanone 
and cyclohexanone-oxime are also plotted in Fig. 3.  It can be 
seen that the spectra in solvent is different from that of pure 
component due to the influence of the solvent.  It demonstrates 
that spectrum of the pure component could not be used as a real 
factor in this study.

Concentration profile obtained from hyperplane intercept
Figure 4 depicts a three-dimensional plot of the spectra that 

recorded the cyclohexanone ammoximation reaction for the first 
31 min.  In order for us to obtain the region of the IR spectrum 
which is more close to the real situation, the target factor 
analysis (TFA)27 was adopted to examine the target spectrum 
vector.  In this step, the spectrum vector of cyclohexanone in 
solvent was selected as the test vector.  Through the 
three-dimensional spectra data of cyclohexanone ammoximation 
reaction, the predicted target vector of cyclohexanone could be 
obtained, this is shown in Fig. 5.  It can be seen that the 
predicted target vector agrees well with the test vector, especially 
between wavenumbers 1683 and 1740.  This demonstrates that 
the spectrum of cyclohexanone in this area is very close to the 
real situation.  From wavenumber 1683 to 1740, the principal 
component analysis (PCA)28 was used, and we found that there 
are two components, that is to say, there is one interferent in this 
region.  The test vector and the predicted target vector of 
cyclohexanone-oxime are shown in Fig. 6.  Wavenumbers 1660 
and 1675 were chosen to calculate the concentration of 
cyclohexanone-oxime.

The concentration of cyclohexanone at the point of initial 
reaction is 0.867 mol L–1, and at the end point of the reaction 
is 0.303 mol L–1.  Through the HI, the concentration profile of 
cyclohexanone can be calculated.  The value of one of the | δ | 
(δ  is the error vector in the variable step size search algorithm 
for HI, see Supporting Information) versus iteration is shown in 
Fig. 7.  It is clearly that the | δ | decreases with the number of 
iterations.  A comparison between the concentration profiles of 

Fig. 2　Reactor system utilized in the present study.  1, Computer; 2, 
ReactIR 4000; 3, constant water bath and magnetic stirring apparatus; 
4, condenser; 5, thermometer; 6, three-necked reaction flask; 7, 
diamond-composite insertion probe.

Fig. 4　The three-dimensional plot of the FTIR spectra of the 
cyclohexanone ammoximation at 347.15 K.

Fig. 3　FTIR spectra of cyclohexanone under different conditions.  1, 
Cyclohexanone in solvent; 2, pure cyclohexanone; 3, cyclohexanone-
oxime in solvent; 4, pure cyclohexanone-oxime.

Fig. 5　Test vector and predicted vector of cyclohexanone.
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cyclohexanone obtained from HI and the method of separate 
peak method based on MCR (analytical software supplied by 
Mettler) is shown in Fig. 8.  It can be seen that there is little 
difference of the concentration profiles from these two methods.

Through the same process, the concentration profile of 
cyclohexanone-oxime can be obtained.  The concentration 
profiles of cyclohexanone-oxime obtained from HI and separate 
peak method are plotted in Fig. 9, and the concentration profile 
of cyclohexanone-oxime calculated from the cyclohexanone 
ammoximation reaction kinetics29 is also plotted in Fig. 9.  It 
can be clearly shown that the concentration profile of 
cyclohexanone-oxime from HI is close to the result calculated 
from reaction kinetics.  In fact, the concentration of 
cyclohexanone-oxime during the cyclohexanone ammoximation 
process is impossible to reach the concentration profile obtained 
from the separate peak method, even if all of the converted 
cyclohexanone was supposed to produce cyclohexanone-oxime.  
This demonstrates that the result obtained by HI is better than 
that from the separate peak method.

In order to demonstrate the accuracy and reliability of HI, 
we  sampled the reaction mixture at 8 min intervals and the 
datum was quantitatively analyzed by GC internal method.  The 
concentrations of cyclohexanone and cyclohexanone-oxime 
from GC are 0.754 and 0.104 mol L–1, respectively, while the 
concentrations of cyclohexanone and cyclohexanone-oxime 
obtained from HI are 0.745 and 0.091 mol L–1, respectively, and 
the results from the separate peak method are 0.742 and 
0.312 mol L–1, respectively.  As can be seen, although the 
concentration of cyclohexanone-oxime from HI is a little 

different from the result of GC, it is much better than that from 
the separate peak method.  The reason may be that the spectrum 
of the desired component is used in HI, while the separate peak 
method based on MCR does not use this information.

Conclusions

Based on the theory of the vector space, a new hyperplane 
intercept (HI) method was proposed, and it is a simple and 
effective vector calibration method.  It was applied to deal with 
the data of on-line ATR-FTIR spectra of cyclohexanone 
ammoximation.  The result demonstrates that this method could 
extract useful and reliable information from the data of spectrum 
vectors.  Compared with the separate peak method, the result 
from HI is more close to reality.  The consistency of the results 
analyzed by GC and HI further shows the reliability of the 
proposed HI method.  Since there is no restriction on the type of 
vector data, this method is general and should thus be applicable 
to deal with other types of vector data under the condition that 
unknown interfering constituents are a major problem for 
quantitative analysis.
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