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Abstract

Menendez [3] derived Shaonnon’s entropy formula for exponential
family. In this paper we proposed Taneja’s entropy formula for expo-
nential family. Notice that this relation is the generalization of Menen-
dez work. Also we will obtain proper Taneja’s entropy formulas for
Bernoulli, Geometry, Gamma, Beta and Normal distributions. Finally
we present Taneja’s entropy formula for multivariate normal distribu-
tion.
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1 Introduction

Let (χ, βχ, Pθ, θ ∈ Θ) be a statistical space where Θ is an open subset of RM .
We consider that there exist p.d.f. fθ(x) for the distribution Pθ with respect
to a σ-finite measure μ. In 1975 Taneja [6] introduced the generalized entropy
as follows:

HT (θ) = −2r−1

∫
χ

f r
θ (x) log fθ(x)dμ(x)

which by taking r = 1, Shannon’s entropy [5] is obtained. Salicru et al.(1993)
[4] defined (h, ϕ)-entropy for fθ(x) as follows:

Hh
ϕ(fθ(x)) = h(

∫
χ

ϕ(fθ(x))dμ(x))
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Where either ϕ : [0,∞) → R is concave and h : R → R is an increasing
concave or ϕ is convex and h is a decreasing concave. Further we assume that h
and ϕ are in C3 (functions with continues third derivatives). Taneja’s entropy
is defined for special case of ϕ(x) = xr log x and h(x) = −2r−1x.
The exponential family of k-parameter distribution {fθ(x) : θ ∈ Θ ⊆ R

k}
belongs to the family of k-parameter distribution with suitable situation if we
can write fθ(x) as:

fθ(x) = exp{
k∑

j=1

Tj(x)θj − b(θ) − R(x)} (1)

with support S = {x : fθ(x) > 0} where:
a) S is a subset of R which is independent of θ1, θ2, . . . , θk.
b) The set Θ of the points θ = (θ1, θ2, . . . , θk) is called natural parameter space
and convex.
c) Tj is a real valued function with continuous derivative on S and R(x) is a
real valued function and continuous on S.
d) b is a real valued function on Θ which b(θ) is a function as below:

b(θ) = ln(

∫
χ

exp{
k∑

j=1

Tj(x)θj − R(x)}dμ(x)) (2)

If R(x) = 0 , the exponential family is called regular exponential family. The
functions defined by :

∫
χ

f(x) exp{
k∑

j=1

Tj(x)θj − R(x)}dμ(x)

is continuous and has all derivatives with respect to θj and the derivatives
can be obtained by derivation under the integral sign.
Here suppose that

Iij(θ) = cov[
∂

∂θi
log fθ(x),

∂

∂θj
log fθ(x)]

and we assume that IF (θ) is positive definite. We show that:

IF (θ) = (
∂2b(θ)

∂θi∂θj
)i,j=1,2,...,k

Since ∂
∂θi

log fθ(x) = Ti − ∂
∂θi

b(θ) then, Iij(θ) = cov(Ti, Tj). On the other hand

∫
x

exp{
k∑

j=1

Tj(x)θj − b(θ) − R(x)}dμ(x) = 1
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Next we derivative with respect to θj∫
x

(Tj(x) − ∂

∂θj

b(θ))fθ(x)dμ(x) = 0

It means E(Tj(X)) = ∂
∂θj

b(θ), by derivation with respect to θk again we obtain

cov(Tj, Tk) = ∂2

∂θj∂θk
b(θ) finally

IF (θ) = (
∂2b(θ)

∂θi∂θj
)i,j=1,2,...,k

2 Taneja’s entropy in exponential family

In this section we calculate Taneja’s entropy for regular exponential k-parameter
families and introduce some of their specialities.

Theorem 1: Let fθ(x) be a density of the form (1) with R(x) = 0 ,then :

HT (θ) = −2r−1[e−rb(θ)+b(rθ)]{
k∑

j=1

θj(
∂b(rθ)

θj
) − b(θ)}

Proof: We know

HT (θ) = −2r−1

∫
χ

f r
θ (x)[

k∑
j=1

Tj(x)θj − b(θ)]dμ(x) (3)

Therefore we need to calculate
∫

χ
f r

θ (x)dμ(x) and then
∫

χ
f r

θ (x)Tj(x)dμ(x) in

the relation (3).
Since ∫

χ

e
�

j Tj(x)(rθj )−b(rθ)dμ(x) = 1

then ∫
χ

f r
θ (x)dμ(x) =

∫
χ

e
�

j Tj(x)(rθj )−rb(θ)dμ(x)

= e−rb(θ)+b(rθ)

∫
χ

e
�

j Tj(x)(rθj)−b(rθ)dμ(x) = e−rb(θ)+b(rθ) (4)

If we obtain partial derivative with respect to θj , we have:∫
χ

[rTj(x) − r
∂b(θ)

∂θj
]e
�

j Tj(x)(rθj )−b(rθ)dμ(x) = [−r
∂b(θ)

∂θj
+ r

∂b(rθ)

∂θj
]e−rb(θ)+b(rθ)

then we omit coefficient r and simplify the relation so we have∫
χ

f r
θ (x)Tj(x)dμ(x)−∂b(θ)

∂θj

∫
χ

f r
θ (x)dμ = −∂b(θ)

∂θj
e−rb(θ)+b(rθ)+

∂b(rθ)

∂θj
e−rb(θ)+b(rθ).
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Now by use of (4) in above relation we have

∫
χ

f r
θ (x)Tj(x)dμ(x) =

∂b(rθ)

∂θj
e−rb(θ)+b(rθ) (5)

Finally (4) ,(5) complete the proof of theorem.
Pasha et. al. [2] obtained the formula of divergence measure by use of Taneja’s
entropy in exponential family.

1) Bernoulli distribution
We know in this distribution exponential form is

fθ(x) = exp{θx − ln(
1 + e−θ

e−θ
)}

where

θ = ln(
p

1 − p
), b(θ) = ln(

1 + e−θ

e−θ
) = ln(eθ + 1),

therefore Taneja’s entropy will be

HT (θ) = −2r−1[
1 + erθ

(1 + eθ)r
][θr

erθ

erθ + 1
− ln(1 + eθ)]

2) Geometry distribution
In this distribution exponential form is

fθ(x) = exp{xθ − ln(
eθ

1 − eθ
)}

where

θ = ln(1 − p) , b(θ) = ln(
eθ

1 − eθ
),

therefore Taneja’s entropy will be

HT (θ) = −2r−1[
(1 − eθ)r

1 − erθ
][

rθ

1 − erθ
− ln(

eθ

1 − eθ
)].

3) Gamma distribution
In this family we have :

fθ(x) = exp{θ1x + θ2 ln x − (ln Γ(θ2 + 1) + (θ2 + 1) ln(− 1

θ1

))}

Where:

θ1 = − 1

β
and θ2 = α − 1
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and

b(θ) = ln Γ(θ2 + 1) − (θ2 + 1) ln(−θ)

Then the Taneja’s entropy is :

HT (θ) = −2r−1[e−rb(θ)+b(rθ)]{−(rθ2 +1)+θ2(
Γ′

θ2
(rθ2 + 1)

Γ(rθ2 + 1)
−r ln(−rθ1))−b(θ)},

where:

Γ′
x(ax + b) =

dΓ(ax + b)

dx

and

[e−rb(θ)+b(rθ)] = (
(−θ1)

θ2+1

Γ(θ2 + 1)
)r(

Γ(rθ2 + 1)

(−rθ1)rθ2+1
)

4) Beta distribution
In this family we have :

fθ(x) = exp{θ1 ln(x) + θ2 ln(1 − x) − b(θ)},

where :

θ1 = α − 1 and θ2 = β − 1

and

b(θ) = b(θ1, θ2) = ln Γ(θ1 + 1) + lnΓ(θ2 + 1) − ln Γ(θ1 + θ2 + 2)

Then the Taneja’s entropy is :

HT (θ) = −2r−1[e−rb(θ)+b(rθ)]{θ1
∂b(rθ)

∂θ1
+ θ2

∂b(rθ)

∂θ2
− b(θ)}

where:

[e−rb(θ)+b(rθ)] = (
Γ(θ1 + θ2 + 2)

Γ(θ1 + 1)Γ(θ2 + 1)
)r(

Γ(rθ1 + 1)Γ(rθ2 + 1)

Γ(rθ1 + rθ2 + 2)
)

5) Normal distribution with mean μ and variance σ2

In this family we have :

fθ(x) = exp{θ1x + θ2x
2 − 1

2
ln(− π

θ2

) +
θ2
1

4θ2

where :

θ1 =
μ

σ2
, θ2 = − 1

2σ2
and b(θ) =

1

2
ln(− π

θ2

) − θ2
1

4θ2

,
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then the Taneja’s entropy is :

HT (θ) = −2r−1(
−θ2

π
)

r
2 (

√−π

rθ2
)[−1

2
− 1

2
ln(

π

−θ2
) +

θ2
1

4θ2
− rθ2

1

4θ2
2

]

6) d-variate Normal distribution
We know probability density function of multivariate normal distribution is
the same as below:

fθ(x) =
1

(2π)
d
2 |Σ| 12

e−
1
2
(x−μ)tΣ−1(x−μ)

where μ = (μ1, . . . , μd) is the vector of mean and Σ is the matrix of variance
covariance.
Theorem 2: Let θ = (μ, Σ) and also fθ(x) be probability density function of
multivariate normal distribution, then Taneja’s entropy is:

HT (θ) = [2r−2d log 2π + 2r−2 log |Σ| + 2r−2(
d

r
)]A

where

A =
(2π)−

d
2
(r−1)r−

d
2

|Σ| r−1
2

.

proof: By Taneja’s entropy definition and probability density function of
d-variate normal distribution, we have:

HT (θ) = −2r−1

∫
χ

f r
θ (x) log fθ(x)dμ(x)

log fθ(x) = −d

2
log 2π − 1

2
log |Σ| − 1

2
(x − μ)tΣ−1(x − μ)

therefore

HT (θ) = −2r−1{[−d

2
log 2π− 1

2
log |Σ|]

∫
f r

θ dx−
∫

(x−μ)tΣ−1(x−μ)f r
θ (x)dx}

it means that:

HT (θ) = {2r−2d log 2π + 2r−2 log |Σ|}
∫

f r
θ (x)dx+

2r−2

∫
(x − μ)tΣ−1(x − μ)f r

θ (x)dx (6)

but the first integral in above relation is equal to:

∫
f r

θ (x)dx =

∫
{ 1

(2π)
d
2 |Σ| 12

e−
1
2
(x−μ)tΣ−1(x−μ)}dx
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=
1

(2π)
rd
2 |Σ| r

2

∫
e−

1
2
(x−μ)tΣ−1(x−μ)dx

= (2π)−
d
2
(r−1) r−

d
2

|Σ| r−1
2

(7)

and also the second integral in above relation is equal to:∫
(x − μ)tΣ−1(x − μ)f r

θ (x)dx

=
1

r

∫
[(x − μ)t(

Σ

r
)−1(x − μ)]

1

(2π)
rd
2 |Σ| r

2

e−
1
2
(x−μ)t(Σ

r
)−1(x−μ)dx

=
1

r
(2π)−

d
2
(r−1) r−

d
2

|Σ| r−1
2

∫
1

(2π)
d
2 |Σ

r
| 12

(x − μ)t(
Σ

r
)−1(x − μ)e−

1
2
(x−μ)t(Σ

r
)−1(x−μ)dx

On the other hand we know (x − μ)tΣ−1(x − μ) has χ2(d) distribution [2].
The last integral in the above relation is equal to mathematical expectation
of (x − μ)t(Σ

r
)−1(x − μ) in d-variate normal distribution with mean vector μ

and variance covariance matrix Σ
r
. Therefore the above integral is equal to d.

Finally we have:

∫
(x − μ)tΣ−1(x − μ)f r

θ (x)dx =
d

r
(2π)−

d
2
(r−1) r−

d
2

|Σ| r−1
2

(8)

by (6), (7) and (8) the proof of theorem is complete.
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