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Abstract

Menendez [3] derived Shaonnon’s entropy formula for exponential
family. In this paper we proposed Taneja’s entropy formula for expo-
nential family. Notice that this relation is the generalization of Menen-
dez work. Also we will obtain proper Taneja’s entropy formulas for
Bernoulli, Geometry, Gamma, Beta and Normal distributions. Finally
we present Taneja’s entropy formula for multivariate normal distribu-
tion.
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1 Introduction

Let (x, By, Pp, 0 € ©) be a statistical space where © is an open subset of RM.
We consider that there exist p.d.f. fy(z) for the distribution Py with respect
to a o-finite measure p. In 1975 Taneja [6] introduced the generalized entropy
as follows:

He(0) = —27! / f1(2) log fo(x)du(x)

which by taking r = 1, Shannon’s entropy [5] is obtained. Salicru et al.(1993)
[4] defined (h, p)-entropy for fy(x) as follows:

HAfo(w) = [ o(ala))d(a)

X
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Where either ¢ : [0,00) — R is concave and h : R — R is an increasing
concave or ¢ is convex and h is a decreasing concave. Further we assume that h
and ¢ are in C® (functions with continues third derivatives). Taneja’s entropy
is defined for special case of ¢(z) = 2" logz and h(z) = —2""'z.

The exponential family of k-parameter distribution {fs(z) : § € © C R*}
belongs to the family of k-parameter distribution with suitable situation if we
can write fy(x) as:

—eXp{ZT )0, — b(0) — R(z)} (1)

with support S = {z : fy(x) > 0} where:

a) S is a subset of R which is independent of 6y, 0, ..., 0.

b) The set © of the points § = (01, 6s, ..., 0y) is called natural parameter space
and convex.

c) T} is a real valued function with continuous derivative on S and R(z) is a
real valued function and continuous on S.

d) b is a real valued function on © which b(f) is a function as below:

) = n( | exp{ZT R@u(@) (@)

If R(z) =0, the exponential family is called regular exponential family. The
functions defined by :

/ fl exp{ZT )0, — R(x)}dpu(x)

is continuous and has all derlvatlves with respect to 6; and the derivatives
can be obtained by derivation under the integral sign.
Here suppose that

(a). % log fo(a)]

0
I;;(8) = COU[@H-

and we assume that Ir(0) is positive definite. We show that:

Since a% log fo(x) =T, — a%b(@) then, I;;(0) = cov(T;,T;). On the other hand

/ exp{zf )6; — b(6) — Rx)}dpu(x) =
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Next we derivative with respect to 0;
0
[T = G Ol =0

It means E(7; (X ) = a%jb(G), by derivation with respect to 65 again we obtain

cov(T;, Ty,) = 89 59 0(0) finally

2 Taneja’s entropy in exponential family

In this section we calculate Taneja’s entropy for regular exponential k-parameter
families and introduce some of their specialities.
Theorem 1: Let fy(x) be a density of the form (1) with R(z) = 0 ,then :

ob(r0)
0

Hp(0) = =27 [e OO0 7 65( ) = b(0)}

j=1
Proof: We know

k

— o 1/f9 ZT] O)du(z)  (3)

Therefore we need to calculate fx f9 (x)du(x) and then fx fo(x)T;(z)dp(z) in
the relation (3).
Since

/ 22, T (@) (r;)—b( r@)du<w> -1

/ (@) / ST @) =00 g ()

then

_ —rb(9 +b(r¢9)/ > T ()(ro;) d,U( ) _ —rb(9)+b(r¢9) (4)
X
If we obtain partial derivative with respect to 6;, we have:
ob(0) ob(0) ob(rd)., _
T. . E Tj(x)(ro;)— (r&)d _ rb(0)+b(r0)
[ 1) = e ) = [ + e

then we omit coefficient r and simplify the relation so we have

/X fi (@) Ty ()d

_36(9) o~ b(0)+b(r0) +3ba<g9) o~ Tb(O)+b(r0)
j J
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Now by use of (4) in above relation we have

[ BT adnta) = e o

Finally (4) ,(5) complete the proof of theorem.
Pasha et. al. [2] obtained the formula of divergence measure by use of Taneja’s
entropy in exponential family.

1) Bernoulli distribution
We know in this distribution exponential form is

—0
£o() = exp{fz — In(> 1"; 1)
where X »
0 =n(z fp), b(6) = In :‘; ) = In(e® + 1),

therefore Taneja’s entropy will be

1 +€7‘0 ][9 67’9
r —
(1+ef)" erf +1

Hp(9) = =277 In(1 + e”)]

2) Geometry distribution
In this distribution exponential form is

0

e
fo(z) = exp{zf — ln(m)}
where
!
0= 111(1 - p) > b<0> = ln(m)a
therefore Taneja’s entropy will be
1—ef)r r0 e?
Hp(0) = -2 ( —1 .

3) Gamma distribution
In this family we have :

fo(z) = exp{bhx + Olnx — (InT' (6 + 1) + (02 + 1) ln(—eil))}

Where: )
01:—5 and Oy =a—1
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and
b(#) =Inl'(0+ 1) — (6 + 1) In(—0)

Then the Taneja’s entropy is :

FgQ(T’OQ—F 1)

Hp(0) = =27 e ™OFCDL (10, 4-1) + 0y —rin(—r6;))—b(0)},

F(T@Q + 1)
where: e ;

dx
and

—rbO) ()] ((—91)92“ . D(roy + 1)

le L(0,+1) (—rfy)0=+1

4) Beta distribution
In this family we have :

fo(z) = exp{f;In(x) + O In(1 — z) — b()},

where :
hh=a—1 and 6O,=0(-1

and
b(@) = b<017 02) =1In F(Ql + 1) + In F(QQ + 1) —In F(‘gl + 02 + 2)

Then the Taneja’s entropy is :

18()(1“9) ‘o, ob(r0)

HT(Q) _ _2r71[€7rb(0)+b(r0)]{9 601 602 o b(@)}

where:

F(Ol + 02 + 2) r F(?‘@l + 1)F(7°92 + 1)

[efrb(0)+b(r0)] _ ( ) ( )
F(@l + 1)F(62 + 1) F(r@l + 7“92 + 2)
5) Normal distribution with mean p and variance o
In this family we have :
fo(z) = exp{bx + 2% — 1ln(—l) + O
’ R S S T
where :
1 1 1 T 6?
0 = — Oy = —— d b)) ==-In(—+)— —
! 0'2 ’ 2 20’2 an ( ) n< 02) 4027
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then the Taneja’s entropy is :

—0y r —T 1 1 T 0?2 r?
Hr(0) = -2"""(—)2(4/ =)= — =In(—) + —+ — —
() (455 — =) + 3, — 1)
6) d-variate Normal distribution
We know probability density function of multivariate normal distribution is
the same as below:
T
(2m)2[X]2
where p = (1, ..., pq) is the vector of mean and ¥ is the matrix of variance
covariance.
Theorem 2: Let § = (u,Y) and also fy(x) be probability density function of
multivariate normal distribution, then Taneja’s entropy is:

d
Hr(0) = [2"2dlog 2m + 2" *log |X| + 2" 2(=)]A
T

where .
3

(271')_%(T_1)7“_
s
proof: By Taneja’s entropy definition and probability density function of
d-variate normal distribution, we have:

He(6) = —27! / f1(2) log fo(x)du(x)

d 1 1 .
log fy(x) = —3 log 2 — S log X — S ( — p)' Y7 (z — 1)

therefore
Hr(6) = ~2 (-G log 27— 5 1og[=]) [ fjdo— [ (o —p)'E () fyw)ds)

it means that:
Hr(0) = {2 %dlog 27 + 2" log |2|} / fo(x)dx+

or-2 / (r— 'S (o — Wi @)dr  (6)

but the first integral in above relation is equal to:

]_ 1 ty—1
fo(x)dr = / —_— e 2 @I @ g
[ e = [ )
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1 VR
:m/e L@t (ap0) g

_d(p_ r
= (27) 5 ( 1)‘E|7T21 (7)

and also the second integral in above relation is equal to:

(@ — )2 (2 — p) f(x)dx

vl

1/ b2y -1 1 =)' (2) " (a—p)
= - x— ) (— x— . —e 2 v dx
it el

R PRINTA / 1 L UEYV Y (g — e b (B) @)
- T(Qﬂ-) 2 |E|7‘51 (27]_)%|%|%(I :U’) (7“) (I :U’)e 2 dx
On the other hand we know (z — p)'¥7'(z — u) has x*(d) distribution [2].
The last integral in the above relation is equal to mathematical expectation
of (x — p)(2)™'(x — p) in d-variate normal distribution with mean vector s
and variance covariance matrix % Therefore the above integral is equal to d.
Finally we have:

[S]iSW

[z - @ = Sen fen o

bilss
by (6), (7) and (8) the proof of theorem is complete.
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