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Abstract

Quite recently, the concept of intuitionistic fuzzy 2-normed spaces
was introduced by Mursaleen and Lohani [6]. Also, Mursaleen and
Mohiuddine [7] have studied the notion of statistical convergence of
double sequences in intuitionistic fuzzy normed spaces. In this paper,
we study the concept of statistically convergent and statistically Cauchy
double sequences in intuitionistic fuzzy 2-normed spaces.
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1 Introduction

The idea of statistical convergence was introduced by Fast [2] and Steinhaus

[17] independently and later on studied by various authors. Active researches

on this topic were started after the papers of Salat [14] and Fridy [3].

Definition 1.1 Let K be a subset of N. A number sequence x = (xk) is said

to be statistically convergent to the number � if for each ε > 0, the set K(ε) =

{k ≤ n : |xk − �| > ε} has asymptotic density zero, i.e.

lim
n

1

n
|{k ≤ n : |xk − �| > ε}| = 0.

In this case we write st- lim x = �.
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Notice that every convergent sequence is statistically convergent to the same

limit, but its converse need not be true.

Definition 1.2 A double sequence x = (xjk) is said to be Pringsheim′s convergent

(or P -convergent) if for given ε > 0 there exists an integer N such that

|xjk − �| < ε whenever j, k > N . We shall write this as

lim
j,k→∞

xjk = �,

where j and k tending to infinity independent of each other [9].

Definition 1.3 Let K ⊆ N × N be a two-dimensional set of positive integers

and let K(m, n) be the numbers of (j, k) in K such that j ≤ m and k ≤ n.

Then the two-dimensional analogue of natural density can be defined as follows

[5].

The lower asymptotic density of the set K ⊆ N × N is defined as

δ2(K) = lim inf
m,n

K(m, n)

mn
.

In case the sequence K(m, n)/mn has a limit in Pringsheim’s sense then we

say that K has a double natural density and is defined as

lim
m,n

K(m, n)

mn
= δ2(K).

Example 1.1 Let K = {(i2, j2) : i, j ∈ N}. Then

δ2(K) = lim
m,n

K(m, n)

mn
≤ lim

m,n

√
m
√

n

mn
= 0,

i.e. the set K has double natural density zero, while the set {(i, 2j) : i, j ∈ N}
has double natural density 1/2.

Note that, if we set m = n, we have a two dimensional natural density due

two Christopher [4].

Statistical convergence for double sequences x = (xjk) of real numbers was

introduced and studied by Mursaleen and Edely [15] and for double sequences

of fuzzy real numbers by Savaş and Mursaleen [25].
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Definition 1.4 A real double sequence x = (xjk) is said to be statistically

convergent to the number � if for each ε > 0, the set

{(j, k), j ≤ m and k ≤ n :| xjk − � |≥ ε}

has double natural density zero. In this case we write st2- lim
j,k

xjk = �.

The notion of fuzzy sets was first introduced by Zadeh [18] in 1965. The

concept and the theory of intuitionistic fuzzy metric space was studied by a

lot of researchers [8], [10], [11], [12], [13]. The idea of statistically convergence

of single sequences in IFNS was studied by Karakus et al. [4] and for double

sequences in IFNS by Mursaleen and Mohiuuddine [7]. Recently, Mursaleen

and Mohiuddine [7] studied the concept of statistical convergence of double

sequences in intuitionistic fuzzy normed spaces. In this paper we shall study

the concept of statistical convergence of double sequences in intuitionistic fuzzy

2-normed spaces.

2 Preliminaries

We now recall some notations and basic definitions that we need throghout

this paper.

Definition 2.1 [16] A binary operation ∗ : [0, 1] × [0, 1] → [0, 1] is said to be

a continuous t-norm if it satisfies the following conditions:

1. ∗ is associative and commutative,

2. ∗ is continuous,

3. a ∗ 1 = a for all a ∈ [0, 1],

4. a ∗ b ≤ c ∗ d whenever a ≤ c and b ≤ d for each a, b, c, d ∈ [0, 1].

Definition 2.2 [16] A binary operation ♦ : [0, 1]× [0, 1] → [0, 1] is said to be

a continuous t-conorm if it satisfies the following conditions:

1. ♦ is associative and commutative,

2. ♦ is continuous,



2252 A. M. Alotaibi

3. a♦0 = a for all a ∈ [0, 1],

4. a♦b ≤ c♦d whenever a ≤ c and b ≤ d for each a, b, c, d ∈ [0, 1].

Definition 2.3 Let V be a real vector space of dimension d, where 2 ≤ d < ∞.

A 2-norm on V is a funtion ‖., .‖ : V × V → R which satisfies,

1. ‖x, y‖ = 0 if and only if x and y are linearly dependent;

2. ‖x, y‖ = ‖y, x‖;
3. ‖αx, y‖ = |α|‖x, y‖;
4. ‖x, y + z‖ ≤ ‖x, y‖ + ‖x, z‖.

The pair (V, ‖., .‖) is then called a 2-normed space.

Example 2.1 As an example of a 2-normed space take V = R
2 being equipped

with the 2-norm ‖x, y‖ := the area of the parallelogram spanned by the vectors

x and y, which may be given explicitly by the formula,

‖x, y‖ = |x1y2 − x2y1|, x = (x1, x2), y = (y1, y2).

Using the continuous t-norm and t-conorm, Saadati and Park [11] introduced

the concept of intuitionistic fuzzy normed space while the concept of intuition-

istic fuzzy 2-normed space has been introduced and studied by Mursaleen and

Lohani [6] as follows:

Definition 2.4 The five-tuple (V, μ, ν, ∗,♦) is said to be an intuitionistic fuzzy

2- normed space (for short, IF2NS) if V is a vector space, ∗ is a continuous

t-norm, ♦ is a continuous t-conorm, and μ, ν are fuzzy sets on V ×V × (0,∞)

satisfying the following conditions for every x, y, z ∈ V , and s, t > 0

1. μ(x, y; t) + ν(x, y; t) ≤ 1,

2. μ(x, y; t) > 0,

3. μ(x, y; t) = 1 if and only if x and y are linearly dependent,

4. μ(αx, y; t) = μ(x, y; t
|α|) for each α �= 0,

5. μ(x, y; t) ∗ μ(x, z; s) ≤ μ(x, y + z; t + s),
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6. μ(x, y; ·) : (0,∞) → [0, 1] is continuous,

7. lim
t→∞

μ(x, y; t) = 1 and lim
t→0

μ(x, y; t) = 0,

8. μ(x, y; t) = μ(y, x; t),

9. ν(x, y; t) < 1,

10. ν(x, y; t) = 0 if and only if x and y are linearly dependent,

11. ν(αx, y; t) = ν(x, y; t
|α|) for each α �= 0,

12. ν(x, y; t)♦ν(x, z; s) ≥ ν(x, y + z; t + s),

13. ν(x, y; ·) : (0,∞) → [0, 1] is continuous,

14. lim
t→∞

ν(x, y; t) = 0 and lim
t→0

ν(x, y; t) = 1,

15. ν(x, y; t) = ν(y, x; t)

In this case (μ, ν) is called an intuitionistic fuzzy 2-norm on V , and we

denote it by (μ, ν)2.

Example 2.2 Let (V, ‖., .‖) be a 2-normed space, and let a∗b = ab and a♦b =

min{a + b, 1} for all a, b ∈ [0, 1]. For all x ∈ V and every t > 0, consider

μ(x, y; t) :=
t

t + ‖x, y‖ and ν(x, y; t) :=
‖x, y‖

t + ‖x, y‖ .

Then (X, μ, ν, ∗,♦) is an intuitionistic fuzzy 2-normed space.

The concepts of convergence and Cauchy sequences in an intuitionistic fuzzy

normed space are studied in [11].

Definition 2.5 Let (X, μ, ν, ∗,♦) be an IFNS. Then, a sequence x = (xk)

is said to be convergent to L ∈ X with respect to the intuitionistic fuzzy

norm (μ, ν) if, for every ε > 0 and t > 0, there exists k0 ∈ N such that

μ(xk − L, t) > 1 − ε and ν(xk − L, t) < ε for all k ≥ k0. In this case we write

(μ, ν)- lim x = L or xk
(μ,ν)−→ L as k → ∞.



2254 A. M. Alotaibi

Definition 2.6 Let (X, μ, ν, ∗,♦) be an IFNS. Then, x = (xk) is said to be

Cauchy sequence with respect to the intuitionistic fuzzy norm (μ, ν) if, for

every ε > 0 and t > 0, there exists k0 ∈ N such that μ(xk − x�, t) > 1 − ε and

ν(xk − x�, t) < ε for all k, � ≥ k0.

3 On statistically convergent double sequences

in IF2NS

We define the following

Definition 3.1 Let (X, μ, ν, ∗,♦) be an IF2NS. Then, a double sequence x =

(xjk) is said to be statistically convergent to L ∈ X with respect to the intu-

itionistic fuzzy 2-norm (μ, ν)2 provided that, for every ε > 0 and t > 0,

δ2{(j, k) ∈ N × N : μ(xjk − L, y; t) ≤ 1 − ε or ν(xjk − L, y; t) ≥ ε} = 0,

(1)

or equivalently

lim
m,n

1

mn
|{j ≤ m, k ≤ n : μ(xjk − L, y; t) ≤ 1 − ε or ν(xjk − L, y; t) ≥ ε}| = 0.

In this case we write st
(μ,ν)2
2 - lim x = L. Using (1) and well known properties

of the double natural density, we easily get the following lemma.

Lemma 3.1 Let (X, μ, ν, ∗,♦) be an IF2NS. Then, for every ε > 0 and t > 0,

the following statements are equivalent:

1. st
(μ,ν)2
2 - lim x = L.

2. δ2{(j, k) ∈ N × N : μ(xjk − L, y; t) ≤ 1 − ε} = δ2{(j, k) ∈ N × N :

ν(xjk − L, y; t) ≥ ε} = 0.

3. δ2{(j, k) ∈ N×N : μ(xjk −L, y; t) > 1− ε and ν(xjk −L, y; t) < ε} = 1.

4. δ2{(j, k) ∈ N × N : μ(xjk − L, y; t) > 1 − ε} = δ2{(j, k) ∈ N × N :

ν(xjk − L, y; t) < ε} = 1.

5. st2- lim μ(xjk − L, y; t) = 1 and st2- lim ν(xjk − L, y; t) = 0.
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Theorem 3.1 Let (X, μ, ν, ∗,♦) be an IF2NS. If a double sequence x = (xjk)

is statistically convergent with respect to the intuitionistic fuzzy 2-norm (μ, ν)2,

then st
(μ,ν)2
2 -limit is unique.

Proof. Suppose that st
(μ,ν)2
2 - lim x = L1 and st

(μ,ν)2
2 - lim x = L2. For a given

ε > 0, choose r > 0 such that (1 − r) ∗ (1 − r) > 1 − ε and r♦r < ε. For any

t > 0, define the following sets:

Kμ,1(r, t) = {(j, k) ∈ N × N : μ(xjk − L1, y; t) ≤ 1 − r},

Kμ,2(r, t) = {(j, k) ∈ N × N : μ(xjk − L2, y; t) ≤ 1 − r},

Kν,1(r, t) = {(j, k) ∈ N × N : ν(xjk − L1, y; t) ≥ r},

Kν,2(r, t) = {(j, k) ∈ N × N : ν(xjk − L2, y; t) ≥ r}.
Since st

(μ,ν)2
2 - lim x = L1 and st

(μ,ν)2
2 - lim x = L2, we have

δ2(Kμ,1(ε, t)) = 0 = δ2(Kν,1(ε, t)) for all t > 0,

δ2(Kμ,2(ε, t)) = 0 = δ2(Kν,2(ε, t)) for all t > 0.

Now let Kμ,ν(ε, t) = (Kμ,1(ε, t) ∪ Kμ,2(ε, t)) ∩ (Kν,1(ε, t) ∪ Kν,2(ε, t)) . Then

δ2(Kμ,ν(ε, t)) = 0, which implies that δ2(N × N/Kμ,ν(ε, t)) = 1. If (j, k) ∈
N×N/Kμ,ν(ε, t), then we have two possible cases. The first case is that (j, k) ∈
N × N/(Kμ,1(ε, t) ∪ Kμ,2(ε, t)); and the second is (j, k) ∈ N × N/(Kν,1(ε, t) ∪
Kν,2(ε, t)). We first consider that (j, k) ∈ N×N/(Kμ,1(ε, t)∪Kμ,2(ε, t)). Then

we have

μ(L1 − L2, y; t) ≥ μ

(
xjk − L1, y;

t

2

)
∗μ

(
xjk − L2, y;

t

2

)
> (1 − r) ∗ (1 − r) > 1 − ε.

(2)

Since ε > 0 was arbitrary, by (2) we get μ(L1−L2, y; t) = 1 for all t > 0, which

yields L1 = L2. On the other hand, if (j, k) ∈ N × N/(Kν,1(ε, t) ∪ Kν,2(ε, t)),

then

ν(L1 − L2, y; t) ≤ ν

(
xjk − L1, y;

t

2

)
♦ν

(
xjk − L2, y;

t

2

)
< r♦r < ε.

Again, since ε > 0 was arbitrary, we have ν(L1 − L2, y; t) = 0 for all t > 0,

which implies L1 = L2. Therefore, in all cases, we conclude that st
(μ,ν)2
2 -limit

is unique. This completes the proof of the theorem.
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Theorem 3.2 Let (X, μ, ν, ∗,♦) be an IF2NS. If (μ, ν)2- lim x = L then st
(μ,ν)2
2 - lim x =

L. But converse need not hold.

Proof. Let (μ, ν)2- lim x = L. Then for every ε > 0 and t > 0, there is a

number k0 ∈ such that

μ(xjk − L, y; t) > 1 − ε and ν(xjk − L, y; t) < ε

for all j, k ≥ k0. Hence the set

{(j, k) ∈ N × N : μ(xjk − L, y; t) ≤ 1 − ε and ν(xjk − L, y; t) ≥ ε}
has atmost finitely many terms. Since every finite subset of N×N has density

zero,

δ2({k ≤ n : μ(xjk − L, y; t) ≤ 1 − ε and ν(xjk − L, y; t) ≥ ε}) = 0.

This completes the proof of the theorem.

The following example shows that the converse of Theorem 3.2 need not

be true.

Example 3.1 Let X = R
2 with ‖x, y‖ = |x1y2 − x2y1|, x = (x1, x2), y =

(y1, y2) ∈ R
2, and let a ∗ b = ab and ab = min{a + b, 1} for all a, b ∈ [0, 1]. For

all x ∈ X and every t > 0, consider

μ(x, y; t) :=
t

t+ ‖ x, y ‖ and ν(x, y; t) :=
‖ x, y ‖

t+ ‖ x, y ‖ ,

Then (X, μ, ν, ∗,♦) is an IF2NS. Now we define a double sequence x = (xjk)

by

xjk =

{
(jk, 0) ; j = m2 , k = n2; m,n ∈ N

(0, 0) ; otherwise.

Then in this case

Km,n(ε, t) = {j ≤ m, k ≤ n; xjk =
√

jk}
and we get

1

mn
|Km,n(ε, t)| ≤ 1

mn
|{j ≤ m, k ≤ n : j = m2 , k = n2; m,n ∈ N}|
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≤
√

m
√

n

mn
→ 0 as m,n → ∞,

that is, st
(μ,ν)2
2 - lim x = 0. However x = (xjk) is not convergent in (X, ‖, ‖)

and hence (μ, ν)2-limit does not exist.

This completes the proof of the theorem.

Theorem 3.3 Let (X, μ, ν, ∗,♦) be an IF2NS. Then, st
(μ,ν)2
2 - lim x = L if and

only if there exists a subset K = {(j, k)} ⊆ N × N; j, k = 1, 2, · · · such that

δ2(K) = 1 and (μ, ν)2- lim
m,n→∞

(m,n)∈K

xmn = L.

Proof. Necessity. Suppose that st
(μ,ν)2
2 - lim x = L. Let for any t > 0 and

r = 1, 2, · · ·

Mμ,ν(r, t) =

{
(j, k) ∈ N × N : μ(xjk − L, y; t) > 1 − 1

r
and ν(xjk − L, y; t) <

1

r

}
,

Kμ,ν(r, t) =

{
(j, k) ∈ N × N : μ(xjk − L, y; t) ≤ 1 − 1

r
or ν(xjk − L, y; t) ≥ 1

r

}
.

Then δ2(Kμ,ν(r, t)) = 0 and for t > 0 and r = 1, 2, · · · , we have

Mμ,ν(r, t) ⊃ Mμ,ν(r + 1, t), (3)

δ2(Mμ,ν(r, t)) = 1 (4)

Now we have to show that for (j, k) ∈ Mμ,ν(r, t), xjk
(μ,ν)2−→ L. Suppose that xjk

� (μ,ν)2−→L. Therefore there is some λ > 0 such that
{

(j, k) ∈ N × N : μ(xjk − L, y; t) ≤ 1 − λ or ν(xjk − L, y; t) ≥ λ

}

for infinitely many terms xjk. For λ > 1
r
, r = 1, 2, · · · , let

Mμ,ν(λ, t) =

{
(j, k) ∈ N × N : μ(xjk − L, y; t) > 1 − λ and ν(xjk − L, y; t) < λ

}
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Hence

δ2(Mμ,ν(λ, t)) = 0,

and using (3), Mμ,ν(r, t) ⊂ Mμ,ν(λ, t). Hence δ2(Mμ,ν(r, t)) = 0 which contra-

dicts (4). Therefore xjk
(μ,ν)2−→ L.

Sufficiency . Suppose that there exists a set K = {(j, k) : j, k = 1, 2, · · · } ⊆
N × N such that δ2(K) = 1 and (μ, ν)2- lim

j,k→∞
(j,k)∈K

xjk = L, i.e. there exists N ∈

N such that for every λ > 0 and t > 0

μ(xjk − L, y; t) > 1 − λ and ν(xjk − L, y; t) < λ.

Now

Kμ,ν(λ, t) := {(j, k) ∈ N × N : μ(xjk − L, y; t) ≤ 1 − λ and ν(xjk − L, y; t) ≥ λ}

⊆ N × N − {(jN+1, kN+1), (jN+2, kN+2), · · · }.

Therefore δ2(Kμ,ν(λ, t)) ≤ 1−1 = 0. Hence st
(μ,ν)2
2 - lim x = L. This completes

the proof of the theorem.

4 On statistically Cauchy double sequences

in IF2NS

Recently, Mursaleen and Mohiuddine [7] defined and studied statistically Cauchy

double sequences in IFNS. Now we define this concept in IF2NS as follows.

Definition 4.1 Let (X, μ, ν, ∗,♦) be an IF2NS. Then, a double sequence x =

(xjk) is said to be statistically Cauchy with respect to the intuitionistic fuzzy 2-

norm (μ, ν)2 if for every ε > 0 and t > 0, there exist N = N(ε) and M = M(ε)

such that for all j, p ≥ N ; k, q ≥ M

δ2{(j, k) ∈ N × N : μ(xjk − xpq, y; t) ≤ 1 − ε or ν(xjk − xpq, y; t) ≥ ε} = 0.
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Theorem 4.1 Let (X, μ, ν, ∗,♦) be an IF2NS. A double sequence x = (xjk)

is statistically convergent with respect to (μ, ν)2 if and only if it is statistically

Cauchy with respect to (μ, ν)2.

Proof. Let x = (xjk) be statistically convergent to L with respect to (μ, ν)2,

i.e., st
(μ,ν)2
2 - lim x = L. Then

δ2({(j, k) ∈ N × N : μ(xjk − L, y;
t

2
) ≤ 1 − ε or ν(xjk − L, y;

t

2
) ≥ ε}) = 0.

In particular, for j = M , k = N

δ2({(j, k) ∈ N × N : μ(xMN − L, y;
t

2
) ≤ 1 − ε or ν(xMN − L, y;

t

2
) ≥ ε}) = 0.

Since

μ(xjk − xMN , y; t) = μ(xjk − L − xMN + L, y;
t

2
+

t

2
)

≥ μ(xjk − L, y;
t

2
) ∗ μ(xMN − L, y;

t

2
)

and since

ν(xjk − xMN , y; t) ≤ ν(xjk − L, y;
t

2
)♦ν(xMN − L, y;

t

2
),

we have

δ2({(j, k) ∈ N × N : μ(xjk − xMN , y; t) ≤ 1 − ε or ν(xjk − xMN , y; t) ≥ ε}) = 0,

that is, x is statistically Cauchy with respect to (μ, ν)2.

Conversely, let x = (xjk) be statistically Cauchy but not statistically con-

vergent with respect to the intuitionistic fuzzy 2-norm (μ, ν)2. Then there

exist N and M such that the sets δ2(A(ε, t)) = 0 and δ2(B(ε, t)) = 0, where

A(ε, t) = {(j, k) ∈ N × N : μ(xjk − xNM , y; t) ≤ 1 − ε or ν(xjk − xNM , y; t) ≥ ε},
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B(ε, t) = {(j, k) ∈ N × N : μ(xjk − L, y;
t

2
) > 1 − ε and ν(xjk − L, y;

t

2
) < ε}.

Since

μ(xjk − xNM , y; t) ≥ 2μ(xjk − L, y;
t

2
) > 1 − ε,

and

ν(xjk − xNM , y; t) ≤ 2ν(xjk − L, y;
t

2
) < ε,

if μ(xjk − L, y; t
2
) > (1 − ε)/2 and ν(xjk − L, y; t

2
) < ε/2. Therefore

δ2({(j, k) ∈ N × N : μ(xjk − xNM , y; t) > 1 − ε and ν(xjk − xNM , y; t) < ε}) = 0,

that is, δ2(A
C(ε, t)) = 0 and hence δ2(A(ε, t)) = 1, which leads to a contradic-

tion. Hence x must be statistically convergent with respect to the intuitionistic

fuzzy 2-norm (μ, ν)2. This completes the proof of the theorem.

Using Theorem 3.3 and Theorem 4.1, we can state the following:

Theorem 4.2 Let (X, μ, ν, ∗,♦) be an IF2NS, and x = (xjk) be a double

sequence in X. Then, the following conditions are equivalent:

1. x is a statistically convergent with respect to the intuitionistic fuzzy 2-

norm (μ, ν)2.

2. x is a statistically Cauchy with respect to the intuitionistic fuzzy 2-norm

(μ, ν)2.

3. There exists an increasing index sequence K = {(jn, kn)} ⊆ N × N such

that δ2(K) = 1 and the subsequence (xjn,kn) is a statistically Cauchy with

respect to the intuitionistic fuzzy 2-norm (μ, ν)2.

References

[1] Christopher J. The asymptotic density of some k-dimensional sets. Amer

Math Monthly 1956;63:399-401.

2004;19:209-236.



On statistically convergent double sequences 2261

[2] Fast H. Sur la convergence statistique. Colloq Math 1951;2:241-244.

[3] Fridy JA. On statistical convergence. Analysis 1985;5:301-313.

[4] Karakus S, Demirci K, Duman O. Statistical convergence on intuitionistic

fuzzy normed spaces. Chaos, Solitons & Fractals 2008;35:763-769.

[5] Mursaleen M., Edely Osama HH. Statistical convergence of double se-

quences. J Math Anal Appl 2003;288:223-231.

[6] Mursaleen M, Lohani Q.M.Danish, Intuitionistic fuzzy 2-normed space

and some related concepts, Chaos, Solitons & Fractals (2008),

doi:10.1016/j.chaos.2008.11.006

[7] Mursaleen M, Mohiuddine SA, Statistical convergence of double sequences

in intuitionistic fuzzy normed spaces, Chaos, Solitons & Fractals (2008),

doi:10.1016/j.chaos.2008.09.018.

[8] Park JH. Intuitionistic fuzzy metric spaces. Chaos, Solitons & Fractals

2004;22:1039-1046.

[9] Pringsheim A. Zur theorie der zweifach unendlichen Zahlenfolgen. Math

Z 1900;53:289-321.

[10] Saadati R, Park JH. Intuitionistic fuzzy Euclidean normed spaces. Com-

mun Math Anal 2006;12:85-90.

[11] Saadati R, Park JH. On the intuitionistic fuzzy topological spaces. Chaos,

Solitons & Fractals 2006;27:331-344.

[12] Saadati R, Razani A, Abidi H. A common fixed point theorem in L-fuzzy

metric spaces. Chaos, Solitons & Fractals 2007;33:358-363.

[13] Saadati R. A note on “Some results on the IF-normed spaces”. Chaos,

Solitons & Fractals (2007), doi:10.1016/j.chaos.2007.11.027.
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