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ABSTRACT

It appears inevitable that reionization processes would have produced large-scale
temperature fluctuations in the intergalactic medium. Using toy temperature mod-
els and detailed heating histories in cosmological simulations of He ii reionization,
we study the consequences of inhomogeneous heating for the Lyα forest. The impact
of temperature fluctuations in physically well-motivated models can be surprisingly
subtle. In fact, we show that temperature fluctuations at the level predicted by our
reionization simulations do not give rise to detectable signatures in the types of statis-
tics that have been employed previously. However, because of the aliasing of small-scale
density power to larger scale modes in the line-of-sight Lyα forest power spectrum,
earlier analyses were not sensitive to 3D modes with & 30 comoving Mpc wavelengths
– scales where temperature fluctuations are likely to be relatively largest. The ongo-
ing Baryon Oscillation Spectroscopic Survey (BOSS) aims to measure the 3D power
spectrum of the Lyα forest, PF , from a large sample of quasars in order to avoid
this aliasing. We find that physically motivated temperature models can alter PF at
an order unity level at k . 0.1 comoving Mpc−1, a magnitude that should be easily
detectable with BOSS. Fluctuations in the intensity of the ultraviolet background can
also alter PF significantly. These signatures will make it possible for BOSS to study
the thermal impact of He ii reionization at 2 < z < 3 and to constrain models for the
sources of the ionizing background. Future spectroscopic surveys could extend this
measurement to even higher redshifts, potentially detecting the thermal imprint of
hydrogen reionization.

Key words: cosmology: theory – cosmology: large-scale structure – quasars: absorp-
tion lines – intergalactic medium

1 INTRODUCTION

The temperature of the intergalactic medium (IGM) is
largely determined by how and when the cosmic hydrogen
and helium were reionized. Measurements of the mean tem-
perature of the IGM at redshifts 2 < z < 6 appear to be con-
sistent with the idea that hydrogen was reionized at z ∼ 10
and helium was doubly ionized at z ∼ 3 (Ricotti et al. 2000;
Schaye et al. 2000; Zaldarriaga et al. 2001; McDonald et al.
2001; Hui & Haiman 2003; Lidz et al. 2010; Bolton et al.

⋆ mmcquinn@berkeley.edu

2010; Becker et al. 2010). However, not all of these studies
agree on the trends nor on their interpretation.

In addition to raising the mean temperature of the IGM,
reionization processes would have heated the intergalactic
gas inhomogeneously. Once imprinted, an intergalactic tem-
perature fluctuation would fade away over roughly a Hubble
time (Hui & Haiman 2003). Inhomogeneities in the temper-
ature of the IGM alter the Lyα forest absorption because
the ionization state of hydrogen depends on its temperature,
since the gas distribution on . 100 kpc scales is smoothed by
thermal pressure, and because of thermal broadening of the
absorption features. However, the vast majority of studies of
the Lyα forest have assumed that there is a tight power-law
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relationship between temperature and density. Our study
investigates the detectability of realistic models for these
inhomogeneities.

The level of intergalactic temperature fluctuations has
been constrained by previous analyses of the forest. Vari-
ous studies have placed upper limits on the allowed level of
these fluctuations in the context of toy inhomogeneous heat-
ing models (Theuns et al. 2002; Lidz et al. 2010). In addi-
tion, the standard model for the Lyα forest has been very
successful at explaining the statistical properties of this ab-
sorption (Miralda-Escudé et al. 1996; Hernquist et al. 1996;
Katz et al. 1996; Davé et al. 1999; McDonald et al. 2005).
This picture posits that the fluctuations in the 2 . z . 5 for-
est were driven primarily by density inhomogeneities, that
the gas temperature can be approximated as a power law in
density, and that the photoionization rate was nearly spa-
tially invariant. The success of this model implies that devia-
tions from it cannot be large. In fact, McDonald et al. (2005)
argued that the standard approximations are adequate for
the precision of past measurements. However, these authors
focussed on a single statistic, the line-of-sight power spec-
trum. In what follows, we show that the impact of tempera-
ture and intensity fluctuations can be significantly larger in
the 3D Lyα forest power spectrum, a statistic that upcoming
surveys aim to measure.

Several theoretical studies of the Lyα forest have exam-
ined the impact of temperature inhomogeneities. Meiksin
(2000), Theuns & Zaroubi (2000), and Zaldarriaga (2002)
advocated the use of wavelets as a means to spatially identify
temperature inhomogeneities, and showed that the resulting
techniques are sensitive to 10s of comoving Mpc fluctuations
with ∆T/T ≈ 1. Lai et al. (2006) investigated the effect
of temperature fluctuations on the Lyα forest line-of-sight
power spectrum. They found that models with ∆T/T ≈ 1
and in which the fluctuations correlated over ∼ 10 comoving
Mpc influenced this statistic at only the few percent-level
for k < 5 comoving Mpc−1. Lee & Spergel (2010) found
that threshold clustering functions (a statistic of import in
the material sciences) could discriminate between different
potential intergalactic thermal states, and Fang & White
(2004) argued that a three-point statistic which correlates
the large-scale flux with the small-scale power could place a
strong constraint on deviations from a tight temperature-
density relation. Lastly, White et al. (2010) showed that
large temperature fluctuations could have a significant effect
on two- and three-point functions estimated from correlating
multiple Lyα forest sightlines.

Here, we quantify the impact of 10s of comoving Mpc
temperature fluctuations on different Lyα forest statistics.
We use both toy models as well as the He ii reionization
simulations presented in McQuinn et al. (2009) to under-
stand these effects. Section 2 discusses the different non-
standard contributions to fluctuations in the forest, concen-
trating on inhomogeneities in the temperature. Section 3
describes the methods of analysis used in our study. Section
4 (and Appendix A) quantifies the impact of different mod-
els for temperature inhomogeneities on a diverse set of Lyα
forest statistics. Section 5 discusses how fluctuations in the
ionizing background may also alter Lyα forest statistics.

We adopt a flat ΛCDM cosmological model con-
sistent with the most recent cosmological constraints
(Komatsu et al. 2010), and we henceforth will use “Mpc”

as shorthand for “comoving Mpc.” All of our Lyα forest
calculations normalize to the mean flux measurement of
Faucher-Giguère et al. (2008), which finds τeff = 0.39 at
z = 3 and τeff = 0.93 at z = 4.

2 BACKGROUND

The optical depth for a photon to be absorbed as it redshifts
across the Lyα resonance of hydrogen is

τLyα ≈ 1.1∆2
b T−0.7

4 Γ−1
−12

(

1 + z

4

)9/2
H(z)/(1 + z)

dv/dx
, (1)

where ∆b is the gas density in units of the cosmic mean, T4

is the temperature in units of 104 K, H(z) is the Hubble
expansion, and dv/dx is the line-of-sight velocity gradient
(which is equal to H(z)/(1 + z) in the absence of peculiar
velocities). Equation (1) assumes that the hydrogen is in
photoionization equilibrium with the photoionization rate,
Γ−12, expressed in units of 10−12 s−1. The T−0.7

4 factor arises
because of the temperature dependence of the H i fraction in
photoionization equilibrium, and many of the effects studied
here derive from this dependence.

The amount of Lyα absorption is determined by inho-
mogeneities in the gas density, the peculiar velocity field, the
photoionization rate, and the gas temperature. The first two
sources are the standard contributions that were included in
most previous studies and that are primarily responsible for
the statistical properties of the Lyα forest. Lyα forest studies
also typically assumed that the temperature follows a power-
law relation in density parametrized as T (∆b) = T0 ∆

γ−1.
Our work primarily focusses on the impact of temperature
fluctuations around T (∆b), and it also considers fluctuations
in the photoionization rate. In addition to modulating the
amplitude of τLyα, inhomogeneous heating alters the small-
scale (10s of km s−1) absorption features via its impact on
the gas pressure and on the thermal widths of absorption
lines.

Large-scale temperature fluctuations should be present
in the IGM as a relic of reionization processes. The reioniza-
tion of hydrogen and helium were spatially inhomogeneous,
with some regions ionized earlier and some later depending
on their proximity to the ionizing sources. Models for these
processes predict order unity fluctuations in the ionization
fraction of the species being reionized on ∼ 10 Mpc scales
and accompanying order unity fluctuations in the tempera-
ture (e.g., Trac et al. 2008; McQuinn et al. 2009). Temper-
ature fluctuations should have been imprinted on the IGM
during reionization because: (1) different regions in the IGM
would have been ionized by different energy photons, and
(2) a gas element’s instantaneous temperature depends on
its ionization history. Once a typical element was heated by
a reionization process, it would have subsequently cooled
adiabatically owing to the expansion of the Universe (with
Compton cooling off of the CMB and line cooling playing
a minor role). This cooling proceeded until the gas element
reached the temperature at which heating from ionizations
of the residual bound electrons balanced the cooling from
expansion (Hui & Gnedin 1997). At this point, the temper-
ature difference with initially cooler elements would have
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been erased. At z < 6 it takes on the order of a Hubble time
to erase temperature fluctuations.1

The Lyα forest indicates that hydrogen was likely reion-
ized at z > 6. For any physical radiation spectrum that
reionized hydrogen, the intergalactic helium would have
been at least singly ionized simultaneously with the hy-
drogen. At z < 4, the relic temperature fluctuations from
z > 6 reionization processes would have largely faded away
(Hui & Gnedin 1997; Trac et al. 2008). However, a hard
source of ionizing photons is required to doubly ionize he-
lium (normal stars cannot do it). The current paradigm
is that the intergalactic helium was doubly ionized by the
radiation from quasars at z ∼ 3 (Davidsen et al. 1996;
Schaye et al. 2000; Agafonova et al. 2007; McQuinn 2009;
Becker et al. 2010; Shull et al. 2010; Furlanetto & Dixon
2010; Dixon & Furlanetto 2009). Models predict that at
z ≈ 3 He ii reionization would have imprinted large inhomo-
geneities in the temperature, much larger than those remain-
ing from hydrogen reionization (Furlanetto & Oh 2008b;
McQuinn et al. 2009).

2.1 Simulations of the IGM Temperature

Using radiative transfer simulations, McQuinn et al. (2009)
made predictions for the level of intergalactic temperature
fluctuations expected during He ii reionization. These simu-
lations are employed extensively in our new study. In these
simulations, the first regions in which the He ii was reionized
were closest to quasars and, therefore, were ionized by softer
photons and heated by less than 104 K. These regions subse-
quently cooled with the expansion of the Universe. Whereas,
the last regions to be ionized were more significantly heated
by ionizations from a hardened radiation background.

Figure 1 shows slices through three snapshots of a
430 Mpc He ii reionization simulation from McQuinn et al.
(2009). The left panels are the He iii fraction, the middle
panels are the temperature, and the right panels are the
change in the Lyα forest transmission relative to the case
with the same mean relation between T and ∆b, but without
temperature fluctuations. By the end of He ii reionization
in this simulation, the temperature at the cosmic mean den-
sity fluctuated between 10 and 30 kiloK, resulting in ∼ 10%
fluctuations in the Lyα forest transmission.2

1 To quantify this, we have solved for the evolution of T0 as in
Hui & Gnedin (1997) after hydrogen and helium reionization, as-
suming a flat specific intensity at the H i, He i, and He ii ionization
edges (but the results depend weakly on this assumption). If half
of the gas were at T0 = 15, 000 K and half at T0 = 25, 000 K at
z = 3, by z = 2 the amplitude of fluctuations in T0 would have
been 70% of what they had been, half at 17, 000 K and half at
12, 000 K. If instead half the IGM were at T0 = 15, 000 K and
half at T0 = 25, 000 K at z = 4, the amplitude of temperature
fluctuations at z = 2 would have been reduced to 40% of its initial
value.
2 McQuinn et al. (2009) found that the character of temperature
fluctuations in these simulations was not affected significantly by
how they parameterized their subgrid model for the effect of un-
resolved He ii Lyman-limit systems and how the thermal state
of the IGM was initialized in the simulation (at least at z < 4).
They found that the amount of heating was most sensitive to the
spectral index adopted for quasars. However, the level of temper-
ature fluctuations increased only marginally in the runs with a

0.5
xHeIII

17.5
T (kiloK)

02510 0.11 −0.1
dTransmission

0

Figure 1. Slices through simulation B1 from McQuinn et al.
(2009). The left panels show the He iii fraction, the middle panels
the temperature, and the right panels deviations in the transmis-
sion relative to the case without temperature fluctuations but
with the same mean T (∆b). Each panel is 430Mpc × 430Mpc×
8Mpc in size, with (from top to bottom) volume-averaged He ii

fractions of x̄HeII = 0.1, 0.5, and 0.9 at z = 5, 4, and 3.5, respec-
tively.
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Figure 2.Distribution of gas elements in the T -∆b plane from the
D1 simulation in McQuinn et al. (2009), a smaller box version of
the simulation featured in Figure 1. The thick solid curves are the
mean T (∆b), and the contours enclose 33, 67, 90, 99, and 99.9%
of the grid cells. These contours enclose the regions that have the
highest density of gas elements in log T - log∆b.
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We briefly summarize the characteristics of the
temperature fluctuations in these simulations, but see
McQuinn et al. (2009) for additional details. The solid
curves in Figure 2 show the mean temperature as a function
of ∆b at different times in a higher resolution version of the
simulation in Figure 1. All of these curves can be approxi-
mated by a temperature density-relation with 〈γ−1〉 ≈ 0.35.
However, there is significant scatter around this relation,
with the scatter increasing as He ii reionization proceeds.
Moreover, the scatter is larger at lower ∆b, a property that
affects the observability of these fluctuations (Section 4).
The contours in Figure 2 enclose 33, 67, 90, 99, and 99.9%
of the grid cells.

The top panel in Figure 3 plots the square root of the di-
mensionless 3D power spectrum of temperature fluctuations,
calculated from different times during the He ii reionization
simulation. We use the notation ∆X ≡ [k3PX(k)/2π2]1/2,
where PX is the power spectrum of the overdensity inX. The
power law-like scaling of ∆T at k & 1 Mpc−1 owes to the
temperature fluctuations being highly correlated with the
small-scale density fluctuations because of adiabatic cooling
and heating. The shape of ∆T at k . 1 Mpc−1 owes to the
large-scale inhomogeneous heating during He ii reionization
(top panel, Figure 3). Fluctuations at the ∼ 10% level are
present even for the largest modes in our 430 Mpc box dur-
ing the bulk of He ii reionization.

The bottom panel in Figure 3 compares ∆T from the
snapshot with xHeII = 0.5 (dotted curve) with other relevant
sources of fluctuations. A common toy model for IGM tem-
perature fluctuations takes half of the IGM to be at 10 kiloK
and the other half to be at 20 kiloK. The curve labeled “sim-
ple model” is a calculation in this vein, in which 30 Mpc,
20 kiloK bubbles are placed randomly until they fill half of
the volume. The ringing in ∆T owes to the artificial top-
hat bubble morphology in this case. The fluctuations in this
model are a few times larger than in the simulation. Thus,
a similar level of temperature fluctuations to in the simula-
tions should be more difficult to detect than in this model.
This is an important point because Theuns et al. (2002) and
Lidz et al. (2010) found they could rule out this toy model
using a wavelet analysis (Section 8.1). The curve labeled
“density” is [k3P∆(k)/2π2]1/2 at z = 3, where the non-
linear density power-spectrum P∆(k) is calculated using the
Peacock & Dodds (1996) fitting function. The temperature
fluctuations in the simulation can be as large as the density
fluctuations at the smallest k captured, which suggests that
temperature fluctuations can have a significant effect on the
large-scale transmission fluctuations.

He ii reionization also produces additional free elec-
trons, increasing the electron abundance (and τLyα) by 8%
in ionized regions. The power spectrum of the electron frac-
tion xe from the x̄HeII = 0.5 snapshot is represented by the
thin dashed green curve in the bottom panel in Figure 3.

harder spectrum. We do not use the hotter simulations because
significantly higher temperatures than the fiducial simulation are
inconsistent with the data (Section 4). The correlation length of
the simulated temperature fluctuations is sensitive to the lifetime
of quasars. The quasars in the simulations employed here have
a lifetime of ≈ 108 yr. See McQuinn et al. (2009) for the com-
parison of simulations with different quasar lifetimes and light
curves.
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Figure 3. Top Panel: Magnitude of temperature fluctuations,
quantified in terms of the square root of the dimensionless power
spectrum, ∆T ≡ [k3PT /2π2]1/2, where PT is the power spectrum
of δT ≡ T/T̄ − 1. The thick curves show ∆T for different He iii

fractions in the fiducial simulation of He ii reionization. The thin
blue dotted curve labeled “homogeneous” assumes γ ≈ 1.6 and
T0 ≈ 104 K. Bottom Panel: ∆ ≡ [k3PX/2π2]1/2, where PX is the
power spectrum of the overdensity in X. The thick blue dotted
curve is the same as in the top panel, and the curve labelled
“simple model” is ∆T for γ − 1 = 0.3 where half the IGM is
filled with uncorrelated 30 Mpc spheres with T0 = 20, 000 K and
the other regions have T0 = 10, 000 K. The thin dashed green
curve is ∆ for electron fraction fluctuations, and the curve labeled
“Density” is this for density fluctuations.

The temperature fluctuations in the simulation are almost
an order of magnitude larger than the fluctuations in xe.

An inhomogeneous ultraviolet background (which
modulates Γ−12) is the final potential nonstandard
source of transmission fluctuations in the forest and is
also the most studied (Zuo 1992a,b; Meiksin & White
2004; Croft 2004; McDonald et al. 2005; Furlanetto 2009;
Mesinger & Furlanetto 2009; White et al. 2010). The curve
labeled “Intensity” represents an empirically motivated
model for intensity fluctuations at z = 3 (see Section 5).
Uncertainties in the quasar luminosity function translate to
a factor of several uncertainty in the normalization of this
curve.

3 METHODOLOGY

We use two of the He ii reionization simulations presented in
McQuinn et al. (2009). The radiative transfer calculation in
these simulations was run on a 2563 grid in post-processing
using the density field from either a 190 or 430 Mpc cos-
mological N-body simulation. Both simulations employ the
same model for the sources. In addition to these He ii reion-
ization simulations, we use three supplementary simulations,
all initialized with different random seeds. We use a 40003

N-body simulation described in White et al. (2010). This
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simulation has dimensions of 750 Mpc/h and the dynamics
were softened at 100 kpc/h to approximate pressure smooth-
ing for ∼ 104 K gas. The other two supplementary simula-
tions are 25 Mpc/h Gadget-2 runs (Springel 2005) described
in Lidz et al. (2010) with either 5123 or 10243 dark matter
and SPH particles, updating those in Springel & Hernquist
(2003). The supplementary simulations are used to over-
come the resolution and sample variance limitations of the
He ii reionization simulations, as well as to include hy-
drodynamical effects absent in the reionization simulations.
All of these simulations were initialized with cosmological
parameters that are consistent with recent measurements
(Komatsu et al. 2010).

We add fluctuations in the temperature to the supple-
mentary simulations using both toy models and a method
that employs the temperature information from the He ii

reionization simulations. The latter method relies on the
property that locally the T–∆b relation is well-approximated
by a power law even though globally a power law is a poor
approximation. A local power law holds because neighbor-
ing cells have roughly the same thermal history. Specifically,
this method obtains T0 and γ for a cell in the He ii reion-
ization simulation by fitting this power-law model to T and
∆b in the surrounding 53 cells, and it does this along one
long diagonal skewer that cycles through the He ii reioniza-
tion simulation box. It then uses the resulting T0 and γ to
transfer the temperature field to density and velocity skew-
ers extracted from the supplementary simulations (which we
make periodic with length equal to the box size).

Figure 4 examines the validity of this method. The three
sets of 53 points with different markers represent the values
of T and ∆b for the cells in three randomly selected regions
of size 3.6 Mpc in the fiducial He ii reionization simulation.
The lines are the best-fit power law to each set of points. We
find that ∆T/T ≈ 0.1−0.2 is typical of the error around the
best-fit T −∆b relation. Thus, the local power-law approx-
imation appears to be adequate. However, this method as-
sumes that the correlations between the large-scale tempera-
ture and density modes are unimportant. This is motivated
by the fact that the correlation between temperature and
large-scale density is weak in the reionization simulations
owing to the rare nature of the sources. We will elaborate
on the applicability of this approximation later.

We will often use our method to add the He ii reioniza-
tion simulation temperature field at one redshift to a snap-
shot in the supplementary simulations from another redshift.
This makes possible visual comparison of how the tempera-
ture fluctuations affect the statistic in question throughout
the reionization process without the confusion of cosmologi-
cal evolution in the density field. In addition, there is uncer-
tainty in exactly when He ii reionization by quasars would
have occurred: Lidz et al. (2010) argued from the inferred
temperature history that the end was at z ≈ 3.5, whereas
McQuinn (2009) and Shull et al. (2010) argued that it was
not complete until at least z = 2.7, citing the presence of
He ii Lyα Gunn-Peterson troughs down to this redshift. The
most important determinant of the mean temperature and
magnitude of temperature fluctuations in the reionization
simulations is the global He iii fraction.

104

105

10-1 100

T
 (

K
)

∆b

Figure 4. Fits to the local T–∆b relation using the z = 3.0
snapshot from the 190 Mpc He ii reionization simulation. The
lines represent the best-fit T–∆b relation in 3 separate, randomly
selected regions of 53 cells (corresponding to 3.6 Mpc on a side).
The markers represent the value of T and ∆b in each set of 53

cells.

4 STATISTICS

4.1 Small-scale Line-of-Sight Power Spectrum

The line-of-sight power spectrum of transmission fluctua-
tions is the principle statistic that has been used to derive
cosmological constraints from the Lyα forest. Here we in-
vestigate how temperature fluctuations affect this statistic
at k ∼ 0.1 s km−1, and Section 4.3.1 examines larger scales.
Studies of the forest marginalize over T0, γ, and (in some
cases) the reionization redshift to derive cosmological con-
straints, but the impact of the thermal history has the po-
tential to be more complicated.

Thermal broadening is the most important
temperature-dependent effect on the small-scale power
spectrum. Pressure smoothing of the gas can also smooth
out the small-scale transmission fluctuations. However,
pressure effects are not included self-consistently in any
of the simulations analyzed here. There are two reasons
why pressure smoothing is less important to include than
thermal broadening:

(i) Gnedin & Hui (1998) showed analytically that in an
expanding universe the scales at which pressure damps the
growth of linear modes are a couple times smaller than
the Jeans wavelength and smaller than the scale at which
thermal broadening erases fluctuations. Both Gnedin & Hui
(1998) and Peeples et al. (2010) confirmed with simulations
that thermal broadening dominates the exponential damp-
ing of the small-scale power in the forest.

(ii) The timescale for a typical Lyα forest absorber to re-
lax to equilibrium after a heating event is comparable to the
Hubble time (Gnedin & Hui 1998). During He ii reioniza-
tion, the additional pressure smoothing from the associated
heating would not have had a significant effect on the statis-
tics of the forest if this heating occurred within a redshift
interval of ∆z ≈ 2 (see Fig. 29 in Lidz et al. 2010).

Thus, we ignore the dynamical response of the gas, which
may bias the interpretation in this section and that in Sec-
tion 8.1 towards favoring higher temperatures. A treatment
that includes this effect would be challenging.
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Figure 5. Top panel: The small-scale line-of-sight power spec-
trum of δF at z = 3 calculated from the 2×5123 particle 25 Mpc/h
simulation. The D5 curve is from the fiducial He ii reionization
simulation, the other curves are power-law T−∆b models, and the
“average of two” curve is the average of the 10 kiloK and 20 kiloK
models with γ = 1.3. The thin Gaussian curve is the wavelet filter
used in Appendix A, arbitrarily normalized. Bottom panel: This
statistic at z = 3 using the temperature field from different snap-
shots from the He ii reionization simulation, labeled by their He iii
fraction (xi in the plot). In both panels, the black points with er-
rorbars are the measurement of McDonald et al. (2000) and the
orange are the measurement of Croft et al. (2002). The tempera-
ture field is taken from the snapshots at z = 2.7, 3, 3.3, 3.6, 4, and
4.5 in the simulation.

The shape of small-scale Lyα forest power spectrum is
sensitive to the average temperature as well as the temper-
ature distribution. If f1 of the volume is at temperature
T1 and the rest is at temperature T2, thermal broadening
results in the small-scale power spectrum achieving the lim-
iting form at high k of

P los
F (k) → f1 exp

(

−aT1 k
2
)

+ (1− f1) exp
(

−aT2 k
2
)

, (2)

where a = 2kb/mp. In the limit that T2 > T1 and aT2 k
2 ≫

1, the power spectrum is solely determined by the regions
with T1.

An additional consideration is that the small-scale
power at z ∼ 3 is dominated by slightly overdense regions
because these are the regions that contribute the narrowest
absorption lines. At z = 3, simple tests show that power on
the exponential tail of P los

F is primarily from regions with
∆b ≈ 2 − 3, and this characteristic density decreases with
redshift. The dispersion in the temperature resulting from
an inhomogeneous reionization process should be smaller in
overdense regions than in underdense ones. This trend is ev-
ident in the simulations (Fig. 2), and it acts to reduce the
impact of temperature fluctuations on the small-scale shape
of P los

F .
Figures 5 and 6 plot the small-scale line-of-sight power

spectrum of δF for several temperature models at z = 3
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Figure 6. Same as Figure 5 but for z = 4 and calculated from
the 2× 10243 particle simulation. See the key in Figure 5 for the
mean temperature of the reionization simulation model curves.

and z = 4, respectively. All curves were calculated from the
25/h Mpc Gadget-2 simulations (Section 3), and the points
with error bars are the measurements of McDonald et al.
(2000) and Croft et al. (2002). In the top panels, the green
dashed (blue dotted) curves are for an IGM with γ = 1.3
and T0 = 10 kiloK (20 kiloK). If γ = 1.3 and half of the IGM
had T0 = 10 kiloK and the other half T0 = 20 kiloK, then
the small-scale power spectrum would be given by the ma-
genta dotted curve in the top panel, which has a slightly flat-
ter shape than the single T0-γ models. The McDonald et al.
(2000) data appears to be inconsistent with the shape of this
curve. However, a toy model for the temperature field that
is better motivated by the He ii reionization simulations is
half of the IGM at T0 = 15 kiloK with γ = 1.5 and half at
T0 = 25 kiloK with γ = 1.2. The difference in the small-
scale power-spectrum between these two states is negligible.
(Compare the cyan dot-dashed and grey quadruple-dotted
curves in the top panels.) Therefore, the fluctuations in this
toy model would not be detectable in P los

F .
The bottom panels in Figures 5 and 6 are the power

spectrum of models that use the temperature field of differ-
ent snapshots from the 190 Mpc He ii reionization simula-
tion. The IGM is gradually heated throughout He ii reioniza-
tion, which results in the small-scale power decreasing with
time, or equivalently, with He iii fraction. The amount of
evolution is sensitive to the simulation’s initial conditions,
especially with decreasing x̄HeIII. This simulation was ini-
tialized with T0 = 10 kiloK and γ = 1.3 at the starting
redshift of z = 6. If the simulation were instead initialized
with T0 = 15 kiloK, there would have been less evolution.

At the end of He ii reionization, the simulation temper-
ature reaches values that are slightly hotter than suggested
by the z = 3 measurements of McDonald et al. (2000) and
Croft et al. (2002). The xHeIII = 0.94 curve in Figure 5 cor-
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responds to z = 3 in the simulation. The measurement of
McDonald et al. (2000) at z = 4 appears to be more con-
sistent with slightly cooler temperatures than their z = 3
measurement. For reference, the xHeIII = 0.4 output is at
z = 4 in the reionization simulation.

There are several systematics that may bias these in-
terpretations. The observations are biased in the direction
of having extra power by instrumental noise and especially
by metal lines, and the simulations are also biased in the
direction of extra power because pressure smoothing is not
properly captured and the simulation gas temperatures are
on the low side. Lidz et al. (2010) estimated that pressure
smoothing could alter the power at k ∼ 0.1 s km−1 by a
maximum of 20% (see their Fig. 29), but its impact should
be significantly smaller for the He ii reionization scenarios
considered here. In addition, the studies in Lidz et al. (2010)
were not conclusive as to whether the 2× 10243 , 25 Mpc/h
simulation used in these calculations was in fact converged
at z = 4. If it were not, the simulation would underpre-
dict the total power. Uncertainties in the mean flux are also
important for the comparison at z = 4 (Lidz et al. 2010).

In conclusion, the small-scale Lyα forest power spec-
trum tells us that the temperature falls in the range of
15 < T < 25 kiloK at z = 3 with tentative evidence for
an increase in temperature from z = 3 to 4. However, finer
determinations would be challenging because the systemat-
ics are at the level of the model differences. We find that it
would be difficult to detect physically motivated models for
temperature fluctuations with this statistic.

Appendix A considers the impact of the temperature
models considered here on wavelet statistics. Wavelets are
also a measure of the small-scale power in the forest, and
are better suited than the small-scale behavior of P los

F for
detecting temperature inhomogeneities. Despite this advan-
tage, Appendix A reaches similar conclusions to this section.

4.2 Flux Probability Distribution

Another statistic that is often applied to the Lyα forest is
the PDF of the normalized flux (FPDF). A distribution of
temperatures at a given ∆b will broaden the FPDF relative
to the case of a single T − ∆b relation. In fact, measure-
ments of the FPDF have claimed to find too many hot voids
at 2 < z < 3 compared to cosmological hydrodynamic simu-
lations with standard, homogeneous thermal histories. This
led Bolton et al. (2008) and Viel et al. (2009) to argue that
an inverted T −∆b relation (γ − 1 < 0) was needed to rec-
oncile this discrepancy. He ii reionization by the observed
population of quasars cannot generate an inverted relation
(McQuinn et al. 2009). However, perhaps an inverted rela-
tion is not required to explain the data, but may rather be
accounted for by additional dispersion in the temperature
as conjectured in McQuinn et al. (2009). Dispersion would
have made some of the voids hotter and, as a result, more
transparent to Lyα photons.

The top panel in Figure 7 plots the FPDF at z = 3.
The points with errorbars are the measured FPDF from
Kim et al. (2007). The curves are this statistic calculated
from 1000 skewers through the 25/h Mpc simulation. The
red solid curve represents a toy model in which γ = 1.3
and where half the IGM has T0 = 10 kiloK and the other
half T0 = 20 kiloK. The green dashed curve was calculated

 1

 2

 3

 4

 5

FP
D

F

γ=1.3
γ=1.0

simulation, xHeIII = 0.94
half 10 kiloK and half 20, γ=1.3
Kim et al. (2007) measurement

-0.1

 0

 0.1

0 0.2 0.4 0.6 0.8 1

∆P
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Figure 7. Top panel: The PDF of the normalized flux. The blue

short-dashed curve represents a model with γ = 1.3 and the cyan
dot-dashed curve for γ = 1.0. The red solid curve represents a
model with γ = 1.3, but where half the IGM has T0 = 10 kiloK
and the other half T0 = 20 kiloK. The green dashed curve is
this PDF for the temperature field from the He ii reionization
simulation. The points with errorbars are the measurement of
Kim et al. (2007). Bottom Panel: The relative difference between
the flux PDF in these temperature models and in the γ = 1.3
model.

using the temperature at the end of the He ii reionization
simulation (where xHeIII = 0.94), and corresponds to the
simulation snapshot in which the dispersion in temperature
is approximately maximized. The blue short-dashed curve
represents a model with γ = 1.3 and with T0 equal to the
average in the xHeIII = 0.94 snapshot. However, the depen-
dence of this curve on T0 is weak. The bottom panel in Fig-
ure 7 plots the relative difference between the γ = 1.3 model
and the other temperature models featured in the top panel.

We next estimate the magnitude by which tempera-
ture fluctuations alter the FPDF. To proceed, we write the
FPDF, P , as a Taylor expansion in δTp7:

P(F ) ≈ P̃(F ) + A 〈δTp7〉+B 〈δ2Tp7〉+ ..., (3)

A ≡ −dP̃
dF

F̃ τ, B ≡ d2P̃
dF 2

τ 2 F̃ 2 − dP̃
dF

F̃
(

2 τ − τ 2
)

,

where P̃ is the FPDF without temperature fluctuations,
δTp7 is the fluctuation in T−0.7 around the average T -∆b

relation, F̃ is flux for the average T -∆b relation, 〈...〉 repre-
sents an average at F̃ (roughly corresponding to fixed ∆b),
and τ ≡ − log(F̃ ). Both A and B are of the order of P(F ),
and we find A ≈ −1.0 and B ≈ 0.5 at F = 0.7. The leading
order contribution from temperature fluctuations about the

mean T −∆b relation is B 〈δ2Tp7〉. Plugging in 〈δ2Tp7〉 ∼ 0.22,
which is characteristic of the simulation temperature model
at F ≈ 0.7 (∆b ≈ 0.5), we estimate that temperature fluc-
tuations should alter P(F ) at the several percent level.

The size of the residuals in the bottom panel of Figure
7 qualitatively agree with the above estimate that temper-
ature fluctuations should produce a percent-level increase
in P(F ). Thus, a different effect is required to create the
≈ 20% suppression of the FPDF that Bolton et al. (2008)
finds at F ≈ 0.7. Changing γ can have a larger effect on
the FPDF than adding dispersion to the temperature be-
cause, in this case, the leading order term is A 〈δTp7〉. (Com-
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pare the γ = 1.3 with the γ = 1.0 curve in Figure 7.) Per-
forming a more detailed comparison than considered here,
Bolton et al. (2008) found that an inverted relation with
γ ≈ 0.5 provided the best fit to the Kim et al. (2007) FPDF
measurement.

However, an inverted relation may not be the only ex-
planation and would require an unknown heating mecha-
nism. The FPDF is especially sensitive to the accuracy of
continuum fitting and the efficacy of metal-line removal.

4.3 Large-Scale Correlations

The remainder of this paper discusses large-scale correla-
tions in the Lyα forest. At scales where δF ≡ F/F̄−1 and δT
are small, the 3D power spectrum of δF can be expressed as
bias factors times the power spectra of the different sources
of fluctuations. In particular,

PF (k) ≈ b2
(

G2 P∆(k) + 2Gǫ−1 [P∆ Tp7(k)− P∆ J (k)]

+ǫ−2 [PTp7(k) + PJ (k)]

)

, (4)

where Tp7 is shorthand for the temperature field to the −0.7
power, J is for intensity, P∆X(k) is the cross power spectrum
between density and the overdensity in X, µ = k̂ · n̂ where n̂
is the line-of-sight direction, and ǫ ≈ 2−0.7 (γ−1). The G ≡
(1+gµ2) factors arise from peculiar velocities (Kaiser 1987),
and g reflects that these distortions can have a different bias
than density fluctuations. Our simulations require g ≈ 1
(Appendix B).

The ǫ and ǫ2 suppression of T - and J-dependent terms is
approximate and results because the flux depends on ∆b, T ,
and J via the combination ∆ǫ

F T−0.7 J−1. This suppression
holds in linear theory, but can be violated by higher order
correlations. In practice, we find that it holds at scales where
the fluctuations in T and J are small (Section 4.3.2). Equa-
tion (4) suggests that at scales where either PT or PJ are
comparable to P∆, these fluctuations can have a large effect
on PF . However, we find that this is not the case for P los

F .

4.3.1 Line-of-sight Correlations

Previous Lyα forest correlation analyses have primarily fo-
cused on the line-of-sight power spectrum. The 1D line-of-
sight power spectrum P los

F can be expressed in terms of the
3D power spectrum PF as

P los
F (k‖) =

∫ ∞

k‖

dk

2π
k PF (k, k‖/k). (5)

Because µ ≡ k‖/k, the projection to 1D suppresses the im-
pact of large-scale peculiar velocities (and the P∆X terms;
c.f. eqn. 4). In addition, 3D wavevectors with even k ≫ k‖
contribute to P los

F at k‖. Figure 8 illustrates this aliasing
effect, plotting at several k‖ the fractional contribution per
log k to P los

F from different 3D modes with wavevector k. The
red thick dashed curve represents this for k‖ = 10−1 Mpc−1,
approximately the value of the 3D wavevector where PT

is maximized relative to P∆ in some of our models (Fig.
3). Thus, on scales where the temperature fluctuations are
likely to be largest, P los

F (k‖) receives a significant contri-
bution from approximately two decades in k. Such aliasing

10-2 10-1 100 101
0

0.5

1

k HMpc-1L

PH
lo

gH
kL
È
k l

lL

Figure 8. Fractional contribution per log k to P los
F from different

3D wavevectors k. The curves in order of decreasing dash length
are k‖ = 10−2, 10−1, and 1 Mpc−1. The thick curves are for
g = 0 (no peculiar velocities) and the thin are with for g = 1.
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Figure 9. Illustration of the impact of aliasing on line-of-sight
statistics. The solid lines are the 3D dimensionless power spec-
tra of PF for z = 3, g = 1, and k⊥ = 0 (black lines), of a
Gaussian 3D power spectrum with σ = 20 Mpc (blue), and of a
scale-invariant 3D power spectrum (red). The latter two models
are toy parametrizations whose spectral shapes are motivated by
the temperature-fluctuation models presented earlier. The dashed
lines are the line-of-sight dimensionless power spectra for these
models (kP los/π).

significantly reduces the prominence of temperature fluctu-
ations in P los

F .3

Figure 9 provides another illustration of this effect,
showing the dimensionless 3D and 1D power spectra (solid
and dashed curves, respectively). The black curves are the
flux power without temperature fluctuations, and the red
and blue power spectra are toy parametrizations character-
istic of some of our temperature models. Because kP los

F ∼ k
at k . 0.1 Mpc−1 owing to this aliasing, little additional cos-
mological information can be derived from a measurement of

3 The calculation in Figures 8 and 9 were done assuming the sim-
ple form PF (k, k‖) = b2 [1+g (k‖/k)

2]2 P lin
∆ (k) exp[−kbTk2

‖
/mp],

where P lin
∆ is the linear theory overdensity power and we take

g = 1. We find that this form provides a decent fit to our simula-
tions.
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Figure 10. Large-scale line-of-sight power spectrum for differ-
ent temperature models at z = 2.8 (top panel), and the relative
difference between these models and the γ = 1.3 model (bottom
panel). The toy model curve assumes γ = 1.3 locally and 30 Mpc
bubbles that fill half of the volume with T0 = 20 kiloK and the
rest is at T0 = 10 kiloK. The error bars are the SDSS measure-
ment presented in McDonald et al. (2005).

P los
F on these scales. In addition, this figure illustrates that

the projection to 1D is likely to hide temperature fluctua-
tions in the line-of-sight power spectrum at k . 0.1 Mpc−1.
At k = 0.1 Mpc−1, the projection makes the dimensionless
power larger in 1D compared to 3D by almost an order of
magnitude (black curves), whereas the other curves in this
figure are not enhanced by this projection.

Figure 10 quantifies the impact of temperature fluctu-
ations on P los

F . Plotted is the line-of-sight power spectrum,
calculated using 22, 500 skewers of side-length 750 Mpc/h
from the z = 2.8 snapshot of Run 1 in White et al. (2010).
Each curve represents a different model for the temperature.
However, the values of P los

F in all of the considered models
differ by less than 10%. We find that the results in Figure
10 are minimally affected if we turn off peculiar velocities.
These small differences qualitatively agree with the results
of Lai et al. (2006).

The points with errorbars in Figure 10 are the SDSS
measurement from McDonald et al. (2005). The differences
between the plotted models are comparable or smaller than
the McDonald et al. (2005) errorbars. Thus, the impact of
these temperature models almost certainly could not be de-
tected in P los

F once one marginalizes over the cosmology.
Temperature fluctuations could bias cosmological parame-
ter determinations from P los

F , but at no more than the few
percent-level.

One issue with the calculations in Figure 10 is that they
assumed that the temperature fluctuations do not correlate
strongly with the large-scale density modes, which is not
necessarily the case for the He ii reionization simulation
curve. Accounting for this effect would increase the differ-
ence with the D5 curve by approximately a factor of 2, as
can be inferred from the discussion in the Section 4.3.2.

The next section discusses the 3D power spectrum of
the flux, a statistic which avoids the aliasing that suppresses
the effect of temperature fluctuations in P los

F . We show that

Figure 11. 3D Lyα forest power spectrum. The dotted curves
use γ = 1.3, and the solid curves adopt the temperature field

predictions of the two He ii reionization simulations. The thick
curves are from the 190 Mpc simulation and are at the quoted
redshift, and the thin curves (shown in three of the panels) are
from the 430 Mpc simulation from a snapshot that is ∆z ≈ 0.3
higher. The vertical line segments mark the centers of the three
BAO features that upcoming quasar surveys are targeting as a
standard ruler. The bottom right panel also includes a piecewise
curve representing the estimated measurement error multiplied by

5 of BOSS for the signal in each piecewise region, assuming that
the signal is given by the thick blue dotted curve and a 500 Mpc
line-of-sight depth around the quoted redshift. The top panels
include the same but for BigBOSS. This panel also includes ∆2

F
for the toy model with 30 Mpc spheres at twice the temperature
filling half of space (thin dashed cyan curve), calculated in the
430 Mpc box.

the same temperature models that had almost no effect on
P los
F can alter the 3D power spectrum of the flux at an order

unity level.

4.3.2 3D Correlations

The Sloan Digital Sky Survey III’s Baryon Oscillation Spec-
troscopic Survey (BOSS) aims to observe the Lyα forest in
the spectra of 1.6 × 105 quasars over an area of 8000 deg2.
A future survey, BigBOSS, will push a magnitude fainter,
increasing this sample by a factor of a few.4 BOSS’s high
density of quasars will allow the first measurement of the 3D
Lyα forest power spectrum. A major goal of this effort is to
detect the baryon acoustic oscillation (BAO) features. The
3D power spectrum will also be useful for studying temper-
ature and other nonstandard sources of fluctuations in the
forest because it avoids the aliasing issues that diminish the
impact of large-scale correlations in P los

F .

4 http://cosmology.lbl.gov/BOSS/,
http://bigboss.lbl.gov/index.html
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Figure 11 quantifies the effect of the temperature fluc-
tuations in the He ii reionization simulations on PF . The
thick set of curves are calculated from the 190 Mpc simula-
tion, and the thin (shown in three of the panels) are from
the 430 Mpc one. The different normalization of the curves
in the two simulations results primarily because of the differ-
ent redshifts of the snapshots (and we normalize to the mean
flux at these two redshifts). The redshift of the 430 Mpc sim-
ulation curves is ∆z ≈ 0.3 higher than the quoted redshift
because He ii reionization occurs slightly earlier in this sim-
ulation (owing to fewer recombinations in this simulation).
The solid curves are ∆2

F computed using the temperature
field from the He ii reionization simulation at the quoted
xHeIII and, for comparison, the dashed curves show ∆2

F for
a power-law T − ∆b relation with γ = 1.3. Changing γ or
T0 has little effect on the latter curve. Each set of solid and
dotted curves is compared at the same mean flux.

Figure 11 illustrates that temperature fluctuations can
significantly alter ∆2

F on large scales, changing its ampli-
tude by as much as a factor of 2. In addition, the relative
impacts of temperature fluctuations at fixed xHeIII largely
agree between the small- and large-box simulations. This
agreement demonstrates that the relative impact of tem-
perature fluctuations on these scales is not affected by how
well the small-scale features in the forest are resolved. The
bottom right panel shows for comparison ∆2

F predicted for
our toy model with 30 Mpc bubbles at twice the tempera-
ture filling half of space in the larger box (thin dashed cyan
curve). Interestingly, even though the temperature fluctua-
tions are much larger in this model than in the simulations
(see Fig. 3), their effect on ∆2

F is comparable to that in the
simulation models.

The BOSS quasar survey is forecast to measure ∆2
F at

z ≈ 3 to ∼ 10% accuracy in bins with ∆k ∼ k in the range
10−2 < k < 1 Mpc−1, precision beyond what would be re-
quired to detect this extra power in some of our models.
The bottom right panel in Figure 11 includes an estimate
discussed in McQuinn & White (2010) for the measurement
error of BOSS multiplied by 5 at z = 3. BOSS will be sev-
eral times more sensitive than this at z = 2 − 2.5, and will
be able to place some constraint on PF to redshifts as high
as z ≈ 3.5. In addition, the vertical line segments in this
figure mark the centers of the three BAO features that the
BOSS and other upcoming quasar surveys are targeting as
a standard ruler. Temperature fluctuations have the poten-
tial to bias the measurement of this feature unless a fairly
general functional shape is assumed for the continuum on
which these features sit.

BigBOSS aims to obtain a deeper sample of quasars,
and we forecast that it will be able to constrain ∆2

F to z ≈ 4
if its survey strategy is similar to that of BOSS (top panels
in Fig. 3), and possibly to higher redshifts if this strategy is
optimized to go deeper (McQuinn & White 2010). In gen-
eral, on the order of one Lyα forest spectrum per square
degree is the minimum density to have any sensitivity to
PF .

Peculiar velocities are not included in the calculation
of the curves in Figure 11 and the gas is assumed to be in
the Hubble flow. Peculiar velocities reduce the importance
of temperature fluctuations. However, peculiar velocities do
not contribute to the power in modes transverse to the line of
sight, and, thus, we expect that the differences seen in Figure

Figure 12. Comparison of the predictions for ∆2
F using equation

4 (red dashed) and the full numerical result from the 190 Mpc box
(solid black curve). The blue dotted curve is ∆2

F for a power-law
T − ∆b relation with γ = 1.3, and the green dashed curve and
cyan dot-dashed are respectively the contribution proportional to
PTp7 and |PTp7∆|. In particular, the thin cyan dot-dashed curves
are −2 b ǫ−1 PTp7∆ and the thick are 2 b ǫ−1PTp7∆. In each panel,
the sum of the blue, green, and ± the cyan curve yields the red
dashed curve.

11 should be representative of the effect on transverse modes
and on the monopole component of the signal. Observations
will be most sensitive to the ∆2

F monopole (Section 6).

Figure 12 demonstrates that equation (4) provides a
reasonable description of the impact of temperature fluc-
tuations in the reionization simulations. This figure com-
pares ∆2

F from this simple expression (red short dashed)
with that of the full numerical result (solid black curve). The
red dashed curve is constructed by adding each contribution
that appears in equation (4) separately, and the value of b2

in this equation was derived by taking the ratio of P̃F to P∆.
The blue dotted curve is ∆2

F for a power-law T −∆b relation
with γ = 1.3, the green long dashed curve and thick cyan
dot-dashed are respectively (b/ǫ)2 ∆2

Tp7 and 2b2/ǫ∆2
Tp7∆.

(The thin cyan curves are −2b2/ǫ∆2
Tp7∆.) The field δTp7

is taken to be the overdensity in temperature around the
mean T − ∆b relation, a slightly different definition than
used previously and that is motivated in Appendix C. The
sum of the blue dotted, green long dashed, and ± the cyan
dot-dashed curve yields the red red dashed curve, which is
remarkably similar to the solid black curve. See Appendix
C for a complementary analytic description of the impact of
temperature fluctuations.

The history of PTp7∆ in the He ii reionization simula-
tion is complicated. This function is less than zero at the
beginning of He ii reionization and at the largest-scales be-
cause quasars are heating their immediate surroundings (top
left panel, Fig. 12). Later it becomes positive as the large-
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scale void regions are ionized. Constraining this nontrivial
evolution would inform He ii reionization models.

The contribution from PTp7∆ to PF is of comparable
import to the contribution from PTp7 in the four cases con-
sidered in Figure 12, despite PTp7∆ being smaller than PTp7.
This occurs because PTp7∆ is enhanced relative to PTp7 by
a factor of 2 ǫ in equation (4). This enhancement explains
why the temperature fluctuations in the simulations produce
a comparable change in ∆2

F to that in our toy temperature
model, despite the toy model having a much larger PT . If the
He ii ionizers were more abundant than assumed here (as
would be the case if the faint end of the quasar luminosity
function were steeper; Furlanetto & Oh 2008a), PTp7∆ could
be significantly larger, increasing the effect of temperature
fluctuations on PF . Similarly, it is likely that hydrogen reion-
ization resulted in a larger PTp7∆ (Furlanetto & Oh 2009;
Cen et al. 2009) such that the impact of its temperature
fluctuations was even larger.

In conclusion, temperature fluctuations could have a
significant effect on the 3D power spectrum in the forest
and would be detectable in future 3D Lyα forest analyses
such as with BOSS. Our simple analytic description for their
impact is extremely successful and demonstrates the impor-
tance of correlations between T and ∆b.

5 INTENSITY FLUCTUATIONS

Several studies have investigated the impact of inten-
sity (J) fluctuations on the Lyα forest (Zuo 1992a,b;
Meiksin & White 2004; Croft 2004; McDonald et al. 2005;
Furlanetto 2009; Mesinger & Furlanetto 2009). Here we at-
tempt to understand how intensity fluctuations could affect
3D correlations in the forest. Meiksin & White (2004) and
Croft (2004) concluded that J fluctuations have a small ef-
fect at 10−100 km s−1 separations in the Lyα forest correla-
tion function, but found that they could change this statis-
tic at the 10s of percent-level on larger scales. Interestingly,
White et al. (2010) found that intensity fluctuations could
have an order-unity effect on 3D correlations. A detection
of intensity fluctuations would constrain the rarity of the
sources of ionizing photons, and it would constrain the un-
certain contribution of quasars or galaxies to the metagalac-
tic ionizing background.

Intensity fluctuations (equivalent to Γ−12 fluctuations)
alter the 3D Lyα forest power spectrum on large scales as

PF (k) ≈ P̃F (k) + b2
[

ǫ−2 PJ (k)− 2 ǫ−1(1 + gµ2)P∆J(k)
]

,
(6)

(c.f. eqn. 4) where P̃F (k) is the flux power-spectrum without
J fluctuations. If we assume a Euclidean space in which all
H i ionizing photons experience a single attenuation length
λ and treat the quasars as continuously shining lightbulbs,
then

PJ =

(

arctan(λk)

λk

)2 ( 〈L2〉
n̄ 〈L〉2 + b2q P∆(k)

)

, (7)

(which is similar to the expression for PJ in
Mesinger & Furlanetto 2009) and

P∆J =

(

arctan(λk)

λk

)

bq P∆(k). (8)

Here, PJ , is the power spectrum of intensity fluctuations,

P∆J is the cross correlation between intensity and den-
sity, bq and n̄ are respectively the luminosity-weighted bias
and number density of the sources, and (λk)−1 arctan(λk)
is (up to a constant factor) the Fourier transform of
r−2 exp[−r/λ].5

Finite quasar lifetimes alter PJ when the lifetime tq
is comparable to or shorter than λ/c, which translates to
300 Myr for λ = 100 proper Mpc. The variance of J does
not depend on tq when normalizing to a single luminosity
function, but finite lifetimes can reduce large-scale J cor-
relations because J becomes uncorrelated in regions sepa-
rated by distances greater than > c tq. These effects can
be included in equation (6) by substituting a more com-
plicated window function for (λk)−1 arctan(λk). However,
the primary effect is for PJ to become white at wavelengths
greater than c tq rather than at λ. Thus, detecting intensity
fluctuations on 100 Mpc scales would place interesting con-
straints on quasar lifetimes. (Beamed emission also reduces
the strength of large-scale correlations.) In addition, light
travel effects alter the isotropy of the J fluctuations because
the emission will have travelled further in the line-of-sight
direction. This would result in additional µ-dependent terms
in equation (7).

The top panel in Figure 13 plots the Poisson and clus-
tering components of ∆J (the first and second terms in equa-
tion 7) for infinite lifetimes. The thick dashed curves are the
Poisson component for λ = 500, 300, 150, and 70 Mpc (in
order of decreasing amplitude). For reference, these λ cor-
respond roughly to its measured value at z = 2, 3, 4 and
5 (Faucher-Giguère et al. 2008; Prochaska et al. 2009). Our
calculations assume that the quasar luminosity function has
the form Φ(L) ∼ ([L/L∗]

α + [L/L∗]
β)−1 with a cutoff 3

decades above and below L∗, where α = 1.5 and β = 3.5.
These choices result in 〈L2〉/〈L〉2 ≈ 30. Changing both the
upper and lower cutoff by a factor of 10 results in a factor
of 3 change in 〈L2〉/〈L〉2. Furthermore, the curves in the
top panel in Figure 13 use n̄ = 10−4 Mpc−3, representative
of quasars at z = 2 − 3. The Hopkins et al. (2007) quasar
luminosity function yields n̄ = {1.2 × 10−4, 9 × 10−5, 5 ×
10−5, 2× 10−5} Mpc−3 at z = {2.5, 3, 4, 5}. In addition,
Hopkins et al. (2007) found no evidence for redshift evolu-
tion in either α or β.

For three of the four cases featured in the top panel
in Figure 13, the amplitude of the Poisson component is
always larger than that of density (the solid black curve).
However, the normalization of the Poissonian component of
∆J is highly uncertain. This normalization is sensitive to
the choice of α and β. The Poisson curves in the top panel

5 A commonly used formula for the correlation function of in-
tensity fluctuations, ξJ , is

ξJ(r) =
1

3N

〈L2〉

〈L〉2
λ

r
IJ (

r

λ
), (9)

with

IJ(u) = 2

∫ ∞

0
dv

v

sinh v
exp

[

−u
1 + e−v

1− e−v

]

, (10)

and N = 4πλ3n̄/3. Note that this formula for ξJ (derived by
fairly complicated means in Zuo 1992b) is just the convolution
of r−2 exp[−r/λ] with itself (times a factor that depends on the
luminosity function). Put another way, it is the Fourier transform
of the Poissonian term in equation (7).
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Figure 13. Top panel: Dimensionless power spectrum of intensity
fluctuations to the 1/2 power. The thick dashed curves are the
Poisson component, and the thin dashed are the clustered compo-
nent. Both sets of curves assume λ = 500, 300, 150, and 70 Mpc
(from bottom to top), corresponding roughly to the mean free
path at z = 2, 3, 4, and 5. For reference, the thick black curve is

the linear theory ∆∆ at z = 3. The Poisson-component curves
assume n̄ = 10−4 Mpc−3 and 〈L2〉/〈L〉2 ≈ 30, which set these
curves’ normalizations. The clustering curves assume bq = 3 and
z = 3. Bottom panel: Same as top panel but where the power from
the proximity region is smoothed out for the Poissonian curves
as described in the text. Note that 10−2Mpc−1 is approximately
the smallest wavevector that can be estimated from the forest and
smaller k are just illustrative.

Figure 13 are roughly a factor of 3 below the correspond-
ing estimate in Furlanetto (2009) in part because Furlanetto
(2009) used β = 2.9 for which 〈L2〉/〈L〉2 ≈ 100 with our cut-
offs. Most investigations of J fluctuations on the forest have
used values for β that are more similar to the value used here
(Meiksin & White 2004; Croft 2004; McDonald et al. 2005).
However, Furlanetto (2009) argued that β = 2.9 provides a
better fit to the Hopkins et al. (2007) luminosity function.

The thin dashed curves in the top panel in Figure 13
represent the contribution to ∆J from source clustering at
z = 3 for bq = 3 and for the same λ as the corresponding
thick curve. For the models in Figure 13, these curves fall
below the Poisson component with the same λ. However, the
clustering component of intensity fluctuations will be the
dominant source of J fluctuations if galaxies are the source
of ionizing photons (as several studies have argued might be
the case at z & 4; e.g. Faucher-Giguère et al. 2008). Because
the clustered component also affects the flux field via P∆J ,
this will enhance its effect beyond its contribution to PJ and

 0.001

 0.01

 0.1  1

∆ F
2 (k

)

k (Mpc-1)

γ = 1.3
fiducial J model

analytic estimate
b2/ε2 ∆J

2

λ = 100 Mpc

Figure 14. Impact of intensity fluctuations on ∆2
F at z = 3,

calculated from our 190 Mpc box. The solid red curve represents
this for a uniform intensity field, and the blue dashed represents
this for a fluctuating field with λ = 300 Mpc, 〈L2〉/〈L〉2 = 30, and
n̄ = 10−4 Mpc−3. The green dashed curves are the predictions by
adding ∆2

J to ∆̃2
F as specified by equation (6). The dashed black

curve is b2/ǫ2∆2
J , and the cyan dot-dashed curve is the same as

the green dashed but for a model with λ = 100 Mpc.

also allow this contribution to be separated via its distinct
angular dependence. In addition, the power in the clustering
component is always larger than in the density at k . λ−1

since bq > 1. These scales become observable in the Lyα
forest at z & 3.

5.1 Effect of Intensity Fluctuations on PF

The previous section showed that ∆J can be comparable
to ∆∆ in the Lyα forest. If our simple analytic expression
is correct (eqn. 6), this implies that J fluctuations signif-
icantly increase PF beyond P̃F . However, previous numer-
ical studies of the impact of intensity fluctuations on P los

F

have considered models where the power in J was compa-
rable to or larger than the power in ∆b, and these studies
found that these fluctuations had a small effect on P los

F for
k > 0.1 Mpc−1 (e.g., Croft 2004; McDonald et al. 2005).
Here we try try to resolve this apparent discrepancy.

Figure 14 features numerical calculations of the impact
of intensity fluctuations on ∆2

F . The thin black dashed curve
is the contribution to the total power from intensity fluc-
tuations using equation (6) and the fiducial model for J
fluctuations with λ = 300 Mpc. To generate the J field, we
have convolved a random distribution of quasars which have
the said luminosity function with r−2 exp[−r/λ]. This ig-
nores the clustering contribution, which Figure 13 suggests
is smaller but non-negligible in this model. The solid red
curve is ∆2

F without intensity fluctuations, and the dashed
green is the fully numerical calculation of the effect of inten-
sity fluctuations in this model. The dotted blue curve is the
prediction of equation (6) – the addition of the dashed black
and solid red curves. The analytic model does poorly at cap-
turing the impact of intensity fluctuations at k > 0.1 Mpc−1,
but does better at smaller wavevectors. The cyan dot-dashed
curve is the same as the green dashed but for a model with
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λ = 100 Mpc such that the intensity fluctuations have a
larger impact than in the fiducial model.

The poor performance of the analytic model at k >
0.1 Mpc−1 owes to the diverging character of J in quasar
proximity regions. Within the proximity region of a quasar
(within the distance rp ≡ [4π〈L〉/L n̄ λ]−1/2), the effect
on ∆F will be suppressed beyond the prediction in equa-
tion (6) by the exponential transformation from τLyα to
transmission. Because τLyα ∼ (1 + [rp/r]

2)−1, the small-
scale transmission power from proximity regions is damped
exponentially with a kernel similar to that of a Gaussian
with s.d. ≈ r−1

p /
√
2. The bottom panel in Figure 13 is

the same as the top panel, but where for the Poisson term
k3/2 arctan(λk)/λk has been forced to transition continu-
ously to a flat function with the transition occurring at
k = rp(L)

−1/
√
2. This operation is meant to approximate

the convolution of arctan(λk)/λk with the Gaussian-like
shape of the proximity region.

The power in ∆J is significantly affected by this op-
eration. The k where the proximity-region damping oc-
curs are roughly k & rp(〈L2〉1/2)−1, which correspond to
k & 0.1 Mpc−1 in our fiducial model. Smaller k correspond
to where the analytic model provides a good description in
Figure 14.

A measurement of excess power owing to J in PF at k <
rp(〈L2〉1/2)−1 would constrain the quantity 〈L2〉/[〈L〉2 λ2 n̄],
and the location of the knee in ∆J constrains the value of
min[λ, ctq]. In addition, density fluctuations become larger
than intensity at k > 0.3 Mpc−1 in three of the Poissonian
models in the bottom panel of Figure 13 (and the inten-
sity power is also suppressed by an additional factor of ǫ2 in
∆2

F ). Wavevectors with k > 0.3 Mpc−1 correspond roughly
to those where P los

F has been measured. As with temper-
ature fluctuations, the impact of intensity fluctuations are
further diluted by aliasing in P los

F such that 3D fluctuations
are better suited for detecting them. Thus, it unlikely that
the intensity fluctuations in three of these models would
have produced a detectable imprint on P los

F . In fact, we have
calculated the impact of our fiducial J model on P los

F in
the 25/h Mpc box and, because of this small-scale damp-
ing, found no appreciable effect owing to these damping and
aliasing effects.

At z & 4, it is conceivable that intensity fluctua-
tions contribute a substantial portion of the power even
in P los

F because both λ and n̄ are smaller. Interestingly,
McDonald et al. (2005) constrained the z = 4 mean flux
from power spectrum measurements to be 10− 20% higher
than the more direct measurement in Faucher-Giguère et al.
(2008). Such a disparity could potentially occur if an un-
accounted source of fluctuations were contributing to P los

F .
Some of the intensity models considered in McDonald et al.
(2005) [their Fig. 5] and more generally in models where
〈L2〉/[〈L〉2 λ2 n̄] & 102 Mpc are able to produce a tens of
percent change in the power at all scales.

There are several possibilities for how the impact of
intensity fluctuations on PF can be distinguished from the
effect of temperature. Temperature fluctuations should peak
in amplitude at z = 2.5− 3 if He ii reionization were ending
around these redshifts. In contrast, intensity fluctuations are
likely to have increased monotonically with redshift. In ad-
dition, the amplitude of ∆2

J is equal to 〈L2〉/[〈L〉2 λ2 n̄3D],
which can potentially be well constrained by independent

observations. Finally, ∆J has the characteristic scale λ,
whereas the spectrum of temperature fluctuations is likely
to be more complicated.

6 SEPARATING THE COMPONENTS OF PF

6.1 Angular Decomposition

The signal we are interested in has the form PF = P0 +
2g µ2P1 + g2µ4P2 in linear theory, where the Pi are func-
tions of only k. Temperature (and intensity) fluctuations
affect P0 and, to the extent they correlate with density, P1.

6

BOSS is forecasted to constrain PF at the percent-level at
k ∼ 0.1 Mpc−1 and z ≈ 2.5 and future surveys will be
even more sensitive and push to higher redshifts. Here we
investigate the sensitivity of a survey to the terms in this an-
gular decomposition. Detecting these different angular com-
ponents may prove easier in the Lyα forest than it has for
galaxy surveys because the velocity bias g is likely to be
larger in the Lyα forest than in galaxy surveys (for which
g = 1/bg , where bg is the galaxy bias).

The Fisher matrix for the parameters Pi is

Fij =
∑

k−shell

1

var[PF (k)]

dPF (k)

dPi

dPF (k)

dPj
, (11)

where the sum is over Nk independent elements in a
shell in k-space centered at distance |k| from the ori-
gin. In addition, var[PF (k)] is the variance on an es-
timate of PF in the pixel k. Studies have found that
var[PF (k)] ≈ 2 [PF (k) + N̄−1

q P los
F (k‖)]

2, where N̄q is a
(noise-weighted) projected number density of quasars in
the survey (McDonald & Eisenstein 2007; White et al. 2010;
McQuinn & White 2010).

Let us first approximate var[PF (k)] as isotropic, which
is the relevant limit for BOSS and, more generally, for all
surveys with less than ≈ 100 Lyα forest spectra per degree in
a redshift bin (White et al. 2010; McQuinn & White 2010).
In this limit, the error on a measurement of Pi is

σ(k) ≡ [F−1]1/2ii =
var[PF (k)]

1/2

√
Nk

(1.5, 4.0 g−1, 10.7 g−2).

(12)
Also informative is the cosmic variance limit in which
var[PF (k)] = 2 b4P∆(k)2 (1 + gµ2)4, and results in

σ(k) =

√

2

Nk
b2 P∆(k) (2.1, 20.4, 28.2), (13)

and we have taken g = 1.
In both limits, these calculations show that P0 is de-

tected with the highest significance, but for cosmological
purposes it may also be the most contaminated by tempera-
ture and photoionization fluctuations. Marginalizing over P0

in a cosmological analysis would result in a significant loss
of information. The P1 component reveals how the tempera-
ture and photoionization fluctuations correlate with those of
density. Because BOSS can constrain PF in bins of ∆k ∼ k

6 The auto-power of these fluctuations may also generate µ2n

terms because of light-travel effects. In addition, the Alcock-
Paczynski effect complicates this angular decomposition by mix-
ing terms. This effect would enter at the level of the fractional
uncertainty in h and Ωm.
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at z ∼ 2.5 at the 1 − 10% level, it should also be able to
measure P1.

6.2 Isolating Components via Cross Correlation

Cross correlating the Lyα forest absorption with another
tracer of large-scale structure has the potential to isolate
different physical effects. One possibility is to correlate with
the quasars in the survey themselves, and the other is to cor-
relate with another survey (such as a Lyman-break or Lyα
emitter galaxy survey). Cross correlating would isolate the
P∆X terms in PF . If intensity fluctuations are the dominant
contribution to PF (k), then the cross power spectrum with
a tracer of density will be positive as opposed to negative as
would happen if density fluctuations are dominant.

The S/N in cross correlation with another tracer is likely
to be higher than the S/N in the Lyα forest auto power if
n̄−1
g < bg/b N̄

−1
q P los

F , where n̄g is the 3D number density
of objects in the survey being cross correlated, N̄q is the
projected number density of quasars used to measure δF at
redshift z. (See McQuinn & White (2010) for further discus-
sion.) Plugging in approximate numbers, this condition be-
comes n̄g & 0.1 N̄q in Mpc units at z = 3 for a tracer with bg
equal to a few. Ignoring the signal from the quasar-proximity
region correlation (which this condition does not consider),
it is unlikely that BOSS will be capable of a many-σ detec-
tion of the quasar-Lyα forest cross correlation because the
density of quasars is two decades from satisfying this condi-
tion (N̄q ≈ 10−3 Mpc−2, ng ≈ 10−6 Mpc−3 at z ≈ 3). How-
ever, the Hobby-Eberly Telescope Dark Energy Experiment
(HETDEX) aims to detect 1 million Lyα emitters between
1.8 < z < 3.8 over 200 deg2. Such a density of objects would
result in significant signal in cross correlation if this survey
overlapped with the field of a BOSS-like quasar survey.

7 CONCLUSIONS

Significant temperature fluctuations with ∆T/T ≈ 1 were
likely imprinted in the high-redshift IGM by reionization
processes, and they would have lasted for roughly a Hubble
time thereafter. Such temperature fluctuations would have
been imprinted at z ∼ 3 if He ii reionization were ending
near this redshift and, thereby, affected the majority of Lyα
forest spectra. In addition, if hydrogen reionization ended
at z ≈ 6, remnant temperature fluctuations could still be
observable from redshifts as low as z = 4 (e.g., Cen et al.
2009). This paper investigated the detectability of inter-
galactic temperature fluctuations.

Previous studies have shown that the z = 2 − 4 IGM
cannot have been half filled with ∼ 10 Mpc patches of tem-
perature 20 kiloK and the rest at 10 kiloK (Theuns et al.
2002; Lidz et al. 2010). However, we showed that half with
T0 = 25 kiloK and half with T0 = 15 kiloK is consistent
with recent Lyα forest analyzes. Such a temperature dis-
tribution is also close to what is found near the end of
He ii reionization in the radiative transfer simulations of
McQuinn et al. (2009). If fact, we showed that the temper-
ature history in the fiducial simulation of He ii reioniza-
tion in McQuinn et al. (2009) is grossly consistent with pre-
vious Lyα forest measurements, although the observations
tentatively favor less evolution in the mean temperature.

The temperature fluctuations in this simulation do not al-
ter the small-scale Lyα forest power spectrum (Section 4.1),
the PDF of the normalized flux (Section 4.2), the large-
scale line-of-sight power spectrum (Section 4.3), the wavelet
PDF (Appendix A), or the three-point statistic proposed
in Zaldarriaga et al. 2001 (Appendix A) in a manner that
is distinguishable from a power-law T − ∆b relation. Thus,
the temperature fluctuations produced during a z ∼ 3 He ii

reionization by quasars likely evaded previous searches and
also likely would evade future searches using these standard
statistics.

Interestingly, we find that realistic models for large-
scale temperature fluctuations could have a significant effect
on the 3D Lyα forest power spectrum. This statistic can be
measured by cross-correlating multiple quasar sightlines. In
the line-of-sight power spectrum, the aliasing of small-scale
3D density power to larger scale line-of-sight modes dramati-
cally suppresses the prominence of temperature fluctuations
for physically motivated models. However, this aliasing is
avoided in the 3D power spectrum estimated from multiple
quasar sightlines. In fact, we found that physically motivated
temperature models could impart an order unity increase in
the 3D power at k ∼ 0.1 Mpc−1. We showed that the im-
pact of temperature fluctuations on the 3D power spectrum
could be understood with a simple analytic model.

Intensity fluctuations could also alter the large-scale
correlations in the Lyα forest. These too would have been
hidden in the line-of-sight power spectrum by aliasing ef-
fects. At sufficiently large scales, intensity fluctuations will
be the dominant source of fluctuations in the forest, and the
scale where they begin to dominate should decrease with in-
creasing redshift. The impact of intensity fluctuations on PF

is distinguishable spectrally from the impact of temperature
inhomogeneities. In addition, the redshift evolution of inho-
mogeneities in the intensity field would have been different.

BOSS is forecasted to measure the 3D flux power spec-
trum PF with percent-level accuracy at z ≈ 2.5 in a k-space
shell with ∆k ∼ k. Such a measurement would constrain the
effects discussed here. In addition, BOSS is capable of plac-
ing interesting constraints on this statistic to redshifts as
high as z ≈ 3.5 and BigBOSS to z ≈ 4 (McQuinn & White
2010). It is conceivable that a future survey could con-
strain PF at higher redshifts. Furthermore, PF can be sep-
arated into different angular components with BOSS and
future quasar surveys, which will facilitate the separation
of the density, intensity, and temperature contributions. We
showed that the cross correlation of the Lyα forest with
other tracers of large-scale structure could also enable this
separation.

The impact of temperature and intensity fluctuations
will complicate attempts to constrain cosmic distances us-
ing the BAO features in the 3D Lyα forest. Because there is
not one unique template for the spectrum of T and J fluc-
tuations, marginalizing over their potential impact would
likely require a fairly general parameterization for the con-
tinuum on which the BAO sits. Such a marginalization pro-
cedure would reduce the sensitivity to cosmological param-
eters (Slosar et al. 2009). Temperature and intensity fluctu-
ations may also impart (via their correlation with density)
a scale dependence to the BAO amplitude.

Cen et al. (2009) found that temperature fluctuations
from models of H i reionization had a larger effect on the

c© 2009 RAS, MNRAS 000, 1



Temperature Fluctuations in the Lyα Forest 15

line-of-sight Lyα forest power spectrum than we have found
in our temperature models. They examined P los

F at z = 4
and z = 5, using simulations of hydrogen reionization. They
found that temperature fluctuations resulted in an increase
in P los

F by 5 − 10% at k ∼ 10−2 s km−1 and 20 − 30%
at k ∼ 10−3 s km−1 – the latter being roughly an or-
der of magnitude larger than what our temperature mod-
els produce at z = 3. The larger effect found in Cen et al.
(2009) likely owes to two reasons. First, if the hydrogen
were reionized by numerous dwarf galaxies as is assumed
in the Cen et al. (2009) simulations, there would have been
a stronger anti-correlation after this process completed be-
tween T and the large-scale density at relevant scales than
in our He ii reionization simulations. The effect of tempera-
ture fluctuations on P los

F could be significantly enhanced by
such an anti-correlation, as can be noted from equation (4).
Second, the density power decreases with redshift, which
results in the temperature fluctuations (which tend to have
∆T/T ∼ 1 because of the photoionization physics) becoming
relatively larger. The impact of temperature fluctuations in
the Cen et al. (2009) models should be even more dramatic
on the 3D Lyα forest power spectrum.

Thus, this study provides an additional motivation
for what is the next frontier in Lyα forest analyses, the
measurement of 3D correlations in the Lyα forest.
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500 km s−1 for several temperature models. The points with er-
rorbars are from the z = 3 measurement of Lidz et al. (2010) and
the solid red curves represent the z = 3 snapshot in the simula-
tion.
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8 APPENDIX A: OTHER LINE-OF-SIGHT

STATISTICS

8.1 Wavelets

Several studies have suggested using wavelet functions
to search for temperature fluctuations in the Lyα forest
(Meiksin 2000; Theuns et al. 2002; Zaldarriaga 2002). This
method uses the wavelet property that they are localized
in configuration in addition to Fourier space. The idea is
to convolve the Lyα forest transmission field with a wavelet
that is sensitive to the amount of small-scale power to search
for spatial variations in the power and, thus, temperature
fluctuations.

We compare the wavelet predictions of different tem-
perature models with the recent measurement by Lidz et al.
(2010). This study applied this technique to 40 high reso-
lution, high S/N Lyα forest spectra spanning 2 . z . 4.5.
The wavelet filter that Lidz et al. (2010) used is

Ψ(x) = C exp (ik0x) exp

[

− x2

2 s2n

]

. (14)

Lidz et al. (2010) chose C such that ΣN
i=1∆xΨ(x)2/N =

1 for ∆x = 4.4 km s−1. Lidz et al. (2010) found sn =
69.7 km s−1 and k0 sn = 6 to be a good compromise be-
tween maximizing sensitivity to temperature while mini-
mizing the impact of instrumental noise. Conveniently, the
Fourier transform of Ψ(x), which we denote as Ψ̃(k), is
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Figure 16. Same as Figure 15 but for z = 4.2. The cyan curve in

the bottom panel represents the z = 4 snapshot in the simulation.

a Gaussian centered around k = k0 with standard devi-
ation s−1

n . The full width half maximum of Ψ̃(k) spans
0.06 < k < 0.1 s km−1, and Ψ̃(k) is plotted in the top panels
in Figures 5 and 6 (thin curves, arbitrarily normalized). The
wavelet filter that was used in other wavelet studies of the
forest is qualitatively similar to the Lidz et al. (2010) filter,
and we expect our conclusions are robust to the exact filter
choice (such as the curvature statistic of Becker et al. 2010).

Lidz et al. (2010) primarily analyzed the PDF of

AL(x) =
1

2L

∫ L

−L

dx |Ψ(x) ◦ δF (x)|2 , (15)

where “ ◦ ” denotes a convolution, and the integral averages
the convolved signal over L = 500 km s−1 in order to reduce
the noise. Thus, their AL was the average of the wavelet
power in a ≈ 10 Mpc region. The mean of this PDF is sen-
sitive to the average temperature (because it is a measure
of the average power within the wavelet bandpass), whereas
the width is a measure of the spatial variance in the temper-
ature. However, cosmic variance in the forest is the primary
determinant of the width of this PDF, and temperature fluc-
tuations would manifest as an excess in the width over what
is expected from simple models for the IGM thermal state.

Figures 15 and 16 plot the predictions for the wavelet
PDF at z = 3 and z = 4.2 using different temperature mod-
els. These curves were calculated from the same simulation
skewers as the P los

F curves in Figures 5 and 6. The points
with error bars are the measured values from Lidz et al.
(2010). The top panel in both figures explore toy power-law
T −∆b models. (See Lidz et al. (2010) for a more extensive
comparison of such models.)

The wavelet PDF of the γ = 1.3, T0 = 10 kiloK model
is quite discrepant with that of the γ = 1.3, 20 kiloK model
(Fig. 15). The data favors the latter of these two models,
and would also be inconsistent with a 50% mix of both tem-
peratures (which would be the average of these two curves).
Section 2 suggested that a more realistic toy fluctuating-
temperature model is half the volume with T0 = 15 kiloK
and γ = 1.5 and the other half with T0 = 25 kiloK
and γ = 1.2. Unfortunately, the top panel illustrates that
T0 = 15 kiloK and γ = 1.5 produces a very similar wavelet
PDF to the T0 = 25 kiloK and γ = 1.2 case. Thus, as we
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Figure 17. Three-point statistic outlined in Section 8.2, with
k1 = 0.1 and k2 = 0.2 s km−1. The top panel shows this statistic
for different power-law T − ∆b models and for the temperature
in the simulation snapshot with xHeIII = 0.94. The bottom panel
shows this statistic using the temperature from several snapshots
of the He ii reionization simulation.

found for P los
F in Section 4.1, a 50% mix of these two mod-

els would be difficult to distinguish from a single T0 and γ
model.

The red solid curves in Figures 15 and 16 represent the
simulation result near the end of He ii reionization. These
curves have a very similar width to the other curves in their
respective panel despite the fact that these curves include
dispersion in the temperature. The bottom panels show the
wavelet PDF at different times during the simulation. Inter-
estingly, none of these PDFs are noticeably broader than the
power-law T −∆b case. Over the course of He ii reionization
in the simulation, the mean of the PDF shifts to smaller
values owing to the heating of the simulated IGM. The cyan
and red curves represent the z = 3 and z = 4 outputs in
the simulation. The mean of the PDF in the simulation ap-
pears to evolve slightly more between these redshifts than
the data, consistent with what we found in Section 4.1.

In conclusion, measurements of the wavelet PDF con-
strain the mean temperature and place limits on temper-
ature fluctuations at the level of ∆T/T ≈ 0.5 − 1 for
slightly overdense gas. However, temperature fluctuations at
a smaller level (as found in the simulations of McQuinn et al.
2009) do not have a significant effect on the width of the
wavelet PDF and would be extremely difficult to detect with
this statistic.

8.2 Small-Scale Power – Large-Scale Flux

Correlation

Zaldarriaga et al. (2001) and Fang & White (2004) dis-
cussed a particular three-point statistic that they argued
provides an excellent test of the paradigm that gravitational
instability shapes the transmission fluctuations in the Lyα
forest. In fact, Fang & White (2004) showed that this statis-
tic could place strong constraints on the level of temperature
fluctuations. They advocated the statistic

C(k) ≡ Ph δF (k)

[Ph(k)PδF (k)]1/2
, (16)

where PδF (k) is the power-spectrum of δF , Ph(k) is this of
h, and PhδF (k) is the cross power between h and δF . Here,
h(x) ≡ δH(x)2 and δ̃H ≡ δ̃F (k)Wk1,k2

(k), where Wk1,k2
(k)

is a band-pass filter that transmits at k1 < k < k2 and
tildes distinguish the Fourier dual. Thus, h is the square
of the band pass-filtered flux field, making it a measure of
the bandpass power. This statistic is normalized such that
a perfect correlation between h with δF yields C = 1.

As in Zaldarriaga et al. (2001) and Fang & White
(2004), we take Wk1,k2

(k) to be unity for k1 < k < k2 and
zero otherwise. The statistic C(k) is a measure of the cor-
relation between δF and the small-scale power in the high
pass filtered Lyα transmission field. If gravity dominates the
fluctuations in the forest, there will be more structure in a
large-scale overdense (opaque) region, driving C(k) negative.
Predictions for C(k) are shown in the top panel of Figure
17 for different power-law T − ∆b models. The curves are
calculated from the 1000, 25/h Mpc random skewers drawn
from the z = 3 snapshot of the hydrodynamic simulation
and with k1 = 0.1 and k2 = 0.2 s km−1. These curves all
have −0.6 < C < −0.5 at k . 0.01 km s−1, and the curves
with the largest γ have slightly smaller |C|. This trend re-
sults because, the larger the deviation from an isothermal
relation, the more decorrelated a large-scale density mode is
from the small-scale density power (Zaldarriaga et al. 2001).

Temperature fluctuations from reionization could also
decorrelate the small-scale density power from the large-
scale flux. However, temperature fluctuations could also en-
hance the negative correlation because a large-scale hot re-
gion has increased transmission and also less small-scale
power. We find that the former effect is most important
in our reionization simulations: These temperature fluctua-
tions decrease |C|, but not significantly. The red solid curve
in the top panel of Figure 17 uses the temperature fluctua-
tions from the xHeIII = 0.94 snapshot, and we find that |C|
is slightly smaller for this case compared to the power-law
T−∆b models. The bottom panel in Figure 17 plots C using
the temperature field from different snapshots of the He ii

reionization simulation.

Fang & White (2004) showed that adding a lognormal
dispersion at the Jeans scale around the mean T − ∆b re-
lation with standard deviation 0.2 results in |C| becoming
significantly smaller. They used this result to constrain the
standard deviation in this relation to be < 0.2 from a sin-
gle quasar sightline. The temperature fluctuations in our
He ii reionization simulations have a standard deviation of
σT ≈ 0.1 (Fig. 2), but the simulations’ temperature fluctua-
tions are correlated over 10s of Mpc: In a large-scale hot or
cold region, the dispersion in T−∆b is much smaller (Fig. 4).
Likely because of these large-scale correlations, we find a sig-
nificantly smaller suppression than in Fang & White (2004).
Fang & White (2004) found the most dramatic effect for a
higher pass filter than used in this section, in particular with
k1 = 0.2 and k2 = 0.3 s km−1. We find that, if we use this
filter choice, |C| is reduced by a larger factor than for our
fiducial filter (to a value as low as −0.3) but never to zero.
However, even the choice k1 = 0.1 and k2 = 0.2 s km−1 is
pushing the limit on what can be applied to even the highest
quality Lyα forest data (Lidz et al. 2010).
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Figure 18. Ratio of the flux power spectrum for modes with
0 < µ < 0.25 to those with 0.75 < µ < 1.0. The curves are mea-
sured from the 25/h Mpc simulation at z = 2, 3 and 4, assuming
γ = 1.3. The increase in these curves at small-scales owes to ther-
mal broadening. The approximate plateau in the ratio provides a
measure for g. The horizontal lines are the expected large-scale
anisotropy for g = 0.5 and g = 1.0. A larger box simulation would
be required for a more precise determination.

9 APPENDIX B: PECULIAR VELOCITIES

This Appendix quantifies the impact of peculiar velocities
on large-scale flux correlations. Peculiar velocities have two
effects: (1) The large-scale peculiar velocity field results in
a redshift-space compression so that more systems appear
in regions with converging flows. (2) The nonlinear peculiar
velocity compresses or dilates Jeans-scale dense regions in
absorption space (and dilates Jeans-scale voids). On large
scales, the latter effect enters by altering the bias of the for-
est. The former effect is more important for determining the
relative size of temperature versus density fluctuations. It
affects τLyα via the factor (H a+ dv/dx)−1, where v and x
are the peculiar velocity and comoving distance along the
line of sight. In Fourier space this factor is simpler and ap-
proximately equal to 1+Ωm(z)0.6µ2δ, where µ = k̂·n̂ (Kaiser
1987). Thus, on linear scales the redshift-space power spec-
trum of δF is likely to have the form

PF ≈ b2
[

G2 P∆ + 2Gǫ−1 P∆X + ǫ−2 PX

]

, (17)

where G = (1 + gµ2), g is the large-scale bias of velocity
fluctuations, and X is a placeholder for T or −J fluctua-
tions. The average of G2 over solid angle is 28/15. In linear
theory, g ≈ Ωm(z)0.6 ǫ−1. However, g will depart from the
linear theory prediction in part because the absorption sat-
urates in regions. In the limit that all the absorption is from
saturated lines with bias b, g = 1/b. Interestingly, McDonald
(2003) measured g = 1.5 at z = 2, larger than the linear the-
ory prediction of g ≈ 0.5. Slosar et al. (2009) found a value
closer to unity from large-box, low resolution simulations.
We have also measured g from our 25/h Mpc, 2× 5123 hy-
drodynamic simulation and find values that are consistent
with g ≈ 0.5− 1 (Fig. 18).

10 APPENDIX C: A SECOND DERIVATION

OF EFFECT OF INTENSITY

FLUCTUATIONS ON PF

This section develops a more sophisticated understanding
for how ∆2

F is altered by large-scale temperature fluctua-
tions. Let us assume ξTp7(r,∆b) does not depend on ∆b,
where ξTp7(r,∆b) is defined as the correlation function of
T−0.7
∆ /〈T−0.7

∆ 〉 − 1 and T∆ is the mean temperature at a
given ∆b. This differs somewhat from our previous definition
of the δTp7 field as the fluctuation field, but the distinction
makes little difference in practice.

We define τ0 as the Gunn-Peterson optical depth at
∆b = 1, and the value of τ0 is set by the mean flux normal-
ization. We also define X ≡ ∆2−.7γ and the normalized flux
as F ≡ exp[−τ0X(1+δT )]. Finally, we neglect peculiar veloc-
ities, and we assume that the temperature fluctuations are
uncorrelated with density and Gaussian. While we found in
Section 4.3.2 that the correlations with density are impor-
tant and it is likely that the temperature fluctuations are
not Gaussian, the results of this model are illustrative and
generalize beyond these assumptions.

With these assumptions and definitions, the correlation
between the normalized flux in a region with density ∆1 and
a region separated by a distance r with ∆2 is

〈F1F2〉T =

∫

dδT1
dδT2

e−τ0(X1(1+δT1
)+X2(1+δT2

))

× e−
1

2
(δT1

δT2
)C−1(δT1

δT2
)T

√

(2π)2 detC
, (18)

= e−τ0(X1+X2) × exp[
τ 2
0σ

2
Tp7

2
(X2

1 +X2
2 )]

× exp
[

τ 2
0 X1X2 ξTp7(r))

]

, (19)

≈ F̃1F̃2

(

1 + τ 2
0X1X2 ξTp7(r)

)

, (20)

where F̃ ≡ exp[−τ0X], C ≡ (1, ξTp7/σ
2
Tp7; ξTp7/σ

2
Tp7, 1),

and 〈...〉Y represents an ensemble average with respect to
Y . To go from equation (19) to equation (20), we used that
ξTp7(r) ≪ 1 to expand the exponential. Furthermore, we
set the second exponential term in equation (19) to unity.
Since regions that dominate the flux correlation function
have τ0X ∼ 1, the error from dropping this term is of order
σ2
Tp7 ≪ 1. While this is comparable to the temperature term

that we kept, it is less interesting because it does not depend
on ξTp7(r). In addition, most of its effect is re-absorbed in
the normalization to a single mean flux.

To calculate the flux correlation function, we average
〈F1F2〉T over ∆1 and ∆2, which yields

ξF ≡ 〈F1F2〉T∆ ≈ ξF̃ (r) +K2 ξT (r) + τ 2
0 ξF̃ (r) ξT (r), (21)

where ξF̃ (r) is the unperturbed flux correlation function and

K = τ0 〈F1X1〉∆1
, (22)

= τ0

∫

d∆∆2−.7γ exp[−τ0∆
2−.7γ ] p(∆). (23)

The function p(∆b) is the volume-weighted density proba-
bility distribution. We have dropped terms in equation (21)
that involve additional ξ(r) factors as well as the connected
moments that are not incorporated in K2 ξT (r).

We are interested in the impact of temperature fluctua-
tions on & 10 Mpc correlations. At these scales, it is justified
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to drop the last term in equation (21). With these simplifica-
tions, the power spectrum of fluctuations in the normalized
flux is given by

PF (k) ≈ PF̃ (k) +
K2

F̄ 2
PT (k). (24)

Thus, the correction proportional to ξT (r) has bias K/F̄ in
this model. We calculate K2/F̄ 2 = 0.18 at z = 4 and 0.04
at z = 3, assuming T0 = 2 × 104 K, γ = 1.3, and ΓHI =
10−12 s−1, using the Miralda-Escude (1998) fitting function
for p(∆). It turns out that K2/F̄ 2 is almost identical to the
corresponding factor that appears in equation (4), b2/ǫ2.
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