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Abstract

Explicit representations of densities for linear parabolic partial dif-
ferential equations are useful in order to design computation schemes
of high accuracy for a considerable class of diffusion models. Approx-
imations of lower order based on the WKB-expansion have been used
in order to compute Greeks in standard models of the interest rate
market (cf. [2]). However, it turns out that for higher order approx-
imations another related expansion leads to more accurate schemes.
We compute a local explicit formula for a class of parabolic problems
and determine a lower bound of the time horizon where it holds (given
a certain bounded domain). Although the local analytic expansions
hold only for strictly elliptic equations we show that the expansions
can be used in order to design higher order schemes for various types
of (micro)-hypoelliptic and semi-elliptic equations, e.g. the reduced
market models considered in [7] or front fixing schemes for multivari-
ate American derivatives [3].

2000 AMS subject classification: 60H10, 62G07, 65C05

1 Introduction

Higher order approximations of fundamental solutions or densities for scalar
linear partial differential equations of parabolic type are very useful as an
element for the design of higher order schemes and efficient algorithms in
the context of a large class of diffusion models. Note that this concerns also
models which do not satisfy the rather strict conditions which we need in
order to get local convergent expansions of densities for such equations. As
examples consider the front-fixing iteration for American options in [3] or
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the analytic AD-scheme in [7] for semi-elliptic equations of type







∂u
∂t

= 1
2

∑m
i=1A

2
iu+A0u

u(0, x) = f(x),

(1)

on the domain [0, T ] × R
n, and where

Ai =
n
∑

j=1

aji
∂

∂xj
, (2)

and are smooth vector fields vector fields which satisfy satisfy the Hörmander
condition only with respect to the subspace of dimension d ≤ n at each point
x, i.e. the sets

{Ai, [Aj , Ak] , [[Aj , Ak] , Al] , · · · |1 ≤ i ≤ m, 0 ≤ j, k, l · · · ≤ m} (3)

span a linear subspace Wx of dimension d ≤ n at each point x ∈ R
n. If

d = n then the equation (1) is micro-hypoelliptic and therefore hypoelliptic.
Here [., .] denotes the Lie bracket of vector fields. Furthermore, recall that a
differential operator L with C∞-coefficients is called hypoelliptic on an open
set Ω ⊆ R

n if Lu ∈ C∞ implies u in C∞ for any distribution u. Operators of
the type of equation (1) such that (3) spans the full space R

n for all x ∈ R
n

, are microhypoelliptic, i.e. preserve the wave front set

WF(u) = WF(Lu), (4)

where WF(u) is the intersection of the characteristic varieties of pseudo-
differential operators P of order zero which satisfy Pu ∈ C∞. Well, it
is clear that the operators of (1) are not microhypoelliptic for d < n in
general. This is reflected by the fact for pseudodifferential operators of
negative order the characteristic variety equal the whole co-tangential bundle
T 0Ω of the domain Ω. Hence, the microhypoelliptic theory is designed for
pseudodifferential operators of order 0 (at least), and this does not apply
in general if the Hörmander condition is satisfied on a subspace of lower
dimension than n.

Note that typical diffusion models in finance, e.g. (multivariate versions)
of the Heston model, are often microhypoelliptic or hypoelliptic, but not
strictly elliptic. Moreover, in many practical situations of related stochastic
ordinary differential equations the number of Brownian motions may be
less than than the dimension of the domain. The situation is considered in
[7]. Another example of semi-elliptic problems which are not hypoelliptic
in general, are free boundary problems. Consider for example American
derivatives in finance. Let Rm

+ denote the set of m-tuples of strictly positive
real numbers. Then for each starting point (t, x, y) ∈ [0, T ]×O ⊆ R

m
+ × R

d
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a typical diffusion market model is described by the stochastic differential
equation

(St,x,y
t , Y t,y

t ) = (x, y) ∈ O,

dS
t,x,k
s

S
t,x,k
s

= r(s, St,x
s )ds +

∑n
j=1 σkj(s, S

t,x
s , Y t,x

s )dW j
s ,

dY t,y,l
s = νl(s, Y

t,x
s )ds +

∑p
j=1 βlj(s, Y

t,x
s )dW j

s ,

(5)

which has a unique strong solution, if the drift functions

r : [0, T ]× R
m → R,

νl : [0, T ] × R
d → R, l = 1, · · · , d,

(6)

and the (volatility of) volatility functions

βlj : [0, T ]× R
d → R, l ∈ {1, · · · , p}, j ∈ {1, · · · , d} (7)

satisfy certain Lipschitz conditions. In this context the value function V (t, x, y)
of an American option with payoff φ is given by

V (t, x, y) := sup
τ∈Stop[t,T ]

EQ

[

exp

(

−
∫ τ

t

r(s, St,x,y
t )

)

φ
(

τ, St,x,y
τ

)

]

, (8)

where Stop[t,T ] is the set of all stopping times with value in [t, T ]. The related
obstacle problem is semi-elliptic. Such a problem is (micro)-hypoelliptic only
on a subspace in general. Next a natural question occurs: can we use approx-
imations of fundamental solutions of strictly elliptic equations, i.e. equations
of form (1) which satisfy a uniform ellipticity condition on the whole space,
in order to design algorithm in situations of (micro)-hypoellipticity or semi-
ellipticity? More precisely and more general, assuming regularity and at
most linear growth of the coefficients, how may we use local expansions of
the fundamental solutions p of form

p(t, x; 0, y) =
1√
4πt

n exp

(

−d
2
R(x, y)

4t

)

(

∞
∑

k=0

dk(x, y)t
k

)

? (9)

in the context of the semi-elliptic types of equations mentioned above?

Remark 1.1. Note that representations of the form (9) hold in the time-
homogeneous case. In the time-inhomogeneous case they are of the form

p(t, x; 0, y) =
1√
4πt

n exp

(

−d
2
R(t, x, y)

4t

)

(

∞
∑

k=0

dk(t, x, y)t
k

)

, (10)

and they are computerized in a similar way (see below).
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Here, the dk are solutions of recursively defined linear partial differential
equations of first order, and dR is a Riemannian metric defined by the line
element

ds2 =
n
∑

i,j=1

a∗ij(x)dxidxj . (11)

Remark 1.2. Note that expansions of type (10) are different from the WKB-
expansion considered in [2] and in [3].

Note that the coefficients a∗ij denote the components of the inverse of
the diffusion matrix (a∗ij) where the latter coefficients are determined by the
vector filed coefficients aji in the usual way. The interest in such expansions
is related to the observation that the first order equations which determine
the coefficient functions dk are easier to solve than the original second order
equations. Well, it is sometimes not that easy. In order to determine the
line element (11) we need to solve nonlinear eikonal equations of the form

d2R =
1

4

n
∑

i,j=1

a∗ijd
2
R,xi

d2R,xj
. (12)

Furthermore, we have to construct solutions of (12) in regular spaces since
the higher derivatives of d2R appear as coefficients (and are involved in source
terms) of the equations for the higher order terms dk in order to get accurate
data for these equations. Note that the ’iff’-condition on the ’boundary’, i.e.
the condition d2r(x, y) = 0 if and only if x = y, leads to a term of lowest
order of form

n
∑

i,j=1

a∗ij(y)(xi − yi)(xj − yj) (13)

for d2R. From that term it looks hopeless to search for analytic expansions
of type (9) in the context of (micro)-hypoelliptic models. In such cases the
points of elliptic degeneracies of such models are related to singularities of
the inverse (aij) which defines the line element. However, this does not
mean that it is impossible to find good approximations of the density in the
form (9) in many cases. Let us consider an example in finance. Univariate
or multivariate stochastic volatility diffusion models like (5) are usually of
form

dS = µ(S)dt+ σ(S, Y )dW (14)

with µ some drift vector, and σ some dispersion matrix-valued function. Lets
assume that elliptic degeneracies of σσT appear for some set of arguments
of measure zero (this is true for most of the standard stochastic volatility
diffusion models such as the Heston model and multivariate versions of it).
Indeed Malliavin calculus tells us that for models satisfying (3) we typically
have related weakly invertible covariance matrices. More precisely, if n = d

4



and the Hörmander condition holds, consider the associated Stratonovic
integral of a process starting at x ∈ R

n is

Xt = x+

∫ t

0
A0(Xs)ds +

m
∑

k=1

∫ t

0
Ak(Xs) ◦ dWk(s). (15)

Then the associated covariance matrix process σt of the process satisfies

σ−1
t ∈ Lp, (16)

where

σt = Z−1
t

[
∫ t

0
ZsAs(Xs)A

T
s (Xs)Z

T
s

]

Z−1,T
t , (17)

and where Z is a matrix-valued invertible process defined by

Zt = Id −
∫ t

0
ZsDA0(Xs)ds −

n
∑

i=1

∫ t

0
ZsDAi(Xs)d ◦Wi(s). (18)

Here, Id denotes the d-dimensional identity matrix. This indicates that the
set of degeneracies is rather thin (of Lebesgue-measure zero). This is indeed
what we observe in finance usually (cf. the Heston model or the SABR-
model). This leads us to the following consideration. Let Dǫ

Deg be the set of
arguments S, Y where the lower ellipticity constant of σσT (S, Y ) is less or
equal to ǫ. Since the leading order term of (9), i.e.

1√
4πt

n exp

(

−d
2
R

2t

)

, (19)

goes rapidly to zero for arguments inDǫ
Deg if epsilon is small one may consider

approximations pǫ of the density p which are defined to be zero on the set
Dǫ

Deg and equal the expansion for some strictly elliptic operator with ellip-
ticity constant ǫ > 0 in the complementary domain. Well, one has to control
the time parameter t to be not too large such that (19) really dominates the
higher order terms dk where d2R and derivatives of d2R are involved. Then
using the semigroup property one can set up weak higher order schemes (as
considered in [2] for example) which are time-discretized according to the
nature of the degeneracies. The analysis of the time-discretization may be
complicated sometimes, but it is a possible way of approximation in many
situations of hypoelliptic operators considered by practitioners.

From the computational point of view there are challenges other than
degeneracies. Let us consider a few. First, the WKB-expansion

p(t, x, y) =
1√
4πt

n exp

(

−d
2
R(x, y)

4t
+

∞
∑

k=0

ck(x, y)t
k

)

, (20)
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considered in [2] can lead to numerical instabilities if higher order terms
ck with k ≥ 2 are considered (see discussion below). In [2] the expansion
was considered up to the first order term c1. The accuracy and efficiency
of schemes based on analytic expansions is demonstrated by the fact that
options in the Libor market with ten years of maturity are computable in
a typical market situation in one time step. However, for higher volatilities
higher order terms are desirable, and in that case numerical instabilities
may appear. In order to have a damping leading order term as in (9) we
compute the equations for dk instead of the ck in (20). The resulting first
order equations for dk are more difficult to solve than those for ck. In this
paper we compute recursive solutions for the dk in terms of the ck, and
recursively explicit solutions for the coefficients dk in the case where there
is a global transformation of the second order part of the operator to the
Laplacian (the ’reducible case’). In that case we also derive a lower bound
for the radius of convergence. The use of first order solutions for the dk is not
restricted to semi-elliptic equations with a thin set of elliptic degeneracies.
For example high-dimensional models in finance are often reduced in order to
get computationally feasible models. In [1] and in [7] reduced market models
are considered which lead to semi-elliptic equations which are not micro-
hypoelliptic (they are micro-hypoelliptic only on a subspace). In general
such equations do not have regular densities. Indeed they typically have
densities only in a distributional sense. For example, the lower dimensional
Cauchy problem on [0, T ]× R

2:










∂u
∂t

= 1
2σ

2 ∂2u
∂x2

1
+ µ ∂u

∂x2
,

u(0, x) = f(x1) + g(x2).

(21)

has a ‘distributional density’ of the form

p(t, x, y) :=
1

√
2πt

2 exp

(

−(x1 − y1)
2

2σ2t

)

δ(x2 + µt− y2). (22)

In [7] analytical AD-schemes were defined based on analytical expansions of
densities considered in this paper. We shall review these schemes below and
show how analytic density approximations of this paper can be used. In any
case, the really hard part is the computation of the Riemannian metric and
its derivatives. One approach based on regular polynomial interpolation is
considered in [5]. However, we shall see that a more efficient method exists
based on analytic schemes which we shall consider in a subsequent paper
(second part of this work). The linear first order equation for the higher
order terms are sometimes explicitly solvable, especially in the reducible case
where a global transformation of the second order terms to the Laplacian
exists. In general they may be computed by the regular interpolation method
considered in [6]. Our first observation in this paper is that we can obtain
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recursive expressions for the dk from recursive expressions for the ck of the
WKB-expansion, i.e. in order to compute a local solution of

∂u

∂t
=

n
∑

ij=1

a∗ij
∂2u

∂xi∂xj
+
∑

i

bi(t, x)
∂u

∂xi
(23)

(with analytic data) in the form

p(t, x; 0, y) =
1√
4πt

n exp

(

−d
2
R

4t

)

(

∞
∑

k=0

dk(t, x, y)t
k

)

. (24)

we may first compute the WKB-expansion

p(t, x; 0, y) =
1√
4πt

n exp

(

−d
2
R

4t
+

∞
∑

k=0

ck(t, x, y)t
k

)

. (25)

Indeed the connection between the ck and the dk can be easily computed
using Leibniz rule. We have

d0 = exp(c0), (26)

and

dk =

k
∑

i=1

i

k
dk−ici. (27)

The case where the diffusion part can be globally transformed to a Laplacian
is of special interest, because this makes it easier to study the convergence
behavior of the higher order terms dk and the horizon of convergence. We
call this case the reducible case. Accordingly, in the first part of this paper
we derive explicit analytic formulas of fundamental solutions to scalar linear
equations of the form

∂u

∂t
= ∆u+

∑

i

bi(t, x)
∂u

∂xi
(28)

in terms of analytical representations of the coefficient functions bi and on
a domain D = (0, T ]×Ω with Ω ⊆ R

n a bounded domain. The expansion is
local in time (as is the WKB-expansion). Our explicit expansion is derived
from the ansatz

p(t, x, y) =
1√
4πt

n exp

(

−
∑n

i=1∆x
2
i

4t

)

(

∞
∑

k=0

dk(t, x, y)t
k

)

. (29)

Here, ∆xi := (xi − yi). Note again that this is different from the WKB-
expansion which is of the form

p(t, x, y) =
1√
4πt

n exp

(

−
∑n

i=1∆x
2
i

4t
+

∞
∑

k=0

ck(t, x, y)t
k

)

. (30)
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The coefficients dk in (29) are more difficult to compute than the coefficients
ck in (30). However, concerning the growth of the coefficients with respect
to the spatial variables we expect for coefficients with bounded derivatives
and fixed time that

ck ∼ ∆x2k (31)

holds formally for the WKB expansion and this implies that higher order
approximations involving ck for k ≥ 2 may cause problems (we have no
negative sign for ck on the whole domain in general).

Remark 1.3. In the situations of low volatilities as considered in [2] it is
sufficient to compute the terms c0 and c1 even in order to get accurate
results options with ten years maturity in a scheme with one time step.
However, in general we need higher order approximations.

Hence we expect for coefficients with bounded derivatives and for fixed
time that

dk ∼ exp(c0)∆x
2k (32)

holds formally for expansions of the form (24). However, as the growth of
c0 is linear in ∆x the highest order term of (24) is an effective damping
factor as |∆x| becomes large (note, however, that we consider only bounded
domains). Expansions of the form (24) were considered in a more general
framework in proofs of the Atiyah-Singer index theorem of course. However,
in that case only the behavior in the limit t ↓ 0 is of interest. However, from a
perspective of computational implementation it is also of interest to consider
how large the time horizon can be chosen given a certain (bounded) domain
and a certain set of coefficients bi such that an expansion of the form (24)
holds. First we do the analysis in the special case of (28). We shall assume
that for all 1 ≤ i ≤ n the functions (t, x) → bi(t, x) are of linear growth and
equal their Taylor expansion and have bounded derivatives of polynomial
growth, i.e.

|Dn
t D

α
x bi(t, x)| ≤ Cn+|α| (33)

for some C > 0. Since we consider bounded domains and from the perspec-
tive of computation an important case are finite Fourier series, i.e.

bi(t, x) =

m0
∑

j=−m0

aj sin(j
0t+ j · x) + bj cos(j

0t+ j · x), (34)

where m0 = (m0
0,m

1
0, · · · ,mn

0 ) and j = (j0, j1, · · · , jn) are n + 1-tuples,
and j · x :=

∑n
i=0 jixi denotes the scalar product of dimension n where we

identify x0 with time t for simplicity of notation. Since all L2-functions can
be approximated on a bounded domain up to any degree of accuracy the
class of finite Fourier series is satisfying from a computational or practical
point of view. In the more general case of variable diffusion coefficients a∗ij

8



we assume that The result is also fundamental for investigation of the more
general situation of equations with spatially dependent coefficients

∂u

∂t
=

n
∑

i,j=1

a∗ij(x)
∂2u

∂xi∂xj
+
∑

i

bi(x)
∂u

∂xi
, (35)

or equations with coefficients dependent of space and time as in

∂u

∂t
=

n
∑

i,j=1

a∗ij(t, x)
∂2u

∂xi∂xj
+
∑

i

bi(t, x)
∂u

∂xi
, (36)

because some arguments will of the reducible case will transfer to the irre-
ducible case. However, the extension hinges on a deeper analysis of (12). We
will state the result but an extension of a the proof is given in a subsequent
paper. Since second order PDEs are essentially symmetric, it is essentially
an equation of form

d2R =
1

4

n
∑

i=1

λi(x)d
2
R,xi

d2R,xi
, (37)

which has to be solved. For an extension of the convergence proof additional
assumptions on the coefficient functions are needed. In order to compute a
lower order bound of convergence we assume that

|Dn
t D

α
xaij(t, x)| ≤ Cn+|α| (38)

for some C > 0 and for all 1 ≤ i, j ≤ n. Since we consider bounded domains
and from the perspective of computation an important case are finite Fourier
series, i.e.

aij(t, x) =

m0
∑

j=−m0

a∗j sin(j
0t+ j · x) + b∗j cos(j

0t+ j · x), (39)

with an analogous notation as above. In the following we state a main
theorem which makes the preceding remarks precise and then prove the
theorem. Then in section 3 we compute a recursively explicit formulas for
the coefficients dk. In section 4 we prove convergence and determine a lower
bound for the time horizon where the expansion converges. In section 5 we
consider extensions to parabolic equations with time-dependent coefficients.
In section 6 we consider the expansion of parabolic equations with variable
coefficients.

In section 7 we consider application to (micro)-hypoelliptic and semi-
elliptic equations, i.e. the design of weak higher order schemes in this con-
text. In section 8 we consider applications to American derivatives as a
second type of semi-elliptic equations which are not (micro)-hypoelliptic in
general.
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2 A convergence result for reducible diffusion equa-
tions

While heat-kernel expansions of the form (29) are well-known the following
questions deserve investigation:

• what is a lower bound for the exact time horizon T0 where such an
expansion holds ? Can T0 be computed in terms of the coefficient
functions bi?

• is there an exact formula in terms of analytical expansions of the co-
efficient functions?

Both questions are very important as they are fundamental in order to com-
pute an efficient scheme for parabolic problems of type (28). The answer to
the first questions tells us what time step size we have to choose in order
to construct a locally analytic weak higher order scheme. The answer to
the second question provides a formula for each time iteration step of the
scheme, where the semi-group property is invoked to get a global scheme.

We have

Theorem 2.1. Given assumption (33) there exists a finite time horizon T0
such that on the domain Ω × (0, T0] for any finite T0 > 0 and any domain
Ω ⊆ R

n a constant β can be computed such that the fundamental solution of

∂u

∂t
=

n
∑

j=1

∂2u

∂x2j
+

n
∑

i=1

bi
∂u

∂xi
(40)

has the pointwise valid representation

p(t, x, 0, y) =
1

√

4πt(τ)
n exp

(

−
∑n

i=1∆x
2
i

4t

)

(

∞
∑

k=0

dk(t, x, y)t
k

)

, (41)

for j = 1, · · · , n, and for (t, x) ∈ (0, βT0) × Ω. If (34) holds then a lower
bound of the constant β is given by

β <
1

3(n(2|m0|+ 1))eR2|m0|2
, (42)

where 2|m0| + 1 is (an upper bound of) the number of terms in the fi-
nite Fourier representation of bi (any i ∈ {1, · · · , n} along with |m0| :=
maxj∈{0,···n}m

j
0 and R is a radius of a ball BR(0) such that the spatial part

of the domain Ω is included, i.e. BR(0) ⊇ Ω, and e is an upper bound for
the Fourier coefficients of the Fourier representation of the drift function bi

10



where i ∈ {1, · · · , n}. For the coefficient functions dk the following holds:
for k = 0 we have

d0(t, x, y) = exp

(

∑

m

(ym − xm)

∫ 1

0
bm(t, y + s(x− y))ds

)

, (43)

dm(t, x, y) =
m
∑

k=1

k

m
dm−k

∫ 1

0
Rk−1(t, y + s(x− y), y)skds (44)

with

Rk−1(t, x, y) =
∂
∂t
ck−1 +∆ck−1 +

∑n
l=1

∑k−1
r=0

(

∂
∂xl
cr

∂
∂xl
ck−1−r

)

+
∑

i bi(x)
∂

∂xi
ck−1

(45)

Remark 2.2. Note that the relation (136) contains also the relation of the
time horizon of the convergence to the size of the domain, i.e. the time
horizon is proportional to the inverse of the square of the domain.

Theorem 2.3. More explicitly, we have

c0(t, x, y) = c0(x, y) = −∑i

∑

γ biγ(y)∆x
γ+1i 1

1+|γ|

≡∑γ c0γ∆x
γ

(46)

and, given the power series representation

ck−1(t, x, y) =
∑

γ,l

c(k−1)γl(y)∆x
γtl (47)

we have

ck(t, x, y) =
∑

γ,l lc(k−1)γl(y)∆x
γtl+

∑

γ

{
∑

i

∑

ρ+α=γ(ρi + 1)(αi + 1)cr(β+1i)c(k−1−r)(α+1i)

+
∑

i(γi + 2)(γi + 1)ck(γ+2i) +
∑

ρ+α=γ(
∑ 1

β!bi(y)×

(αi + 1)c(k−1)(α+1i)

} (
∑γ

δ=0 p
yγ
kδ∆x

δ
)

,

(48)

where with δΣ :=
n
∑

i=1

δi, and

γ
∑

δ=0

pyγkδ,β,τ∆x
δ =

γ
∑

δ=0

β

(1− τ)δΣ + k

(49)

×
[

n
∏

i=1

(

γi!

δi!(γi − δi)!

)

y(γ−δ)

]

∆xδ.

11



3 Formal computation of solution of the parabolic
equation

First we consider the equation (28) with time-homogeneous coefficients, i.e.
where the coefficient functions x→ bi(x) depend only on the spatial variable
x. It turns out that the ansatz

p(t, x, y) =
1√
4πt

n exp

(

−
∑n

i=1 ∆x
2
i

4t

)

(

∞
∑

k=0

dk(x, y)t
k

)

(50)

leads to first order partial differetial equations for dk with variable coeffi-
cients which are difficult to solve if looked at from an abstract point of view.
Hence we compute the dk via the ck of the WKB- ansatz

p(t, x, y) =
1√
4πt

n exp

(

−
∑n

i=1 ∆x
2
i

4t
+

∞
∑

k=0

ck(x, y)t
k

)

. (51)

Hence we first derive recursive relations for the coefficients ck and then
get the recursive relations for the dk via the general logarithmic recursion
outlined in the introduction, i.e. we use the recursion

d0 = exp(c0), (52)

and

dk =
k
∑

i=1

i

k
dk−ici. (53)

In a second step, using global analyticity of the coefficient functions bi, we
derive the explicit solution in terms of Taylor power series of bi. For the
time derivative we get

∂p

∂t
(t, x) =

(

− n

2t
+

∑

i∆x
2
i

4t2
+
∑

k

kcjk(x, y)t
k−1

)

p(t, x, y). (54)

For the first and second spatial derivatives we get

∂p

∂xl
=

(

−∆xl
2t

+
∑

k

∂

∂xl
ck(x, y)t

k

)

p(t, x, y), (55)

and

∂2p

∂x2
l

=

(

− 1
2t +

∑

k
∂2

∂x2
l

ck(x, y)t
k

+
(

−∆xl

2t +
∑

k
∂
∂xl
ck(x, y)t

k
)2
)

p(t, x, y).

(56)
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Plugging into (28) and ordering with respect to the terms t−2, t−1 etc. we
get the following recursive relations for the cjk, where 1 ≤ j ≤ n:

t−2 :

∑

i ∆x
2
i

4t2
=
∑

l

∆x2l
4t2

(57)

t−1 : − n

2t
= −

∑

l

1

2t
− 1

2t

(

∑

l

∆xl
∂cj0
∂xl

−
∑

lm

bjlm(x)∆xm

)

, (58)

and for all k − 1 ≥ 0.

tk−1 : kck +
∑

l ∆xl
∂ck
∂xl

= ∆ck−1 +
∑n

l=1

∑k−1
r=0

(

∂
∂xl
cr

∂
∂xl
ck−1−r

)

+
∑

m bm(x) ∂
∂xm

ck−1 ≡ Rk−1(x, y).

(59)
Note that the first order coupling of the system is essentially reflected in the
recursive first order partial differential equations starting from (59). This
would be different if we had coupling via the second order terms and it makes
the solution of the system much easier. Note that equation (57) is satisfied.
Equation (58) is equivalent to

∑

l

∆xl
∂c0
∂xl

= −
∑

m

bm(x)∆xm, (60)

with the solution

c0(x, y) =
∑

m

(ym − xm)

∫ 1

0

∑

l

bl(y + s(x− y))ds (61)

and for all k ≥ 1 we have

ck(x, y) =

∫ 1

0
Rk−1(y + s(x− y), y)skds (62)

with Rk−1 as in equation (86). Next we compute the solution explicitly
doing the integral for c0 first. We abbreviate ∆x = (x−y) with components
∆xi = (x − y)i and for a multiindex α = (α1, · · · , αn) we write ∆xα :=
Πn

i=1∆x
αi

i . Furthermore, we define |α| =∑i αi If

bm(x) =
∑

γ

1

γ!
bm,γ(y)(∆x)

γ , (63)
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along with some multiindex γ, then

c0(x, y) = −∑m∆xm
∫ 1
0

∑

l bm(y + s∆x)ds

= −
∑

m∆xm
∫ 1
0

∑

γ bmγ(y)(s∆x)
γds

= −∑l,m∆xm
∑

γ bmγ(y)∆x
γ
∫ 1
0 s

|γ|ds

= −∑l,m

∑

γ bmγ(y)∆x
γ+1i 1

1+|γ|s
|γ|+1

∣

∣

∣

1

0

= −∑l,m

∑

γ bmγ(y)∆x
γ+1i 1

1+|γ|

≡∑γ c0γ∆x
γ .

(64)

Next we compute ck for k ≥ 1. We have

ck(x, y) =
∫ 1
0 {
∑

i

∑k−1
r=0

∂cr
∂xi

∂ck−1−r

∂xi

+∆ck−1 +
∑

m bm
∂ck−1

∂xm
}(y + s(x− y))sk−1ds.

(65)

Assuming that ck−1 equals its Taylor series for every y ∈ R
n, i.e.

ck−1(x) =
∑

γ

c(k−1)γ(y)∆x
γ , (66)

then we may evaluate the derivatives occurring in Rk−1 as follows:

∂cjk−1

∂xi
=
∑

γ

(γi + 1)c(k−1)(γ+1i)(y)∆x
γ , (67)

and
∂2ck−1

∂x2i
=
∑

γ

(γi + 2)(γi + 1)ck(γ+2i)(y)∆x
γ , (68)

and

∂cr
∂xi

∂ck−1−r

∂xi
=
∑

γ







∑

β+α=γ

(βi + 1)(αi + 1)cr(β+1i)c(k−1−r)(α+1i)







∆xγ .

(69)
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For the multiindex γ, we have

P γ
k (x, y) :=

∫ 1

0
(y + s(x− y))γsk−1ds (70)

=

∫ 1

0

n
∏

i=1





γi
∑

δi=0

γi!

δi!(γi − δi)!
y
(αi−δi)
i ∆xδisδi



 sk−1ds

=

∫ 1

0

γ
∑

δ=0

(

n
∏

i=1

γi!

δi!(αi − δi)!
y
(γi−δi)
i ∆xδi

)

sδsk−1ds

=

γ
∑

δ=0

1

δΣ + k

[

n
∏

i=1

(

γi!

δi!(γi − δi)!

)

y(γ−δ)

]

∆xδ

=:

γ
∑

δ=0

pyγkδ∆x
δ

where δΣ :=
n
∑

i=1

δi and s
δ = Πn

i=1s
δi = sδΣ . Hence

cjk(x, y) =

∑

γ

{
∑

i

∑

β+α=γ(βi + 1)(αi + 1)cj
r(β+1i)

cj(k−1−r)(α+1i)

+
∑

i(γi + 2)(γi + 1)ck(γ+2i) +
∑

β+α=γ(
∑ 1

β!b
j
lm,β(y)×

(αi + 1)c(k−1)(α+1i)

} (
∑γ

δ=0 p
yγ
kδ∆x

δ
)

.

(71)

4 Proof of convergence and computation of the
time horizon of convergence

It is essential to show that for fixed x, y ∈ Ω (where Ω is some bounded
domain)

t→
∞
∑

k=0

ck(x, y)t
k (72)

represents some analytic function on some interval [0, βT0] for some β to be
determined. Then it follows that

t→
∞
∑

k=0

dk(x, y)t
k = exp

(

∞
∑

k=0

ck(x, y)t
k

)

(73)

is also an analytic function on that interval.
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Since Ω ⊂ R
n is bounded, there is a ball BR(0) around 0 with radius R

such that Ω ⊂ BR(0). Recall that

c0(x, y) =
∑

m

(ym − xm)

∫ 1

0
bm(y + s(x− y))ds, (74)

and for all k ≥ 1 we have

ck(x, y) =

∫ 1

0
Rk−1(y + s(x− y), y)sk−1ds (75)

with

Rk−1(t, x, y) = ∆ck−1 +
∑n

l=1

∑k−1
r=0

(

∂
∂xl
cr

∂
∂xl
ck−1−r

)

+
∑

m bm(x) ∂
∂xm

ck−1.

(76)

Let us first consider c0. The coefficients of equation (34) have a representa-
tion of the form

bi(t, x) =

m0
∑

j=−m0

ej exp(i(j
0t+ j · x)) + fj exp(−i(j0t+ j · x)), (77)

for some real numbers ej and fj. Let

e = max {ej , fj|j ∈ J} (78)

where J is the set of all multiindices of the sum in (77). Then we get the
estimate

c0(x, y) =
∑n

m=1(ym − xm)
∫ 1
0

∑

m bm(y + s(x− y))ds

≤ eR(2m0 + 1) =: C0.

(79)

Next the time transformation
t = βτ (80)

transforms the equation

∂u

∂t
=

n
∑

j=1

∂2u

∂x2j
+
∑

k

bk
∂u

∂xk
(81)

into the equation

∂v

∂τ
= β

n
∑

j=1

∂2v

∂x2j
+ β

∑

k

bk
∂v

∂xk
, (82)
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where u(t, x) = v(τ, x), and where ∂u
∂t

= ∂v
∂τ

∂τ
∂t

= ∂v
∂τ

1
β
. The analogous

representation of the solution is of the form

pβ(t, x, y) =
1√
4πτ

n exp

(

−
∑n

i=1∆x
2
i

4βτ

)

(

1 +
∑

k

ck,β(x, y)τ
k

)

, (83)

for j = 1, · · · , n. Plugging (83) into (82) and collecting the terms with τ−2,
τ−1 etc. we get (we feel free to write t instead of βτ if convenient)

τ−2 :

∑

i∆x
2
i

4βτ2
= β

∑

l

∆x2l
4β2τ2

(84)

τ−1 : − n

2t
= −β

∑

l

1

2βt
− β

2βτ

(

∑

l

∆xl
∂c0,β
∂xl

−
∑

m

bm(x)∆xm

)

, (85)

and for all k − 1 ≥ 0

τk−1 : kck,β + β
∑

l ∆xl
∂ck,β
∂xl

= β∆ck−1,β + β
∑n

l=1

∑k−1
r=0

(

∂
∂xl
cr,β

∂
∂xl
ck−1−r,β

)

+β
∑

m bm(x) ∂
∂xm

ck−1,β =: Rβ
k−1(x, y).

(86)
We divide equation (86) by β and get the solutions (the solution for c0,β
equals exactly that for c0 in (74))

ck,β(x, y) =

∫ 1

0
Rβ

k−1(y + s(x− y), y)s
k
β
−1
ds. (87)

Next we prove

Theorem 4.1. For a give time horizon T0 > 0 there exists β > 0 such that

for each x, y ∈ Ω, 1 ≤ j ≤ n ck,β(x, y) ↓ 0 as k ↑ ∞. (88)

Proof. Next, a majorant of ck,β(x, y) is obtained as follows: we consider

three types of operators O1,n
k , O2,n

k , O3,n
k with positive integers k, and acting

on a single function f : Ω × Ω → R or on a families of functions (fl)1≤l≤k :
Ω× Ω → R, namely

O1,n
k [f ] (x, y) := β

k
∆f(x, y)

O2,n
k [fk, · · · , f1] (x, y) := β

k

∑n
l=1

∑k
r=0

∂fr
∂xl

∂fk−r

∂xl

O3,n
k [f ] (x, y) := β

k

∑

m bm(x) ∂
∂xm

f(x, y).

(89)
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Let
Mk := {(αk, · · · , α1)|αj ∈ {1, 2, 3}} (90)

For
cupk,β := sup

x,y∈Ω
ck,β(x, y) (91)

we have
cupk,β ≤ sup

x,y∈Ω

∑

α∈Mk

Oα,n
k c0(x, y). (92)

where
Oα,n

k [f ] (x, y) := Oαk,n
k O

αk−1,n

k−1 ◦ · · · ◦Oα1,n
1 [f ] (x, y). (93)

First let 1k (resp. 2k,3k) the multiindex α ∈ Mk such that for each
1 ≤ m ≤ k αm = 1 (resp. αm = 2, αm = 3). Hence

O1

k [f ] (x, y) =
(

O1
)k

[f ] (x, y) = ∆k [f ] (x, y) (94)

etc.. In order to compute this expression we first apply the Laplacian to
exp(m0ix). We get

∣

∣∆k exp(im0x)
∣

∣ ≤ nk|m0|2k, (95)

where |m0| := maxj∈{0,1,··· ,n}m
j
0. Since there are n drift functions bi the

explicit representation of c0 has n(2|m0|+1) terms with the factor exp(i(j ·
x)). Since the dimension is n we have n factors δxi := (xi − yi) in the
definition of c0. Note that for m ≥ 0

(

∂2

∂x2
i

)m

(δxi exp(i(j · x)))

= m
(

∂2

∂x2
i

)m−1
exp(i(j · x)) + δxi

(

∂2

∂x2
i

)m

exp(i(j · x)).
(96)

Hence,

1

k!
sup
x,y∈Ω

∣

∣∆kc0(x, y)
∣

∣ ≤ n(2|m0|+ 1)e(k +R)
βk
(

nk|m0|2k
)

k!
↓ 0 (97)

as k ↑ ∞ if

0 < β ≤ 1

n|m0|2
. (98)

Next we observe that on a domain of radius

|O3,n
k [c0(x, y)] (x, y)| ≤ ekR

βkk
(

k!nk(2|m0|+ 1)k
)

k!
↓ 0 (99)

as k ↑ ∞ if (note the strict inequality sign because of additional factor k)

0 < β <
1

e(n(2|m0|+ 1))
. (100)
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The operators of quadratic type applied to c0(x, y) O
2,n
k c0 decrease also to

zero as k ↑ ∞ if β is small. Inductively with respect to k you show that

|O2,n
k [exp(im0x)] (x, y)| ≤ |m0|2k3kk!. (101)

We get

1

k!
|O2,n

k [c0] (x, y)| ≤
βk(n(2|m0|+ 1))kekR2k|m0|2k3kk!

k!
↓ 0 (102)

for k ↑ ∞ if

β <
1

3(n(2|m0|+ 1))eR2|m0|2
(103)

For large k this is essentially the largest term of all the 3k contributions
in the sum (92) for large k (k fixed). You can show that if (103) holds, then
we have for k ≥ k0 (some k0 > 0

|3kO2

k [c0] (x, y)| ≤
3kβkk22k−1nkCkk!(c0)

k+1

k!
↓ 0. (104)

as k ↑ ∞, and this is also the estimate which holds for ck for large k. Here
we choose β such that in a summand in Oα,n

k c0(x, y) in (92) each occurrence

of an operator of form O3,n
k can be replaced by an operator of form O2,n

k

in order to get a majorant estimation. So in the sum in (92) it suffices
to concentrate on the summands consisting of concatenations of operators
of form O2,n

k and O1,n
k . For natural numbers l let us define an increasing

sequence of numbers k1 < k2 < · · · < kl < kl+1 · · · , and operators

O1,n
kl+1kl

:= O1,n
kl+1

◦ · · · ◦O1,n
kl

O2,n
kl+1kl

:= O2,n
kl+1

◦ · · · ◦O2,n
kl

(105)

Then in the summands o (92) we have to consider the asymptotic behavior
of values of family of operators of form

O2,n
kl+1kl

◦O1,n
klkl−1

◦ · · · ◦O2,n
k3k2

◦O1,n
k2k1

(106)

or of form
O2,n

kl+1kl
◦O1,n

klkl−1
◦ · · · ◦O1,n

k3k2
◦O2,n

k2k1
(107)

applied to c0(x, y) as k ↑ ∞. If there is only a finite occurrence of operators
of form O1,n

k in such a family ((106) or (107)), then the asymptotic behavior
is clearly the same as for O2

kc0(x, y). If on the other hand there are infinite

occurrences of operators of form O1,n
k in ((106) of (107)), then for large k

O2

kc0(x, y) becomes a majorant of such a summand. Hence, the estimate
(104) is a majorant for large k and proves the convergence of the series in
(92).
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5 Generalisation to the time-inhomogeneous case

We start with the formal computation in the time-inhomogeneous case and
then show how the local convergence proof of the previous section can be
extended.

5.1 Formal computation of recursive coefficients in the time-
inhomogeneous case

We consider parabolic equations with time-dependent coefficients of the form

∂u

∂t
+∆u+

∑

k

bk(t, x)
∂u

∂xk
= 0 (108)

We consider the ansatz

p(t, x, 0, y) =
1√
4πt

n exp

(

−∆x2

4t
+

∞
∑

k=0

ck(t, x, y)t
k

)

. (109)

Compared to the time-homogeneous case the time derivative contains an
additional term. We have

∂p
∂t
(t, x, 0, y) =

(

− n
2t +

∑
i ∆x2

i

4t2
+
∑∞

k=0
∂ck
∂t

(t, x, y)tk

+
∑

k kck(t, x, y)t
k−1

)

p(t, x, 0, y)

(110)
The spatial derivatives are essentially the same as in the time-homogeneous
case. We compute

∂p

∂xl
(t, x, y) =

(

−∆xl
2t

+
∑

k

∂

∂xl
ck(t, x, y)t

k

)

p(t, x, 0, y), (111)

and

∂2p

∂x2
l

(t, x, y) =

(

− 1
2t +

∑

k
∂2

∂x2
l

ck(t, x, y)t
k

+
(

−∆xl

2t +
∑

k
∂
∂xl
ck(t, x, y)t

k
)2
)

p(t, x, 0, y).

(112)

Plugging into equation (28) and ordering with respect to the terms t−2, t−1

etc. we get the following recursive relations for the cjk, where 1 ≤ j ≤ n.
First, the highest order terms are the same as before:

t−2 :

∑

i ∆x
2
i

4t2
=
∑

l

∆x2l
4t2

(113)
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The terms of order t−1 are essentially as before (we just have to add the
t-argument in the coefficient functions bj):

t−1 : − n

2t
= −

∑

l

1

2t
− 1

2t

(

∑

l

∆xl
∂c0
∂xl

−
∑

m

bm(t, x)∆xm

)

. (114)

For k − 1 ≥ 0 we get an additional t-derivative on the right side:

tk−1 : kck +
∑

l ∆xl
∂ck
∂xl

=
∂ck−1

∂t
+∆ck−1 +

∑n
l=1

∑k−1
r=0

(

∂
∂xl
cr

∂
∂xl
ck−1−r

)

+
∑

m bm(t, x) ∂
∂xm

ck−1 ≡ Rk−1(x, y)

(115)
Hence,

∑

l

∆xl
∂c0
∂xl

= −
∑

m

bm(t, x)∆xm, (116)

which has the solution

c0(x, y) =
∑

m

(ym − xm)

∫ 1

0

∑

l

bl(t, y + s(x− y))ds, (117)

and for all k ≥ 1 we have

ck(x, y) =

∫ 1

0
Rk−1(t, y + s(x− y), y)skds (118)

with Rk−1 as in equation (115). The explicit calculation of the solution is
know completely analogous, so it suffices to write down the results. We write

bm(t, x) =
∑

γ

1

γ!
bm,γ(t, y)(∆x)

γ (119)

along with some multiindex γ. Then

c0(t, x, y) = −∑m

∑

γ bmγ(y)∆x
γ+1i 1

1+|γ|

≡∑γ c0γ(t, y)∆x
γ

(120)

Given that ck−1 equals its Taylor series for every y ∈ R
n, i.e.

ck−1(t, x) =
∑

γ

c(k−1)γ(t, y)∆x
γ =

∑

γ,l

c(k−1)γl(y)∆x
γtl, (121)
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we have

ck(t, x, y) =
∑

γ,l lc(k−1)γl(y)∆x
γtl

+
∑

γ

{
∑

i

∑

β+α=γ(βi + 1)(αi + 1)cr(β+1i)(t, y)c(k−1−r)(α+1i)(t, y)

+
∑

i(γi + 2)(γi + 1)ck(γ+2i) +
∑

β+α=γ(
∑ 1

β!bm,β(t, y)×

(αi + 1)c(k−1)(α+1i)

} (
∑γ

δ=0 p
yγ
kδ∆x

δ
)

,
(122)

where the pyγkδ are defined exactly as before. The proof of convergence is
then analogue to the time-inhomogeneous case.

6 Generalisation in the case of variable coefficients

In order to provide a first discussion to various types of semi-elliptic equa-
tions let us formally compute the local expansion

p(δt, x, y) =
1√
2πt

n exp

(

−d
2(x, y)

2t
+

∞
∑

k=0

ck(x, y)t
k

)

, (123)

of the parabolic equation

∂u

∂t
− 1

2

∑

ij

a∗ij(x)
∂2u

∂xi∂xj
−
∑

i

bi(x)
∂u

∂xi
= 0 := Lu (124)

First we compute for t > 0

∂p
∂t

=
(

− n
2t +

d2(x,y)
2t2 +

∑∞
k=0(k + 1)ck+1(x, y)t

k
)

p,

∂p
∂xi

=

(

−d2xi
2t +

∑∞
k=0

∂ck
∂xi

(x, y)tk
)

p,

∂2p
∂xi∂xj

=
(

(

−d2xi
2t +

∑∞
k=0

∂ck
∂xi

(x, y)tk
)(

−
d2xj
2t +

∑∞
k=0

∂ck
∂xj

(x, y)tk
)

−
d2xixj
2t +

∑∞
k=0

∂2ck
∂xi∂xj

tk
)

p.

(125)
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Plugging into (124) we get

(

− n
2t +

d2(x,y)
2t2

+
∑∞

k=0(k + 1)ck+1(x, y)t
k − 1

2

∑

ij a
∗
ij(x)×

(

(

−d2xi
2t +

∑∞
k=0

∂ck
∂xi

(x, y)tk
)(

−
d2xj
2t +

∑∞
k=0

∂ck
∂xj

(x, y)tk
)

−
d2xixj
2t

+
∑∞

k=0
∂2ck

∂xi∂xj
tk
))

−∑i bi(x)

(

−d2xi
2t +

∑∞
k=0

∂ck
∂xi

(x, y)tk
)

)

p =

(126)

(

− n
2t +

d2(x,y)
2t2

+
∑∞

k=0(k + 1)ck+1(x, y)t
k

−1
2

∑

ij a
∗
ij(x)

[

d2xi
2t

d2xj
2t − d2xi

2t

(

∑∞
k=0

∂ck
∂xj

tk
)

−
d2xj
2t

(

∑∞
k=0

∂ck
∂xi

tk
)

+
∑∞

k=0

(

∑k
l=0

∂cl
∂xi

∂ck−l

∂xj

)

tk −
d2xixj
2t +

∑∞
k=0

∂2ck
∂xi∂xj

tk

]

−∑i bi(x)

(

−d2xi
2t +

∑∞
k=0

∂ck
∂xi

(x, y)tk
)

)

p = 0.

(127)

Collecting terms of order t−2 we have

d2 =
1

4

∑

ij

d2xi
a∗ijd

2
xj
. (128)

Note that here d2xi
is the partial derivative of d2 with respect to xi. Equa-

tion (128) is closely connected to a Hamilton-Jacobi equation and admits a
unique solution if the boundary condition, i.e. the condition d(x, y) = 0 if
x = y, is satisfied. Collecting terms of order t−1 we get

− n

2
+

1

2
Ld2 +

1

2

∑

ij

a∗ij(x)
(d2xj

2

∂c0
∂xi

(x, y) +
d2xi

2

∂c0
∂xj

(x, y)
)

= 0. (129)

Equation (129) is a linear first order equation which can be written as

− n

2
+

1

2
Ld2 +

1

2

∑

i





∑

j

(

a∗ij(x) + a∗ji(x)
) d2xj

2





∂c0
∂xi

(x, y) = 0. (130)

As we shall see later, this equation together with some boundary condition

c0(y, y) = −1

2
ln
√

det (a∗ij(y)) (131)
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determines c0 uniquely for each y ∈ R
n. In general, the boundary condition

on c0 ensures that p is a probability density (i.e. integrates to 1). This is not
essential as far as existence, uniqueness, and convergence of the coefficient
functions ck are concerned. If we define c0(x, y) − c0(y, y) =: c0(x, y) then
c0 satisfies the equation (130) too with the boundary condition c0(x, y) = 0
if x = y. For k + 1 ≥ 1 we get

(k + 1)ck+1(x, y) +
1
2

∑

ij a
∗
ij(x)

(

d2xi
2

∂ck+1

∂xj
+

d2xj
2

∂ck+1

∂xi

)

= 1
2

∑

ij a
∗
ij(x)

∑k
l=0

∂cl
∂xi

∂ck−l

∂xj
+ 1

2

∑

ij a
∗
ij(x)

∂2ck
∂xi∂xj

+
∑

i bi(x)
∂ck
∂xi

,

(132)

with the boundary conditions

ck+1(x, y) = Rk(y, y) if x = y, (133)

Rk being the right side of (132).
We have

Theorem 6.1. If the assumptions (38) and (33) are satisfied, then there
exists a finite time horizon T0 such that on the domain Ω × (0, T0] for any
finite T0 > 0 and any domain Ω ⊆ R

n a constant β can be computed such
that the fundamental solution of

∂u

∂t
=

n
∑

i,j=1

a∗ij
∂2u

∂x2j
+

n
∑

i=1

bi
∂u

∂xi
(134)

has the pointwise valid representation

p(t, x, 0, y) =
1

√

4πt(τ)
n exp

(

−
∑n

i=1 ∆x
2
i

4t

)

(

∞
∑

k=0

dk(t, x, y)t
k

)

, (135)

for j = 1, · · · , n, and for (t, x) ∈ (0, βT0)× Ω. If (34) and (39) hold then a
lower bound of the constant β is given by

β <
1

6(n(2|m0|+ 1))eR2|m0|2
, (136)

where 2|m0| + 1 is (an upper bound of) the number of terms in the fi-
nite Fourier representation of bi (any i ∈ {1, · · · , n} along with |m0| :=
maxj∈{0,···n}m

j
0 and R is a radius of a ball BR(0) such that the spatial part

of the domain Ω is included, i.e. BR(0) ⊇ Ω, and e is now an upper bound
for the Fourier coefficients of the Fourier representation of the drift function
bi where i ∈ {1, · · · , n} and of the Fourier coefficients of the Fourier rep-
resentation of the diffusion functions aij , 1 ≤ i, j ≤ n. For the coefficient
functions dk the following holds: for k = 0 we have

d0(x, y) = exp (c0(x, y)) , (137)
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dm(t, x, y) =

m
∑

k=1

k

m
dm−kck, (138)

where ck is defined as above.

7 Application to linear semi-elliptic equations

First we consider the application to (micro)-hypoelliptic equations. Then
we consider the application to semi-elliptic equations which are (micro)-
hypoelliptic on a linear subspace. More details about the analysis of semi-
linear equations will be provided in version 3 of [7] (which will appear in
arXiv shortly).

7.1 Application to (micro)-hypoelliptic equations

In the situation of linear semi-elliptic equations described in the intro-
duction consider the case n = d, i.e. consider a matrix-valued function
x → (aji)

d,m(x), 0 ≤ i, j ≤ n on R
n, and m + 1 smooth vector fields of

dimension d

Ai =

d
∑

j=1

aji
∂

∂xj
, 1 ≤ j ≤ m, (139)

where 0 ≤ i ≤ m. Consider the Cauchy problem on [0, T ] × R
d with time

horizon T > 0:






∂u
∂t

= 1
2

∑m
i=1A

2
iu+A0u

u(0, x) = f(x).

(140)

Assume that (140) satisfies the Hörmander condition with respect to the
subspace R

d, i.e. assume that

{Ai, [Aj, Ak] , [[Aj , Ak] , Al] , · · · |1 ≤ i ≤ m, 0 ≤ j, k, l · · · ≤ m} (141)

spans Rd at each point x. The existence of regular solutions of the Cauchy
problem in this case is well known (cf. [8] ). Indeed Hörmander’s result
shows us that there exists a family of smooth transition densities if (141)
holds for every x ∈ R

d . Indeed we may extract the following Malliavin
estimate of the density from [17].

Theorem 7.1. Consider an n-dimensional diffusion process associated to
(140) of the form

dXt =
n
∑

i=1

bi(Xt)dt+
d
∑

j=1

σij(Xt)dW
j
t (142)
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with X(0) = x ∈ R
n with values in R

n and on a time interval [0, T ], i.e.
assume that the solution of the Cauchy problem (140) has the probabilistic
representation

u(t, x) = Ex (f(Xt)) (143)

Assume that bi, σij ∈ C∞
lb . Then the law of the process X is absolutely

continuous with respect to the Lebesgue measure and the density p exists and
is smooth, i.e.

p : (0, T ]× R
n × R

n → R ∈ C∞ ((0, T ]× R
n × R

n) . (144)

Moreover, for each nonnegative natural number j, and multiindices α, β there
are increasing functions of time

Aj,α,β, Bj,α,β : [0, T ] → R, (145)

and functions
nj,α,β,mj,α,β : N× N

n ×N
n → N, (146)

such that

|Dj
tD

α
xD

β
y p(t, x, y)| ≤

Aj,α,β(1 + x)mj,α,β

tnj,α,β
exp

(

−Bj,α,β(t)
(x− y)2

t

)

(147)

Moreover, all functions (145) and (146) depend on the level of iteration of
Lie-bracket iteration at which the Hörmander condition becomes true.

Now consider the recursion equations (129) and (132) for c0 and ck+1 for
k ≥ 0 of the expansion (123) of the last section.

Let f : Rd → R be a continuous function of atmost exponential growth,
i.e.

for all x ∈ R
n |f(x)| ≤ C exp(C|x|) for some constantC > 0.

Assume that aij , bi are bounded coefficients with bounded derivatives with

|Dα
xaij | ≤ C |α|, |Dβ

xaij | ≤ C |β| (148)

for some C (e.g. aij and bi have representations in form of finite Fourier
series). Then under these conditions using the [?] one may prove that

lim
ǫ↓0

∫

Rd

f(y)pDǫ
Deg

(t, x, y)dy =

∫

Rd

f(y)p(t, x, y)dy, (149)

where p denotes the density of the process X according to theorem (7.1)
above. Then we may approximate the density via expansion on Dǫ

Deg where
it is strictly elliptic and set up an higher order scheme. Details of analysis
will be given in a subsequent paper. Note that this observation can be used
to construct weak higher order estimates for diffusion market models which
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satisfy the Hörmander condition. Recall that an approximation scheme Y
converges weakly with order γ > 0 to X as ∆t ↓ 0 and with respect to a
function class C, if for all g ∈ C

|E (g(XT ))− E (g(YT )) | ≤ C∆T γ (150)

as ∆T ↓ 0. It depends on the regularity of functions in C whether (150) is
a strong condition. In finance we may low regularity of payoffs, e.g. in the
case of digital payoffs. This leads to sophisticated weighted Monte-Carlo
schemes of bounded variance. The related estimators in [2] may be adapted
to the more general situation in a quite straightforward way (well, the proof
of bounded variance and the error estimates become a little more intricate).

7.2 Applications to semi-linear equations which are hypoel-
liptic on some linear subspace

Note that for n > d the Cauchy problem (140) does not satisfy the Hör-
mander condition on the whole space R

n in general but only on a linear
subspace. Especially, a density may not exist in a regular sense. As an
example, consider the following Cauchy problem on [0, T ]× R

2:











∂u
∂t

= 1
2

∑d
i,j=1(σσ

T )ij(x)
∂2u

∂xi∂xj
+
∑n

i=d+1 µi
∂u
∂xi
,

u(0, x) = f(x1, · · · , xd) + g(xd+1, · · · , xn).
(151)

Assume that the Hörmander condition is satisfied on a subspace of dimension
d (for any (xd+1, · · · , xn) fixed). Hence the fundamental solution pd of

∂u

∂t
=

1

2

d
∑

i,j=1

(σσT )ij(x)
∂2u

∂xi∂xj
+

n
∑

i=d+1

µi
∂u

∂xi
(152)

exists (for any (xd+1, · · · , xn) fixed), and the solution of (151) becomes The
solution of this equation is

∫

Rd

f(y1, · · · , yd)pd(t, x, y)dy + g(xd+1 + µd+1t, · · · , xn + µnt). (153)

This leads us to a ‘distributional density’ of the form

p(t, x, y) := pd(t, x, y)δ(xd+1 + µd+1t− yd+1, · · · , xn + µnt− yn). (154)

We see from this example that a density exists only in a distributional sense.
However, if the initial data f satisfy an exponential growth condition, and
are smooth on the space Rn\Rd, and locally Lp on the subspace Rd where the
Hörmander condition holds, then the Cauchy problem (140) has a regular
solution, i.e. a solution in C∞ ((0, T ]× R

n). The simple example shows that
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in general there exists no regular density in a situation of degenerate diffusion
models with n > d. Especially, the regularity theory of densities in the
context of Malliavin calculus does not apply directly (as we remarked in [7]).
However, the regularity theory for densities of Malliavin calculus may still
be useful, especially for the analysis on the subspace of dimension d where
the Hörmander condition holds. Let us consider (140) from a probabilistic
perspective. The associated Stratonovic integral of a process starting at
x ∈ R

n is

Xt = x+

∫ t

0
A0(Xs)ds+

m
∑

k=1

∫ t

0
Ak(Xs) ◦ dWk(s) (155)

where Wi denote Brownian motions and ◦ indicates that the integral is in
the Stratonovic sense. If n = d and the Hörmander condition holds, then
the associated covariance matrix process σt is almost surely invertible, i.e.

σ−1
t ∈ Lp (156)

for every real number p and t in some arbitrary finite time horizon [0, T ].
Clearly this is not true in the example above. Note, however, that the asso-
ciated process exists, i.e. global existence for ordinary stochastic differential
equations as is well-known in the context of elementary stochastic analysis.
A standard theorem of ordinary stochastic differential equations (for state-
ment and proof cf. [12]) shows the existence of Levy-continuous solutions.
Next we state and an extension of a theorem in [7] (the proof will be given
in the third version of [7] ). One can use estimates obtained in [17] which
we cited above. In order to see how analytic expansions can be used in
this context, our main interest here are some of the constructive aspects of
the scheme which leads to the global existence and regularity proof. Let’s
consider the theorem first. Our interst here is the use of analytic expansions
in this context. A detailed proof will be given in version 3 of [7] in arXiv
shortly. Let us consider the time-homogeneous case. Consider a matrix
function x → (vji)

n,m(x), 1 ≤ j ≤ n, 0 ≤ i ≤ m on R
n, and m smooth

vector fields

Vi =
n
∑

j=1

vji(x)
∂

∂xj
, (157)

where 0 ≤ i ≤ m. Consider the Cauchy problem on [0, T ]×R
n (where T > 0

is an arbitrary finite horizon)







∂u
∂t

= 1
2

∑m
i=1 V

2
i u+ V0u

u(0, x) = f(x).

(158)
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This may be rewritten in the form











∂u
∂t

= 1
2

∑n
i,j=1 v

∗
ij(x)

∂2

∂xi∂xj
u+

∑n
j=1 vj0(x)

∂u
∂xj

u(0, x) = f(x),

(159)

where
(

v∗ij
)

(x) =
m
∑

k=1

(Vi)
⊗2

. (160)

A general reduced Cauchy problem is defined by the condition that for all
t ∈ [0, T ] and x ∈ R

n
(

v∗ij
)

(x) (161)

has rank d ≡ d(x) ≤ n, where for each x ∈ R
n the number d(x) is determined

by the Hörmander condition at x ∈ R
n, i.e.

{Vi(x), [Vj, Vk] (t, x), [[Vj, Vk] , Vl] (t, x), · · · |1 ≤ i ≤ m, 0 ≤ j, k, l · · · ≤ m}
(162)

spans a linear subspace Wx of dimension d(x). In this case we may consider
the intersection of all x-dependent subspaces which are spanned by the local
Hörmander condition at x, i.e.

IH := ∩x∈RnWx (163)

where Wx is the vector subspace of dimension d(x) spanned by (162) above
at x. Here the notation IH indicates that we consider a intersection of spaces
defined by local Hörmander conditions. Our most general theorem will show
that regular global solutions of (158) (rsp. (159)) exist if the data are rough
(i.e. in Lp (Rn) only in IH and are smooth on the complementary vector
subspace R

n \ IH . In the following section we look at the situation from
the perspective of elementary stochastic analysis. We observe that from this
perspective regularity is closely linked to regularity of the data. We shall
see then that a constructive analytic scheme together with Malliavin type
estimates lead us to stronger results. Next consider a matrix-valued function
x→ (vji)

n,m(x), 1 ≤ j ≤ n, 0 ≤ i ≤ m on R
n, and m smooth vector fields

Vi =

n
∑

j=1

vji(x)
∂

∂xj
, (164)

where 0 ≤ i ≤ m.
We have
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Theorem 7.2. Let 1 ≤ p ≤ ∞. Consider the Cauchy problem (158) on
[0, T ]× R

n. Assume that the initial data function f : Rn → R satisfies

(i) the function f is Lp
loc, 1 ≤ p ≤ ∞ on IH ,

(ii) the function f is C∞ on R
n \ IH ,

(iii) for all x ∈ R
n

|f(x)| ≤ C exp(C|x|) for some constant C > 0.

(165)

Assume that the coefficients are smooth (i.e. C∞) of linear growth with
bounded derivatives, i.e.

vji ∈ C∞
l,b (R

n) (166)

for i = 0 and 1 ≤ j ≤ n, or 1 ≤ i ≤ m and 1 ≤ j ≤ n. Then the Cauchy
problem (158) has a global classical solution u, where

u ∈ C∞ ((0, T ]× R
n) , (167)

where the singular behaviour is t = 0 is determined by the Malliavin-type
estimate in [17] as follows: for given natural numbers m and N there is a
number q such that the solution u and its time derivatives up to order m
and its spatial derivatives up to order N are located in the space.

Cq
m,N ([0, T ] ×R

n) := {v|tqv ∈ Cm,N ([0, T ]× R
n)} , (168)

where

Cm,N ([0, T ]× R
n) :=







f | ‖f‖+
∑

l≤m

‖Dl
tf‖+

∑

|α|≤N

‖Dα
xf‖ <∞







,

(169)
and ‖.‖ denoting the supremum norm. Moreover, q = max|α|≤N nm,α,0−n/2
where nm,α,0 is determined by the estimate in [17] of the singular behavior
of the density.

Since we are interested in the application of analytic expansions let us
consider the main steps of the proof which lead to the constructive scheme
(cf. [7] for details). For most applications in finance the situation in (7.2)
can be reduced to the block structure, where the whole space R

n can be
decomposed into a part R

d where the Hörmander condition holds and a
complementary part Rn−d where the operator looks like a vector field. For
associated first order equations with source term one observes (for a proof
cf. [7]) :

Proposition 7.3. Fix xd ∈ R
d. Assume that the conditions of theorem 1

are satisfied. Assume that g ∈ C1 ([0, T ]× R
n). Then there exists a smooth
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global flow F
t generated by the vector field below on [0, T ]× R

n−d such that
the first order equation problem

∂u
∂t

=
∑n

i=d+1 µi(x
d, xn−d) ∂

∂xi
u+ g(t, xd, xn−d),

u(0, xd, xn−d) = f(xk, xn−d),

(170)

has the solution

u(t, xd, xn−d) = f
(

xd,Ftxn−d
)

+

∫ t

0
g(s, xd,Ft−sxn−d)ds. (171)

The notation above which indicates that some coordinates are fixed (xd

or xn−d) is a little cumbersome and we shall drop it sometimes writing
just x instead of (xd, xn−d) in the following when it is quite clear from the
context which components of x should be considered to be fixed. Next we
define a local iteration scheme involving global flows of the type discussed
in Proposition 7.3 above and solutions of parabolic equations of form

∂u

∂t
=

d
∑

i,j=1

a∗ij(x)
∂2u

∂xi∂xj
+

n
∑

i=1

µi(x)
∂u

∂xi
(172)

with xn−d fixed. The natural ansatz is an AD-scheme of the following form:
we define
Vector Field Step: (l ≥ 0)

∂u2l

∂t
−∑n

i=d+1 µi(x)
∂u2l

∂xi

=











∑d
i,j=1 a

∗
ij(x)

∂2u2l−1

∂xi∂xj
+
∑d

i=1 µi(x)
∂u2l−1

∂xi
if l 6= 0

0 if l = 0.

(173)

and
Diffusion Step: (l ≥ 1)

∂u2l−1

∂t
−∑d

i,j=1 a
∗
ij(x)

∂2u2l−1

∂xi∂xj
−∑d

i=1 µi(x)
∂u2l−1

∂xi

=
∑n

i=d+1 µi(x)
∂u2l−2

∂xi
.

(174)

For eachm we define um(0, .) = f(.) and um+1(0, .) = f(.). Here, in equation
(174) we understand (xd+1, · · · , xn) to be fixed, and in (173) we understand
(x1, · · · , xd) to be fixed. In order to prove convergence time step by time
step we rewrite the scheme in time-dilatation coordinates (ρ will be small)

t : [0,∞) → [0,∞),

t(τ) = ρτ.
(175)
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Then we get an equivalent equation in τ where the coefficients of the symbol
of the operator become small if ρ is small. We have

dt

dτ
= ρ,

and






∂u
∂τ

− ρ
∑d

i,j=1 a
∗
ij(x)

∂2u
∂xi∂xj − ρ

∑n
i=1 µi(x)

∂u
∂xi = 0,

u(0, x) = f(x).

(176)

An iteration step of the scheme considered in transformed time τ for
some time horizon [0, T0] is then given by

∂uρ,2l

∂τ
−
∑n

i=d+1 ρµi(x)
∂uρ,2l

∂xi

=
∑d

i,j=1 ρa
∗
ij(x)

∂2uρ,2l−1

∂xi∂xj
+
∑d

i=1 ρµi(x)
∂uρ,2l−1

∂xi
,

(177)

and

∂uρ,2l−1

∂τ
− ρ

∑d
i,j=1 a

∗
ij(x)

∂2uρ,2l−1

∂xi∂xj
−∑k

i=1 ρµi(x)
∂uρ,2l−1

∂xi

=
∑n

i=d+1 ρµi(x)
∂uρ,2l−2

∂xi
,

(178)

for l ≥ 1. We start the scheme with

∂uρ,0

∂τ
−∑n

i=d+1 ρµi(x)
∂uρ,0

∂xi
= 0. (179)

The initial conditions are

uρ,m(0, x) = f(x), m ≥ 0, (180)

where form = 1, 3, · · · (xd+1, · · · , xn) is fixed, and form = 0, 2, · · · (x1, · · · , xd)
is fixed. The solution can be constructed in the form in the form

uρ(τ, x) = uρ,1(τ, x) +
∑

l≥1

δuρ,2l+1(τ, x), (181)

where for l ≥ 1
δuρ,2l+1 = uρ,2l+1 − uρ,2l−1 (182)

satisfies

∂δuρ,2l+1

∂τ
− ρ

∑d
i,j=1 aij(x)

∂2δuρ,2l+1

∂xi∂xj
−∑d

i=1 ρµi(t(τ), x)
∂δuρ,2l+1

∂xi

=
∑n

i=d+1 ρµi(t(τ), x)
∂δuρ,2l

∂xi
,

(183)
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and in each substep where the right side in (183)

δuρ,2l = uρ,2l − uρ,2l−2 (184)

satisfies

∂δuρ,2l

∂τ
−∑n

i=d+1 ρµi(t, x)
∂δuρ,2l

∂xi

=
∑d

i,j=1 ρa
∗
ij(x)

∂2δuρ,2l−1

∂xi∂xj
+
∑d

i=1 ρµi(x)
∂δuρ,2l−1

∂xi
.

(185)

Moreover, for m ≥ 1 δuρ,m has zero initial conditions, i.e. δuρ,m(0, x) = 0.
For small ρ the scheme just described is locally convergent with respect to
time. Then iteration of the scheme in time using the semigroup property
leads to a convergent scheme of a global solution to the Cauchy problem







∂uρ

∂τ
− 1

2

∑d
i,j=1 ρa

∗
ij(x)

∂2uρ

∂xi∂xj −
∑n

i=1 ρµi(x)
∂uρ

∂xi = 0,

uρ(0, x) = f(x).

(186)

Note that iteration in time means that we start the next time step with
the initial data uρ(T0, .), and after repeating the scheme above we get the
next initial data uρ(2T0, .) and so on. The choice of ρ depends on certain
a priori estimates in[17]. At each time step approximations of the densities
of the diffusion substeps can be constructed according to the preceeding
section. This leads to efficient schemes for a considerable class of semi-
elliptic equations. For problems in higher dimensions probabilistic weighted
Monte-Carlo schemes are constructed from the scheme above in a natural
way (we shall discuss them in version 3 of [7] shortly).

8 Application to American derivatives

We reconsider the front-fixing method in the case of a multivariate put op-
tion. We extend the considerations of [3] to (micro)-hypoelliptic operators.
Our main interest here is how analytic expansions may be used in this con-
text. Further ananlysis as well as details of global existence and regularity
proofs can be found in a subsequent paper. We start with the operator

∂u

∂t
+ Lu ≡ ∂u

∂t
+

1

2

∑

ij

vijSiSj
∂2u

∂Si∂Sj
+ r

(

∑

i

Si
∂u

∂Si
− u

)

, (187)

where vij = (σσT )ij and r may depend on time t and spatial variables S.
We do not assume that vij the volatility matrix is strictly elliptic, but we
assume that the operator is (micro)-hypoelliptic in the continuation region,
or that the Hörmander condition holds in the continuation region. This
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may be rephrased nicely in the context of the frontfixing method on a half-
space. Let E ⊂ [0, T ]×R

n
+ denote the exercise region and for each t ∈ [0, T ]

let Et denote the t-section of the exercise region, i.e. Et := {x|(t, S) ∈ E}.
In general beside basic standard assumptions on diffusion market models
introduced in the previous Section we shall assume that

(GG) for each t ∈ [0, T ] we assume that 0 ∈ Et and that Et is star-shaped
with respect to 0, i.e. for all S ∈ Et and all λ ∈ [0, 1] we assume that
λS ∈ Et.

Remark 8.1. Note that this means that for a fixed ”angle” at S =
(S1, · · · , Sn), i.e. at

φS :=

(

S2
∑n

i=1 Si
, · · · , Sn

∑n
i=1 Si

)

we have one intersection point of the free boundary of the section Et

and the ray through 0 which is determined by the angle φS .

The condition (GG) is called the global graph condition. The condition
(GG) holds if x→ u(t, x) is convex, where (t, x) → u(t, x) denotes the value
function of an American Put. This is a sufficient (not necessary) condition
for (GG) to hold. Especially, this condition is satisfied for the multivariate
Black-Scholes model (Consider the Snell envelope definition in order to verify
convexity). However, note that from the Snell envelope representation of the
price of an American index Put

pA(t, S;K) = sup
τ∈Stop[0,T ]

EQ



K −
n
∑

j=1

Sj



 (188)

we see that the price function pA of an American put option with strike K
and with maturity T > 0

(t, S;K) → pA(t, S;K) (189)

is homogenous of degree 1 with respect to (S,K), i.e. for any λ > 0 we have
for all t ∈ [0, T ]

pA(t, λS;λK) = λpA(t, S;K). (190)

Now we can prove

Proposition 8.2. Assume the American put is written in a market where
the no-arbitrage condition holds. The price function pA of an American put
option with strike K and with maturity T > 0 has the property that the
function

S → pA(t, S;K) (191)

is convex for all t ∈ [0, T ] and K fixed. Hence, (GG) is satisfied in this case
independent of the underlying model.
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Proof. Comparing a portfolio ΠA(t) consisting of µ American puts with
strike K1 and (1 − µ) American Puts with strike K2 with a portfolio PB

consisting of one American Put with strike K = µK1 + (1− µ)K2 we get

pA(t, S;K) ≤ µpA(t, S;K1) + (1− µ)pA(t, S;K2). (192)

Then for fixed K we may write convexity of pA in S = (µλ1+(1−µλ2)K =
µS1 + (1− µ)S2 in the form

(µλ1 + (1− µλ2)pA

(

t,K; K
(µλ1+(1−µλ2)

)

≤ µλ1pA

(

t,K; K
λ1

)

+ (1− µ)λ2pA

(

t,K; K
λ2

)

(193)

Division of (193) by (µλ1 + (1 − µλ2) and the observation that pA on the
left side of (193) may be rewritten in the form

pA

(

t,K;
K

(µλ1 + (1− µλ2)

)

= pA

(

t,K; ρ
K

λ1
+ (1− ρ)

K

λ2

)

(194)

along with

ρ =
µλ1

(µλ1 + (1− µλ2)
(195)

leads to the reduction of convexity with respect to the asset to convexity
with respect to the strike.

Furthermore, note homogeneity of order one in (S,K) is a quite natural
condition. If a selffinancing portfolio with initial value Πt0 reduplicates the
payoff (K − Sτ∗), then the portfolio λΠt reduplicates the payoff (K − ST )

Hence, the free boundary can be written in terms of the angles in form

(t, φS) → F (t, φS). (196)

We consider the transformation

ψ : (0, T ) ×R
n
+ → (0, T )× [1,∞) × (0, 1)n−1 ,

ψ(t, S1, · · · , Sn) =
(

t,
∑n

i=1 Si

F
, S2∑n

i=1 Si
, · · · , Sn∑n

i=1 Si

)

.

(197)

Note that the spatial part of ψ
(

(0, T ) ×R
n
+

)

is homeomorph to the half
space H≥1 = {x ∈ R

n|x1 ≥ 1}. In the following the domain D is the interior
of the image of ψ, i.e. D := (0, T ) × (1,∞)× (0, 1)n−1. We have

S1 = x1F



1−
∑

j≥2

xj



 , Sj = xjx1F. (198)
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We get



































































ut =
Ft

F
x1

∂u
∂x1

+ 1
2

∑

ij a
F
ij

∂2u
∂xi∂xj

+
∑

j b
F
j

∂u
∂xj

+ r
(

x1
∂u
∂x1

− u
)

,

(BC1) u(0,∞, x2, · · · , xn) = 0 on x1 = ∞

(BC2) ux1(t, 1, x2, · · · , xn)− u(t, 1, x2, · · · , xn) = −K
on x1 = 1

(BC3) F (t, x2, · · · , xn) = K − u(t, 1, x2, · · · , xn)

(IC) u(0, x) = max{K − x1, 0}

(199)

Remark 8.3. We include (BC1) as an implicit boundary condition in order to
indicate that (199) is equivalent to an initial-boundary value problem of the
second type on a finite domain (just by suitable additional transformation
with respect to the variable x1).

The mixed condition (BC2) follows from the smooth fit condition to-
gether with (BC3) .

Remark 8.4. Note that in the context of market models based on Levy
processes or, more generally, Feller processes the smooth fit condition does
not hold in general and one has to be careful concerning generalization at
this point.

In order to determine the coefficients aFij and bFi we compute first

F
∂xj

∂Si
=

δij−xj

x1
, F

∂xj

∂S1
= 1−

∑

j≥2(δij − xj)
Fj

F
, ∂

∂Si
=
∑

j
∂xj

∂Si

∂
∂xj

. (200)

We observe that
∑

i

Si
∂xj
∂Si

=
∑

i

Si
δij − xj
x1F

= 0. (201)

It follows that

∑

i Si
∂

∂Si
=
∑

ij
∂xj

∂Si

∂
∂Si

=
∑

i Si
∂x1
∂Si

∂
∂x1

+
∑

j≥2

(

∑

i Si
∂x1
∂Si

)

∂
∂xj

=
∑

i Si
∂x1
∂Si

∂
∂x1

=
∑

i Si

(

1
F
−∑j≥2 (δij − xj)

Fj

F 2

)

∂
∂x1

= x1
∂

∂x1
− (
∑

i Si)
(

∑

j≥2

(

∂xj

∂Si

)

Fj

F
x1

)

∂
∂x1

= x1
∂

∂x1
.

(202)

Hence, we have

r

(

∑

i

Si
∂

∂Si

)

= rx1
∂

∂x1
. (203)
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It is clear that

aFij =
∑

kl

vklSkSl
∂xi
∂Sl

∂xl
∂Sk

, bFj =
∑

kl

vklSkSl
∂2xj
∂Sk∂Sl

. (204)

In order to determine the latter coefficient functions we compute

∂xj
∂Si

=
1

F

δij − xj
x1

, j ≥ 2,
∂x1
∂Si

=
1

F



1−
∑

j≥2

(δij − xj)
Fj

F



 . (205)

Next, for j ≥ 2 we have

∂2xj
∂Si∂Sk

=
∑

l

∂
(

δij−xj

Fx1

)

∂xl
, and (206)

∂
(

δij−xj

Fx1

)

∂xl
= − δjl

x1F
+

(xj − δij)(δ1lF + x1Fl(1− δ1l))

(x1F )2
. (207)

Finally,

∂2x1
∂Si∂Sk

=
∑

l

∂

∂xl





1

F
−
∑

j≥2

(δij − xj)
Fj

F 2





∂xl
∂Sk

, where (208)

∂
∂xl

(

1
F
−∑j≥2(δij − xj)

Fj

F 2

)

= − Fl

F 2 (1− δ1l)−
∑

j≥2
−δjlFj+(δij−xj)Fjl(1−δ1l)−2FjFl(1−δ1l)(δij−xj)

F 3 .

(209)

Here δij is always the Kronecker Delta, Fj is short for ∂F
∂xj

, Fjl is short for

∂2F
∂xj∂xl

. Now we have determined the explicit form of (199). The next step is

to construct a representation of the solution of (199) in terms of convolutions
with the transition density, i.e the fundamental solution related to (199).

Note that only the inner regularity of the free boundary function can be
proved. Starting with some u0 (solution of (199) for F ≡ 1 for example)
for numerical reasons we may consider an iteration scheme vn = tun with
v0 = tu0, and consider for n ≥ 1 the following iteration for 199. Let

vnt =
Fn−1
t

Fn−1x1
∂vn

∂x1
+ 1

2

∑

ij a
Fn−1

ij
∂2vn

∂xi∂xj
+
∑

j b
Fn−1

j
∂vn

∂xj

+r
(

x1
∂vn

∂x1
− vn

)

+ un−1,

(210)

where vn has zero initial condition. On the hyperplane {x1 = 1} we require

vnx1
(t, 1, x2, · · · , xn)− vn(t, 1, x2, · · · , xn) = −tK. (211)
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Given un−1 and Fn−1 for each n we look first at the solution for vn in the
form (note that

∫

Db
below contains an integral

∫ t

0 )

vn(t, x) =
∫ t

0

∫

H
pvn(t, 1, x; τ, 1, ŷ1)φvn(τ, 1, ŷ1)dHydτ

+
∫

Db
un−1(s, y)pvn(t, x; s, y)dyds,

(212)

where pvn is the fundamental solution of

vnt =
1

2

∑

ij

aF
n−1

ij

∂2vn

∂xi∂xj
+
∑

j

bF
n−1

j

∂vn

∂xj
+
Fn−1
t

Fn−1
x1
∂vn

∂x1
, (213)

and where φvn solves an integral equation

1
2φvn(t, 1, x̂1) = Γvn(t, 1, x̂1)+

∫ t

t0

∫

H0
( ∂
∂x1

pvn(t, 1, x̂1, τ, ŷ1)− pvn(t, 1, x̂1; τ, 1, ŷ1))φvn(τ, 1, ŷ1)dHydτ,

(214)
(defining φvn) with

Γvn(t, x) =
∫

O

(

∂
∂x1

pvn(t, x; t0, y)− pvn(t, x; t0, y)
)

tψ0(y)dy + tK.

(215)

Remark 8.5. Asymptotic analysis shows that even
√
tFt is bounded as t ↓ 0.

For the next step we get Fn and un via tFn = K−vn(1, x̂1) and tun = vn.
In the case of strictly elliptic operators L we get convergence in adapted
Banach spaces for vn (cf. [3]). Regularity resuls and convergence of the
scheme can be generalised to the case of micro-hypoelliptic operators L, i.e.
if L has the representation

L ≡ 1
2

∑m
i=1A

2
iu+A0u (216)

with a matrix-valued function x → (aji)
d,m(x), 0 ≤ i, j ≤ n on R

n, and
m+ 1 smooth vector fields of dimension d

Ai =

d
∑

j=1

aji
∂

∂xj
, 1 ≤ j ≤ m, (217)

where 0 ≤ i ≤ m such that the Hörmander condition with respect to the
subspace R

d, i.e. assume that

{Ai, [Aj, Ak] , [[Aj , Ak] , Al] , · · · |1 ≤ i ≤ m, 0 ≤ j, k, l · · · ≤ m} (218)

spans R
d at each point x ∈ {x|x ∈ R

n and x1 ≥ 1}. The proof uses the
estimate in [10] cited above. Details will be given in [4].
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