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ABSTRACT: Information technology (IT) value remains a serious concern of manage-
ment today, especially how it should be measured and how it is created. Although we
have made significant progress at the firm and aggregate levels of analysis, process-
level analysis is still in its infancy, and there is a need for a systematic basis for
identifying IT effects. We provide such an approach by developing two models: a
process performance model of how system characteristics enhance process output
and quality and an economic performance model linking process performance to the
economic performance of the firm. We apply these models to global trade services in
international banking. We obtained estimates for key variables in both models and
general support for the approach. We interpret our results and discuss the merits of
the process-level approach for the assessment of IT-reliant work systems.

KEY WORDS AND PHRASES: business process, business value, economic performance,
financial services, international banking, IT value, process performance, technology
management, trade services.

THE BUSINESS VALUE OF INFORMATION TECHNOLOGY (IT) is a matter of concern for
management. Although IT investment has grown rapidly over the years, our under-
standing of its effects on firm performance remains unclear. Even though recent stud-
ies have reported positive findings (e.g., [13, 19, 26]), we still do not have a clear
understanding of how IT creates business value. The earlier work on IT value was
plagued by a lack of generalizable theory and quality data at an appropriate level of
analysis, and weak methodology [20, 48]. However, significant advances have oc-
curred in the past several years, with the result that we now have much greater confi-
dence in asserting the circumstances under which investment decisions are made and
how IT pays off. They include the business process level (e.g., [3, 40, 41, 55, 58, 68,
70]), the firm level (e.g., [12, 13, 26, 28, 51]), the industry and market level (e.g., [32,
35, 37, 56]), and the aggregate level of the economy [16, 27, 30, 44, 45, 46]. We will
shortly provide more detail about the nature of the advances as we review the litera-
ture—especially at the business process level—but, nevertheless, much more work



SYSTEMS DESIGN, PROCESS PERFORMANCE, AND ECONOMIC OUTCOMES     67

still needs to be done to improve the effectiveness, usability, and insights that the
methods have to offer.

Davenport [23] provides early motivation for the evaluation of IT investments and
organizational performance at the business process level. He states that business ac-
tivities should be broken down into processes that can be designed for maximum
effectiveness and that business processes should be considered in terms of the capa-
bilities IT can provide. Alter has argued that a focal point of information systems (IS)
research should be IT-reliant work processes, or “work systems whose efficient and/
or effective operation depends on IT” [2, p. 367]. He further posits that assessment
and performance measurement should occur at the process level. Subramanian and
Shaw [72] have also argued that IT value assessment at the business process level
affords a range of benefits, especially in the e-commerce context. First, unlike assess-
ing IT effects using the organization as the unit of analysis, process-level analysis
does not involve aggregation across multiple processes where IT investment may
result in different levels of effectiveness [48]. Second, it allows us to gauge IT usage
[57] and trace the effect of IT on specific processes and tasks [58]. Third, IT evalua-
tion at the process level is important because investment decisions are made at this
level. Curtin et al. [21] make a similar point with respect to radio frequency identifi-
cation (RFID), which has the potential to create additional business intelligence le-
verage at the business process level through its introduction into inventory,
procurement, and logistics services; hospital and corporate equipment, property, and
asset management; and a range of other processes where mobility is a key factor in
organizational systems and technologies.

Despite the advantages, process-level IT value research is still in its infancy. Never-
theless, we need a systematic basis for identifying IT impact at this level. We develop
such an approach for assessing the IT impact at the business process level that consid-
ers both productivity and quality [74, 75]. First, we study how IT can improve pro-
cess performance by assessing the effect of system characteristics. Second, we examine
if improved process performance translates into higher profitability for the firm. We
control for the influence of relevant process environmental factors. This generalizes
to other business process settings where different drivers are responsible for IT value
outcomes.

We illustrate our approach for letter of credit (LC) initiation and trade services in
international banking [22]. Trade services facilitate the financing of import and ex-
port transactions. Using primary data collected from international banks, we analyze
how systems characteristics drive process performance and profitability in this line of
business. We find that productivity and quality of the business process are rewarded.
We also find that a higher level of business process quality and productivity is pos-
sible through judicious IT investments.

Proposed Approach

THE PRIMARY FOCUS OF RESEARCH ON IT VALUE has been measuring IT impact. We
take this research process on one step forward by attempting to understand how IT
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creates value. This research question dictates that we focus on a process rather than
the organization as our unit of analysis. By examining a specific process, we are able
to link system design with economic performance. If we consider all the processes in
an organization, we must study multiple systems together, which would make our
model too complex. As a first step, then, we examine the link between system design
and value for a single process.

Relevant Literature in the IT Value Area

Much of the earlier work on IT impact has used the firm as the unit of analysis [17].
At the same time, some researchers have argued that IT effects can be identified
through intermediate-level contributions [47]. Consequently, quite a few studies have
taken a process orientation to measure IT business value. Banker et al. [3] examined
the impact of new cash register and order coordination technology in fast food res-
taurants. Barua et al. [6] used a two-stage model to measure IT contribution in dif-
ferent functional areas (production, marketing, and innovation). Tallon et al. [73]
adopted executives’ perceptions of performance at the process-level to measure IT
impact. Ray et al. [66] found that measuring effectiveness of business processes
enhanced by IT resources may be more appropriate than adopting overall firm per-
formance measures.

We also note the recent findings from other studies on the business value of IT.
Bharadwaj et al. [13] showed that IT investments are positively associated with Tobin’s
q-value, which gets at the capability of the firm to produce equity value in the stock
market. Devaraj and Kohli [26] examined the use of IT coupled with business process
reengineering for enhanced performance in health care. Kohli and Devaraj [51] also
used a process-oriented approach for the longitudinal study of IT payoffs. Additional
process-centric work has been done by researchers associated with the Center for
Research on Electronic Commerce at the University of Texas, who have studied the
process transformation in the production of goods and services that can be transacted
on the Internet (e.g., [7, 8, 9, 10]). Their emphasis has been on technology-enabled
value for the firm and the market, measurement of the effects of the Internet and e-
commerce capabilities on organizational performance, and the concomitant impacts
on industries and the economy.

There are a few studies that attempt to explain how system characteristics create
value. Venkatraman and Zaheer [77] found that electronic integration between an
insurance underwriter and its independent agents aided in supporting new business.
Mukhopadhyay et al. [61] examined the impact of electronic data interchange (EDI)
on Chrysler assembly centers, and Mukhopadhyay et al. [63] examined the mail pro-
cessing operations at the U.S. Postal Service. Mukhopadhyay and Gadh [59] and
Mukhopadhyay et al. [62] examined how a new IT design changed the toll collection
process of the Pennsylvania Turnpike. Mukhopadhyay and Kekre [60] examined stra-
tegic and operational benefits of electronic integration for business-to-business (B2B)
procurement processes.
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On the basis of this foregoing literature, we argue that providing a systematic basis
for identifying the impact of systems characteristics at the process level is a first step
toward normative implications for management practice.

Process Orientation

A process is a structured, measured set of activities designed to produce a specified
output for a particular customer or market [24]. A process may encompass multiple
functional areas of an organization and may be broken down into its component sub-
processes. Davenport shows that organizations such as IBM, Xerox, and British
Telecom may have 14 to 18 key processes. We consider an end-to-end process with a
customer request triggering the process and the fulfillment of customer needs bring-
ing closure to the process. Consider the foreign exchange trading process in banking.
The steps involved include customer requests for a trade, pretrade analysis, trade
execution and clearance, and settlement in the market.1

Improvement of a process necessitates a clear understanding of its current and de-
sired states. To describe the current state, appropriate process performance measures
should be developed. Process performance can be measured in terms of productivity
and quality. Some of the performance measures for a foreign exchange trading pro-
cess, for example, include the number of transactions per labor hour (productivity)
and the percentage of error-free transactions processed (quality). Another aspect of
quality is the extent to which transactions are carried out under the appropriate risk
controls. Describing the state of a foreign exchange process might require us to iden-
tify things related to the IT investment, such as the number of digital market data
feeds, the extent to which customized market analytics are available to traders, how
risk management trading limits are implemented, and so on. System design features
may lead to somewhat different outcomes.

Thus, in gauging outcomes of IT investment at the business process level, produc-
tivity and quality must be recognized as building blocks for process assessment. As
an enabler of continuous process improvement and process innovation, IT needs to
be evaluated by process managers who make the design choices that influence firm
performance. Moreover, because there has been a dramatic increase in the number of
firms redesigning end-to-end processes in the guise of business process reengineering,
providing tools for assessment that stress end-to-end process assessment is also worth-
while.

An important step in conducting an in-depth analysis of IT impact is the develop-
ment of a business process performance analysis model for the process that is being
evaluated. Such a model assesses the overall performance of a business process in the
presence of variables related to IT, human factors, managerially controllable aspects,
and the business environment. IT impact analysis is a by-product of the operationali-
zation of this model. It puts the analysis of the technology-related variables in per-
spective within the appropriate context. This “control” component adds to senior
management’s understanding of how IT value develops, and creates an opportunity
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for the findings to be portable to other business process environments in which simi-
lar controls are required. Such an approach to analysis also effectively addresses the
methodological issue of ineffective control variables.

Process Models

We develop two models to quantify IT impact and to understand the mechanism that
delivers it. For IT to affect profitability, it must improve the level of process perfor-
mance. So in the process performance model (PPM), we examine how system char-
acteristics enhance the process output and/or quality. In the economic performance
model (EPM), we assess how improved process performance affects the firm’s eco-
nomic performance. However, overall firm characteristics and prevailing market con-
ditions may also affect economic performance, and should be accounted for. The
PPM and EPM are shown in Figures 1 and 2.

The PPM inputs are controllable by process management. Among the EPM inputs,
managers can influence only the PPM outputs through judicious selection of process
inputs. Environmental factors that constitute the rest of the EPM inputs are not con-
trollable. These two models, PPM and EPM, are consistent with the organizational
process framework proposed by Parsons [65] and Thompson [76], and later adopted
in the IT context by Malone and Crowston [53], as well as with Alter’s [2] IT-reliant
work system view. According to Parsons, organizational processes are subject to three
levels of responsibility and control: technical (production system), managerial (re-
source allocation), and institutional (environmental interface). While PPM examines
the technical level, EPM is concerned with the institutional level of control. The locus
of managerial responsibility is limited to the process management in PPM, and it
extends to the senior management in PPM. Thinking about the business process end-
to-end in this manner emphasizes that the locus of control needs to occur close to the
locus of value of the IT investment [48] to create the right incentives.

Identification of Variables

Operationalizing the PPM and EPM models using the relevant factors necessitates an
understanding of the information and workflows among the relevant entities in trade
services. These include customers, shared networks, and the firm. In-depth knowl-
edge of the value chain also helps to identify the relevant variables.

In the EPM model, the economic performance measures include profit margin,
market share, consumer surplus, and shareholder value. We also need to identify the
firm and market characteristics. To further illustrate, a firm’s capital strength, its in-
ternational presence (firm characteristics), and the strength of the economy (market
characteristic) are critical for the foreign exchange trading process. Process perfor-
mance variables are typically measures of productivity and quality that may affect
economic performance. For example, labor productivity and percentage of error-free
trades are possible performance measures for the foreign exchange trading process.
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With respect to the PPM model, we first identify the non-IT process characteristics
that are expected to affect process performance. Labor quality is a factor that plays a
role in several business processes. The most challenging task in operationalizing our
model is the identification of the relevant system characteristics. To identify system
characteristics, we draw on Barua et al. [5]. They propose a mathematically consis-
tent attribute set shared by the signals generated by an information system: signal
timing, reporting frequency, monitoring time, signal resolution, and accuracy. This
attribute set can be used to identify systems characteristics.

First, we identify the “payoff-relevant” information attributes [54] expected to in-
fluence process performance. Time to process a trade (information attribute) can in-
fluence labor productivity (process performance measure) in foreign exchange trading.
Second, we identify system characteristics that generate the payoff-relevant informa-
tion attributes identified above. Fully automated straight-through (FAST) processing

Figure 1. A Process Performance Model (PPM)

Figure 2. An Economic Performance Model (EPM)
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capability (system characteristic) can significantly reduce time to process a trade by
facilitating trade processing with minimal human intervention.

Application

WE SELECTED THE TRADE SERVICES BUSINESS PROCESS to illustrate our model. Why?
First, trade services have become a strategic business process for many large banks
due to the dramatic increase in global trade, as reflected by the signing and imple-
mentation of trade agreements, including the North America Free Trade Agreement
(NAFTA) and the General Agreement on Tariffs and Trade (GATT), as well as in-
creasing participation by countries in the World Trade Organization (WTO). Senior
executives have made large IT investments to support trade services. Second, deci-
sions involved in trade services require quality IT support, an important driver of
process performance. Third, the trade services business process is an end-to-end pro-
cess that is not directly dependent on any other major process.

Trade Services Business Process

The trade services business process provides banking services that facilitate global
trade. Its main product offering is the letter of credit, a key trade financing document.
An LC is a payment assurance to the seller for delivered goods or services, when all
the criteria specified are met. The criteria specified include a list of documents to be
presented and stipulations regarding quality levels, packaging specifications, deliv-
ery dates, prices, and payment terms.2

LC issuance is initiated when the buyer submits a formal application to the issuing
bank. The bank evaluates the credit standing of the buyer and issues an LC and for-
wards it to the beneficiary through the advising bank (beneficiary’s bank). The role of
IT in the trade services business process is to enable buyers and beneficiaries to elec-
tronically initiate and track their requests. It makes possible the integration of the
trade services system with funds transfer and general ledger systems, leading to the
automated initiation of trade services–related payments. It also enables financial con-
trols to be effected to manage risk, and it creates the link that supports automating
accounting and financial performance evaluation.

Modern LC systems support electronic submission and amendments to LCs. They
offer a standard set of database definitions for trade finance–related data items, and
the capability to have the system interface with other typical international banking
systems. These include customer relationship management, intraday funds control
and financial risk management, and Society for Worldwide Interbank Financial Tele-
communication (SWIFT) funds transfer and messaging capabilities, and so on.3

Model Outline

Variables corresponding to the trade services business process model are listed in
Table 1.
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Process Performance Model

We capture productivity and quality for trade services delivery. We use transactions
per employee to measure labor productivity (PROD) and average time from customer
request to issuance of the LC or cycle time (TIME) as the process quality measure. It
is widely held that lower cycle times are indicative of higher-quality operations [64].

Labor Productivity

From our discussion above, it follows that the trade services process is essentially
composed of information-processing tasks. Based on our PPM, we hypothesize that
labor productivity (PROD) in this context is primarily determined by labor quality
and systems characteristics. Prior research has shown that wages typically reflect
employee skills, qualifications, and experience. Differences in wages reflect differ-
ences in skill levels [14]. Based on this evidence, we use average employee compen-
sation (EMPCOMP) as a proxy for labor quality. We expect labor quality to positively
influence productivity.

Table 1. Trade Services Process Model Variables

Variables Description

IT characteristics
• ELECIN • Percent requests initiated electronically
• FTINT • 1 for integration with funds transfer (FT)

system, 0 otherwise
• GLINT • 1 for integration with general ledger (GL)

system, 0 otherwise
Non-IT characteristics

• EMPCOMP • Average employee compensation of the
process group in thousands of dollars:
adjusted for cost-of-living differences using
the American Chamber of Commerce
Research Association (ACCRA) cost-of-living
index

Process performance
• TIME • Average time interval from customer request

to issuance: hours, 1 day = 8 hours
• PROD • Labor productivity: transactions per

employee
Firm characteristics

• ASSET • ln(asset size in millions of dollars)
Market characteristics

• TRADE • Volume of trade: U.S. exports/imports in
billions of dollars from the International
Financial Statistics Yearbook

Process economic performance
• MARGIN • Profit margin: (revenue – cost)/revenue
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One reason IT is being applied increasingly to the trade services area is that IT-
enabled capabilities can reduce effort. Strecker [71] identifies electronic interfaces
with customers and integration with electronic funds transfer as two key IT capabili-
ties in the trade services area. We hypothesize that both electronic initiation of LCs
(ELECIN) and the integration with the funds transfer system (FTINT) will increase
labor productivity. For example, if an LC request is generated manually (e.g., fax or
telephone request), the bank has to rekey the information for further processing, in-
cluding credit checking and transfer of funds [57]. Similar to just-in-time manufac-
turing, where system integration plays an important role, system integration is also
expected to be a key driver of labor productivity in trade services. In particular, inte-
gration with the funds transfer system enables automated initiation of trade services–
related payments without the rekeying of data available in the trade services files.
This is expected to improve labor productivity (PROD):

( )PROD f ELECIN EMPCOMP FTINT, , .= (1)

Cycle Time

As before, we hypothesize that the average time between LC initiation and issuance
(TIME) is primarily determined by system characteristics and labor quality or aver-
age employee compensation (EMPCOMP). The minimal cycle time can be achieved
if the customer sends the application electronically and the bank fully automates the
issuance process described earlier. Two system characteristics, the percentage of elec-
tronic requests (ELECIN) and the integration with the general ledger system (GLINT),
can bring a bank close to this ideal, and largely reduce the cycle time [49]. The elec-
tronic initiation capability not only reduces effort but it also allows bank employees
to use computers to check the application on line for accuracy and completeness
without waiting for the data to be first input into the system [71]. Integration with the
general ledger system also facilitates the quick retrieval of a customer’s past transac-
tions and yields more complete control of the risk exposure to a specific customer.
Hence, the absence of such integration may introduce delays in issuing LCs. In sum,
integration with the general ledger can reduce delays but has minimal effect on labor
productivity. Note that responding to an LC request does not involve any funds trans-
fer, and therefore FTINT does not appear in this model. Because the percentage of
electronic initiations and integration with the general ledger system are two impor-
tant system characteristics of the front-office portion of the service delivery value
chain, we include an interaction term in the cycle time equation.

( )TIME f ELECIN EMPCOMP GLINT ELECIN GLINT, , , * .= (2)

Economic Performance Model

Profit margin (net profit/revenues) is a common measure of the economic perfor-
mance of a process. An alternative measure is the risk-adjusted return on capital,
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which is equivalent to return on equity at the business process level (e.g., [36]). It is
constructed by imputing a capital/asset ratio to a business process on a risk-adjusted
basis. However, it is a relatively new concept, and few banks have computed this
measure for their trade services business processes in the past. Instead, it is better
suited for implementation in the financial market trading arena, where intraday and
overnight exposures can significantly fluctuate. Therefore, we use profit margin as
the economic performance measure.

Profit Margin

Most studies on bank profitability have been conducted only at the bank or industry
level. Studies analyzing the profitability of specific activities or business processes
are scarce because of the lack of publicly available data. In the banking literature,
three broad categories of factors that may influence profitability have been identified
[25]. They are structural characteristics of the banking industry, economic and busi-
ness factors, and banking regulations.

In the trade services business process we expect profit margin (MARGIN) to be
driven by the two process performance measures, labor productivity (PROD) and
cycle time (TIME). Based on existing trade services literature [52], we also expect
that the bank-specific characteristic, asset size (ASSET), may influence a bank’s stand-
ing in the marketplace and hence affect the profit margin. Finally, the volume of
foreign trade (TRADE) is a relevant market characteristic included in our analysis.
Since there were no significant changes in either market concentration (a structural
characteristic) or relevant banking laws and regulations during the period of our study,
they are not included here.

( )MARGIN f PROD TIME ASSET TRADE, , , .= (3)

Data Collection

The United States Council on International Banking previously endorsed our study,
which covers the years 1991 to 1995. The primary data collection effort began with
detailed discussions with bankers. First, we conducted field interviews to develop a
perspective on global wholesale banking and to assess the feasibility of examining IT
value. We operationalized our theoretical model for the trade services area. Based on
the process model and discussions with banking executives, we designed a data col-
lection instrument.

The questionnaire was pilot tested and mailed to 18 trade services groups in the
United States that agreed to participate in our study. There are two main factors that
constrain our sample size. First, the off–balance sheet market is very concentrated
with the top 20 U.S. banks dominating the market [49]. Second, some banks do not
track data at the business process level. We asked for data from banks for multiple
years. Thus we have a panel data set consisting of 70 data points representing 11
banks in the trade services area. We supplement the primary data with secondary
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data on bank and global business characteristics. Summary statistics are given in
Table 2.

Trade services processes vary greatly across banks. For example, the electronic
initiation of LC requests ranged from 0 percent to 48 percent in our sample. Similarly,
process performance measures, labor productivity (PROD) and cycle time (TIME),
also show a wide range of values. It is no surprise, then, that the profit margin in the
trade services area across these banks fluctuates substantially.

Estimation Results

WE FIRST ESTIMATE THE EPM TO GAUGE the impact of process performance charac-
teristics on economic performance. Then we estimate the PPM to analyze the impact
of systems characteristics on process performance. We adopt the linear form for both
models for the sake of simplicity. We first tested the three equations for normality.
The skewness and kurtosis, and the test statistic are provided in Table 3. The Bera–
Jarque test of normality [50, p. 266] does not reject the hypothesis of normality for
any equations at the 5 percent level.

We believe our annual data are not subject to severe autocorrelation because ran-
dom shocks in trade flows typically last for a few months. We are unable to use the
Durbin–Watson test because our time series is short. However, for comparison’s sake,
we will estimate each equation before and after correcting for autocorrelation.

Economic Performance Measurement

The Breusch–Pagan test [50, p. 294] does not reject the assumption of homoskedasticity
(χ2 = 8.2, degrees of freedom [df] = 4; p < 0.05). We estimate this model in two ways.

Table 2. Summary Statistics

Standard
Variable Definition Average deviation

ELECIN Percent electronic LC requests 21 16
FTINT Integration with funds transfer system 0.44 0.50
GLINT Integration with general ledger system 0.61 0.50
EMPCOMP Mean employee compensation,

thousands of dollars NR NR
TIME Cycle time in hours 10.9 3.8
PROD Transactions per employee 944 240
ASSET ln(assets in millions of dollars)  10.6 0.8
TRADE Foreign trade in billions of dollars 1,002 166
MARGIN Profit margin NR NR

Notes: NR = not reported. Employee compensation (EMPCOMP) and profit margin (MARGIN)
data are sensitive data in the financial services industry. Although we had access to this
information for our study, we agreed to withhold it from publication based on requests from
participating banks. We believe that the specific facts here are immaterial to the reader’s
understanding of the issues and results that we discuss in this paper.
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First, we assume no autocorrelation, and obtain ordinary least squares (OLS) esti-
mates. Second, we assume first-order autocorrelation, and use the Prais–Winsten
method [50, p. 318], which does not sacrifice degrees of freedom. In both cases, four
parameters are significant at 0.01 level while the fifth parameter is not significant at
the conventional level. In addition, the coefficient estimates are identical in signs and
very similar in magnitudes across the different estimation methods. We report OLS
estimates in Table 4.

Our results indicate that the model fit is reasonably good as measured by the R2 statis-
tic. The signs of the significant parameter estimates are also consistent with our expec-
tations. It is clear that the process performance measures, labor productivity (PROD)
and cycle time (TIME), have a significant impact on profit margin. Labor productivity
has a positive influence on profit margin. This result is in agreement with prior work on
the impact of labor productivity on profitability [78]. If the number of transactions per
employee increases by 1 percent from its average value of 944, profitability in this
sample jumps by 0.28 percent. Lower cycle time also greatly increases the profit mar-
gin. For example, a reduction of cycle time by one hour can improve profitability by
0.92 percent, on average. The impact of process performance on economic performance
indicates that banks reap benefits of effective business process management.

We also find that asset size (ASSET) is positively related to profit margin. Banks
with a large asset base are noted for their financial stability, which is an important
trait in the trade services business. One drawback of the earlier work on IT value has
been the lack of appropriate control variables, and this result indicates the importance
of controlling for firm characteristics. The market characteristic, volume of foreign
trade (TRADE), did not turn out to be a significant determinant of profitability. This
could be due to the lack of sufficient variation in the volume of foreign trade during
the period of our study.

Table 3. Skewness and Kurtosis Values

Test statistic
Equation Skewness Kurtosis (χ2, 2 df)

MARGIN 0.31 3.58 4.60
PROD 0.27 3.20 3.27
TIME 0.22 3.72 4.08

Table 4. Economic Performance Measurement

Variable Profit margin

CONSTANT 0.1331***
PROD 0.0003***
TIME –0.0092***
ASSET 0.0396***
TRADE  –0.0003

Notes: Model R2 = 0.76, n = 70; *** p < 0.01.



78     DAVAMANIRAJAN, KAUFFMAN, KRIEBEL, AND MUKHOPADHYAY

Process Performance Measurement

The Breusch–Pagan test again does not reject homoskedasticity for PROD (χ2 = 6.3,
df = 3; p < 0.05) or TIME (χ2 = 8.7, df = 4; p < 0.05). We estimate these two equations
as a seemingly unrelated regression (SUR) model in which the equations are linked
only by their disturbances because both performance variables result from processes
that ensue together in a firm. We again estimate these two equations in two ways.
First, we estimate the two equations using SUR with autoregressive disturbances [50,
p. 646]; this method does not sacrifice any degrees of freedom. Second, we assume
no autocorrelation, and estimate the two equations using regular SUR [50, p. 643].
The second method produces marginally lower t-statistics, and provides a little more
conservative results. We report these results in Table 5. Both models seem to fit the
data reasonably well given the respective R2 statistics. Overall, the PPM analysis re-
sults show that the system characteristics have a significant impact on process perfor-
mance measures.

We also examine the relationship between productivity and quality. Productivity is
a fairly standard notion, but quality is context-dependent. In this case, we decided to
test to see if labor productivity and cycle time affect each other. For this, we model a
system of simultaneous equations with TIME as an explanatory variable in the PROD
equation, and PROD as an explanatory variable in the TIME equation. We use the
two-stage least squares method to estimate the model parameters. We also apply the
Spencer and Berk specification test [69] to test the null hypothesis of exogeneity for
the variable TIME in the PROD equation, and vice versa. This test did not reject this
null hypothesis at the 0.05 level. Hence, our data do not support the assumption of
simultaneity here.

Labor Productivity

As the percentage of electronic initiations (ELECIN) increases, labor productivity
(PROD) increases. For example, if the percentage of electronic initiation of LC re-
quests increases by 1 percent, the number of transactions per employee may increase
by 9.6, on average. LC requests sent manually warrant more work on the bank’s side
and decrease the productivity of labor. Banks that have a trade services system inte-
grated with the funds transfer system (FTINT) attain higher labor productivity than
banks where the integration of the systems is absent. Integration with the funds trans-
fer system enables banks to automatically trigger the payments associated with trade
services, improving labor productivity. We found that the non-IT characteristic, labor
quality, or average employee compensation (EMPCOMP), is also positively related
to productivity.

Cycle Time

Cycle time (TIME) decreases as the percentage of electronic initiations (ELECIN)
increases. Increasing electronic integration by 1 percent can reduce cycle time by
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0.29 hour, on average. Manually initiated LC requests require the bank to do addi-
tional work, and hence increase the time to turn around LCs. Cycle time is almost ten
hours less for the banks that have their trade services system integrated with the gen-
eral ledger system (GLINT) compared to the banks whose trade services and general
ledger systems are not integrated. Integration with the general system automates ac-
counting and also enables the bank to get a more complete picture of the exposure to
a specific party. This enables the bank to make faster LC issuance decisions. Labor
quality (EMPCOMP) does not seem to significantly influence cycle time. Therefore,
cycle time seems to be primarily driven by IT capabilities.

Discussion

WE DEVELOPED AND TESTED A MODEL to enhance our understanding of how IT cre-
ates value.

Key Features of Our Analysis Approach

Our approach has several salient features. First, we conduct the analysis at the busi-
ness process level, where many investment decisions are made. Second, we examine
how system design characteristics drive value. Third, we assess the impact of IT by
building a performance analysis model of the business process. Fourth, we supple-
ment a process performance analysis model with a model that gauges economic con-
tribution. Fifth, we attempt to implement controls for the extent to which external
factors might cap system value flows.

Our analysis of the trade services business process showed that it was appropriate
to work with separate, but linked, models for process and economic performance. In
our first model, system design characteristics were found to significantly affect pro-
cess performance variables. For example, the percentage of electronically initiated
LC requests and the integration with the general ledger system appears to reduce
response time. This result reinforces our expectation about the impact of system de-
sign characteristics on process quality in the trade services area. Similarly, both IT

Table 5. Process Performance Measurement

Labor productivity Cycle time
Variable (PROD) (TIME)

CONSTANT 198.7*** 17.4**
ELECIN 9.6*** –0.29**
EMPCOMP 13.7*** 0.07
FTINT 348***
GLINT –9.8***
ELECIN * GLINT 0.18

Notes: PROD model R2 = 0.74, n = 70; TIME model R2 = 0.59, n = 70; ** p < 0.05, *** p < 0.01.
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characteristics and labor quality are found to affect labor productivity. In our second
model, we found that both labor productivity and response time had significant ef-
fects on profitability. Therefore, our measures of process performance—in terms of
both productivity and quality—affect firm performance in the marketplace. In addi-
tion, when we controlled for bank characteristics, we also learned that asset size may
constrain profitability.

We can analyze the value of specific system characteristics from our results. Con-
sider a bank whose trade services area is not integrated with its general ledger system
(GL = 0). From our parameter estimates of the PPM model, we find that in our sample
an increase of electronic initiation of LC by 1 percent can increase labor productivity
by 9.6 transactions per employee per year and reduce cycle time by 0.29 hour (on
average). From the EPM, these improvements, in turn, enhance profitability by 0.0003 *
9.6 + 0.0092 * 0.29 = 0.0055 or 0.55 percent. Management can examine the value of
this benefit against the cost of increasing electronic initiation of LCs by 1 percent.

Breadth of Applicability of the Process Approach

A key consideration in analyzing IT value in the business process context is the extent
to which one process exhibits interdependence with other processes [76]. With un-
coupled processes, there is no interdependence among processes. Hence, it is easier
to trace the impact of IT on the individual processes. For example, the corporate
finance and equities trading processes in a bank are relatively uncoupled due to regu-
latory requirements. Thus IT value in these processes can be analyzed independently
using our approach.

The level of interdependence among processes increases from pooled to sequential
to reciprocal interdependence. End-to-end processes exhibiting pooled interdepen-
dence are not directly linked but have a pool of shared activities. Consider bank lend-
ing and foreign exchange trading processes. They are not directly related to one another
in any fashion except that they compete for scarce capital from the same source within
the firm, and cover the business of the same set of bank customers. Performance
analysis for these business processes can be conducted separately using our approach.

Sequentially interdependent processes are those in which the output of one process
serves as an input for the other. Trade execution and settlement processes are sequen-
tially interdependent. Such processes can be isolated and analyzed using our model,
provided a market exists for the output of each process. If there is no market for
output of the first process, the PPM analysis may be used. Such an analysis enables
managerial fine-tuning at the “individual” process level. However, because process
interdependencies often are not taken into consideration by managers, individual pro-
cess level analysis could lead to overall suboptimization. Developing a model for the
overall process would overcome this problem.

Reciprocally interdependent processes are characterized by intricate interdepen-
dencies. One way to apply our process model is to analyze all reciprocally related
processes together. For example, the credit verification and the lending processes are
reciprocally interdependent. While credit verification provides an input to the lend-
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ing process, defaults are used to revise the credit verification process. It may be diffi-
cult to analyze these processes in isolation. However, the combined “credit services”
process can be analyzed rigorously using our model.

Stepping Back: Evaluating the Strengths of the
Proposed Process Approach

We use a number of criteria in comparing our approach with others that are available
to indicate its strengths.

Level of Analysis

Our approach focuses on providing evidence about the value of IT in end-to-end
business processes. Thus, we avoid aggregation across multiple processes where IT
investment may be meant to do different things, resulting in different levels of effec-
tiveness. Because many investment decisions are made at this level, it is important to
gauge business value for an IT investment that is “in synch” with the relevant locus of
control, and the locus of value for the firm.

The reader should contrast our process level of analysis with the levels of analysis
used in other prior work on IT value. For example, Brynjolfsson and Hitt [18] con-
ducted their analysis at the firm level. The strength of their work is the use of rich data
to derive conclusions about IT investment that are broadly relevant to the U.S. economy.
This level of analysis, however, does not guide day-to-day investment decision mak-
ing for IT. A second example is the work of Barua et al. [6], whose research empha-
sizes the business function level. However, business processes often cut across
functions. So it may be hard to measure IT value in this manner. Thus, our selected
level of analysis is more “micro” by design: it matches the loci of control and value.
It also helps us to capture useful managerial information about an IT-reliant work
system that is readily identified within international banking organizations.

Analytical Structure

Our approach involves two models to describe the business process and the creation
of economic value from IT investment for the firm. The primary benefit of a model of
process performance is that it enables us to relate system design choices to perfor-
mance in the context of a chain of activities leading to an IT impact. This will have
important implications for better system design. And, it has the added benefit of be-
ing sufficiently general so that many physical and service environments involving IT
can be mapped onto it.

Our second model captures economic outcomes, in isolation from the operational
aspects of the business process. This is realistic: not all IT-related processes lead to
measurable value based on the direct outputs (e.g., transactions in automated teller
machine network processing or in credit card processing), and for many systems
investments, the true locus of value occurs at some “distance” in business process
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terms from where the system’s outputs are observed. Barua et al. [6] relate IT invest-
ment dollars to functional area–level performance such as capacity utilization. Our
models relate system design characteristics to the performance of an end-to-end pro-
cess, and hence have implications for system design. We would be unable to accom-
plish this had we chosen to rely on production function modeling alone, however, as
in Brynjolfsson and Hitt [18]. Applied in the traditional way, the production function
approach relates IT investment to firm economic performance directly.

Identification of Variables

Success in identifying the right variables for analysis (and measuring them well) is a
matter of interest in terms of theory and practice. The extensive research on produc-
tion economics makes the identification of the input and output variables for a pro-
duction function model a relatively structured task. However, “IT capital” is known
to be a challenge to measure well [37]. The functional level analysis of Barua et al. [6]
also lends itself to the proper identification of variables. However, their method relies
to a greater extent on the analyst as to how IT is applied in support of different busi-
ness functions.

Our approach also puts additional burden on the analyst to identify the relevant
variables for analysis. At a minimum, a thorough knowledge of the business process is
necessary to enable the specification of a useful process model. Our argument is that
focusing on the business process end-to-end will help to remedy this; if value flows
from IT are not measurable in the end-to-end process, then there is good reason to ask
whether organizational structure will impede good decision making relative to IT.

Model Specification and Estimation

Specification of the relationship among the variables in our models poses an addi-
tional challenge, yet it is one that we observe elsewhere in the literature on IT value.
For example, when researchers estimate production function models, there are a num-
ber of tactical choices that must be made relative to model specification and func-
tional form. The research literature offers a variety of theoretically established
functional forms that may be appropriate under differing circumstances of produc-
tion, and many robust estimation techniques are available. The simplest functional
form is the linear model, and it imposes the structure of linear and separable impacts
on production. We use this parsimonious functional form but emphasize that the ana-
lyst must decide if it is adequate.

Data Requirements

The production approach requires less detailed data than our process model. Although
production modeling for IT impacts can be conducted entirely on the basis of second-
ary data sources, our approach cannot. It requires primary data and access to the
business process. This means that some access to the firm’s operations must be ob-
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tained. We also illustrated the need for secondary data that provides the analyst with
a reading on the relevant controls for process and economic performance (e.g., data
on market competitiveness, or the economic backdrop of production).

Management Implications

Brynjolfsson and Hitt’s [18] analysis generated results that are broadly relevant to the
U.S. economy. Barua et al.’s [6] approach highlighted the importance of measuring
the IT impact at the business function level. Complementing the above studies, our
process modeling approach helps identify systems characteristics that are best suited
to supporting a business process. It also yields managerial information that can be
applied to refine the systems support and achieve more effective use and higher value.

Conclusion

IT PRODUCTIVITY RESEARCH GOES BEYOND the IS literature to the economics litera-
ture. Whereas some researchers have examined the IT impact at the economy and
sector levels (e.g., [44, 45, 46, 67]), others have focused on industry- or firm-level
analysis (e.g., [15, 28]). While the results from the broader literature are mixed, in the
past decade, studies have shown a positive impact of IT (e.g., [39]). As the level of
analysis changes from firm to industry or economy level, researchers face increasing
measurement problems. Poor output measures become an albatross in any productiv-
ity research study [34]. In particular, IT productivity research has to deal with IT
benefits such as improved quality, greater variety, and faster service, which are hard
to quantify [74, 75].

While researchers have made significant progress with firm-level analysis, process-
level analysis is still in its infancy. We attempt to fill this gap in IT value research
level. There is a great need for a systematic basis for identifying IT impact at the
process level. We develop such a model. We exploit the notion of “payoff-relevant”
information attributes from information economics to realize the possibility of as-
sessing the effects of alternative system designs on process performance. But we also
link process performance measures with firm performance. So we control for non-IT
characteristics in the PPM, and firm and market characteristics in the EPM. Our ob-
jective is to draw attention to IT-reliant work systems, develop a model, apply it in a
real-world context using primary data, and discuss its merits and limitations.

Our research also relates to the broader literature. It provides fresh evidence that IT
creates positive economic benefits to banks in trade services. The performance of
international trade activities is increasingly affected by a variety of ITs, and so it is an
interesting platform for showcasing our approach. Our results are based on primary
data, after controlling for firm and market characteristics, and labor quality employed
in the process. We quantify the impact of IT on labor productivity and cycle time for
LC generation, which, in turn, determines bank profitability. Our models can be com-
bined to determine direct effects of IT characteristics on profits.
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We illustrated the use of a new method for IT investment valuation that emphasizes
the analytical importance and managerial relevance of separating business process
performance and economic performance as an aid in discovering the source of IT
value. Our approach structures the assessment of complete, or “end-to-end,” business
processes that reflect management responsibility areas within the firm. The process
performance analysis helps us to understand how system characteristics influence
specific process performance measures, such as productivity and quality. Understand-
ing how IT drives business value enables management to choose system design char-
acteristics that will maximize payoffs for the organization. This approach also facilitates
analysis of bottom-line impacts of process performance, whose magnitude may be
influenced by factors (such as firm and market characteristics) that are exogenous to
business process production. We characterize these through modeling controls that
work in other contexts.

Our approach represents a starting point in understanding the link between system
design and business value. Typically, systems take longer to build than projects do,
but projects are typically the building blocks of systems. We should point out that it
makes greater sense to control and measure projects in terms of costs, but, consistent
with the approach we have taken in this research, applications and systems should be
evaluated in terms of their business value for the firm.

Limitations

The current work has limitations that are worthwhile to point out to the reader. First,
we will consider the limitations from a general methodological perspective. For an
analyst to be effective in using the modeling and analysis approaches that we have
discussed, the person needs to have thorough knowledge of the business process.
This will permit the identification of the appropriate variables for the two models in
the IT investment evaluation and performance measurement context. The measure-
ment of IT characteristics also is a challenging task, and the implementation of our
process model requires detailed data. Primary data collected from a firm or from
multiple firms, supplemented by secondary data from other sources, will be neces-
sary. We also should point out that certain kinds of business processes may be espe-
cially difficult to analyze using our approach, and additional exploration and testing
will be required before we can confidently suggest that the appropriate measurement
outcomes will be obtained. An example is the evaluation of IT investments in busi-
ness settings that involve reciprocally interdependent processes. Although we have
specified conceptual models and performance econometric analyses that implement
the conceptualized assessments, to effectively measure reciprocally interdependent
processes, we will need to do some additional theoretical and methodological work to
establish how to implement similar kinds of evaluations.

A second aspect of the limitations of the present research is more specific to the
selected research context of trade services, LC initiation and systems integration, and
the environment of international banking. The data set that we used for testing our
modeling approach is modest in size because of the high level of market concentra-



SYSTEMS DESIGN, PROCESS PERFORMANCE, AND ECONOMIC OUTCOMES     85

tion in wholesale banking and the scarcity of data tracking that most banking firms
were doing at the business process level when we collected our data. This is quite
common for the international banking and investment banking industries, based on
our experience [4, 29, 31, 36]. In addition, it would have been beneficial if we had
been able to acquire more distinguishing information about the banks that adopted
the electronic LC initiation technology, similar to Jallath-Coria et al. [42, 43], all the
way down to the individual transaction level. Additional information would have en-
abled us to tease out underlying relationships in the data that might have done more to
help us understand differential performances, and explanations for deviation from
mean performance or the lack of achieving high performance in process performance
and economic performance terms.

In the prior section, we also mentioned that studies on IT value that seek to estab-
lish business process–level evaluations inevitably will run into issues and difficulties
related to model specification and estimation. This certainly was true in this study,
and it is appropriate for us to report several additional issues that may be of interest to
future researchers who take up IT value assessments in similar kinds of international
financial services settings (e.g., customer relationship management, foreign exchange
trading, financial risk management, credit scoring and lending, and credit card sys-
tems and technologies). For example, one aspect is the possibility of endogenous
choice on the part of a banking customer of the firms that invested in LC initiation
automation and trade services systems. Endogeneity could arise in this case when the
customer—probably a correspondent bank that acts as an LC application intermedi-
ary—consciously chooses to implement its own LC automation in order to work pro-
ductively with specific counterparties or trade services providers. Because current
capabilities with electronic LC initiation systems are now Web-based and increas-
ingly permit direct interaction between buyers and sellers in B2B e-commerce (for
example, see the FastLC demo at www.ec-finance.com), endogenous choice to adopt
and use electronic initiation may be a logical by-product of banking customers’ expe-
rience with the operating capabilities of their banks and their counterparties in trade.

Another potential limitation of the modeling approach that we demonstrated is its
failure to properly account for the stochastic qualities of the operating and the eco-
nomic environment of the firm, as well as the internal changes that occur within an
organization as it rolls out new technology at the business process level. There have
been many industry-level studies that deal with check processing, payment systems,
and automated clearing house performance in bank-to-bank settlement [1, 11, 33, 38].
The work of Jallath-Coria et al. [42, 43] is especially interesting and relevant to the
limitations of our research. The authors explore what happened in the adoption of an
electronic interbank payment and online balance inquiry system by 19 commercial
banks in Mexico, with an emphasis on the stochastic aspects of the environment that
affected the value of IT investments. They demonstrate the role for volatility-focused
econometric estimation models, including the autoregressive conditional
heteroskedasticity (ARCH) and generalized autoregressive conditional heteroskedasticity
(GARCH) models. These models have the capability to capture the underlying opera-
tional volatility in payments processing for interbank settlement efficiency, while con-
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sidering the extent of paper-based versus electronic-based payments. Although our data
lacked the day-to-day details of demand for trade services, we nevertheless recognize
that both the operational productivity and the economic performance of the deploying
trade services banks in our data set would have had to be sensitive to the volatility of
trade flows and changing expectations about interest rates and foreign exchange rates
in determining when it was appropriate to initiate LCs and defray the risks of interna-
tional trade financing. Considering our prior comments about firm technology and ser-
vices choices in the import–export services context, the reader may recognize, as we
do, that investment choices, selected partners, and the density of LC initiations could be
equally influenced by endogenous and exogenous forces.
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NOTES

1. Foreign exchange trading systems are complex secure systems. Their functionality in-
cludes automating and making amendments to customer trade requests, linking to customer
relationship management and financial risk management systems, and providing customer-
side analysis and modeling tools that promote transaction development and control risk posi-
tions. They normally accommodate fully automated straight-through (FAST) trade processing,
as well as connectivity for clearing trades and making funds transfers to settle transactions. A
final capability is information reporting for the purposes of effective managerial control and
performance assessment.

2. LCs are an off–balance sheet activity. In the past, they provided a means for banks to
increase their earnings without having to reflect the transactions as income-producing assets
on their balance sheet. In this context, the financial intermediation activities will be reflected as
contingent liabilities that must be disclosed in footnotes to audited financial statements for the
firm. The contingency arises because the bank may be left “holding the bag” if the importer
fails to pay, when all other aspects of the transaction are in order for the exporter.

3. LC systems typically include capabilities that are designed with security considerations
in mind also. See www.sterlingbancorp.com/intl/sterlinks.cfm, which describes a current-day
Web-based LC system for Sterling National Bancorp. For additional information on current
LC systems capabilities on the Internet, the interested reader should also see ec-Finance.com
(www.ec-finance.com).
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