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Abstract

We consider a basic problem in unsupervised learning: iiegran unknowrPoisson Binomial Distri-
butionover {0, 1,...,n}. A Poisson Binomial Distribution (PBD) is a suX = X; + --- + X,, of n
independent Bernoulli random variables which may havetranyi expectations. We work in a framework
where the learner is given access to independent draws freufistribution and must (with high probability)
output a hypothesis distribution which has total variatitsstance at mostfrom the unknown target PBD.

As our main result we give a highly efficient algorithm whigatns toe-accuracy usingf)(l/e?’) sam-
ples independent af. The running time of the algorithm iguasilinearin the size of its input data, i.e.
O(log(n)/€*) bit-operations (observe that each draw from the distrinuts alog(n)-bit string). This is
nearly optimal since any algorithm must U3€l /e?) samples. We also give positive and negative results for
some extensions of this learning problem.
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1 Introduction

We begin by considering a somewhat fanciful scenario: Yeutlae manager of an independent weekly news-
paper in a city ofn people. Each week thieth inhabitant of the city independently picks up a copy ofiyo
paper with probabilityp;. Of course you do not know the valugs, . .., p,; each week you only see the total
number of papers that have been picked up. For many reasivextjgaing, production, revenue analysis, etc.)
you would like to have a detailed “snapshot” of the probapitiistribution (pdf) describing how many readers
you have each weelts there an efficient algorithm to construct a high-accurapproximation of the pdf from

a number of observations thatirsdependenbf the populatiom? We show that the answer is “yes.”

A Poisson Binomial Distributior(henceforth PBD) over the domajn] = {0,1,...,n} is the familiar
distribution of a sumX = >"" | X;, whereXy,..., X,, are independent Bernoulli (0/1) random variables with
E[X;] = p;. Thep;’s do not need to be all the same, and thus PBDs generalizarbeni&l distributionB(n, p)
and, indeed, comprise a much richer class of distributi®ee Section 112.)

As PBDs are one of the most basic classes of discrete digtrilsuthey have been intensely-studied in
probability and statistics (see Section]1.2); we note hieaé tail bounds on PBDs form an important special
case of Chernoff/Hoeffding bounds [Ché52, Hde63, DP09].application domains, PBDs have many uses
in research areas such as survey sampling, case-contdi¢stiand survival analysis, see e.§. [CL97] for
a survey of the many uses of these distributions in apptinati It is thus natural to study the problem of
learning/estimating an unknown PBD given access to inddgr@nsamples drawn from the distribution; this is
the problem we consider, and essentially settle in thispape

We work in a natural PAC-style model of learning an unknowscoikte probability distribution which is
essentially the model of [KMR94]. In this learning framework for our problem, the leariprovided with
independent samples drawn from an unknown PBDUsing these samples, the learner must with probability
1 — & output a hypothesis distributioN such that the total variation distandey (X X ) is at moste, where
€,0 > 0 are accuracy and confidence parameters that are provideel tesirnel] A properlearning algorithm in
this framework outputs a distribution that is itself a Pors8inomial Distribution, i.e. a vectgr = (p1, ..., pn)
which describes the hypothesis PBD= 3" | X; whereE[X;] = j;.

1.1 Our results

Our main result is a highly efficient algorithm for learnin@Ps from constantlymany samples, i.e. quite
surprisingly, thesample complexity of learning PBDs o\ef is independent af. We prove the following:

Theorem 1 (Main Theorem) Let X = """ ;| X; be an unknown PBD.

1. [Learning PBDs from constantly many samples]There is an algorithm with the following properties:
givenn and access to independent draws frémthe algorithm use®)(1/e3)-log(1/8) samples fromx,
performsO(Ei3 log nlog %) bit operations@ and with probabilityl — § outputs a (succinct description of

a) distribution X over [n] which is such thatity (X, X) < e.

2. [Properly learning PBDs from constantly many samples]There is an algorithm with the following
properties: givemn and access to independent draws frafm the algorithm use®(1/¢®) - log(1/6)
samples from¥, performs(1/¢)°0oe”(1/9) . O(log nlog 1) bit operations, and with probability — §
outputs a (succinct description of a) vecfoe= (f1, . . . , ) defining a PBDX such thatlry (X, X) < e.

We note that since each sample drawn fr&ns alog(n)-bit string, the number of bit-operations performed
by our first algorithm igquasilinearin the length of its input. The sample complexity of both olgoaithms is

1[KMR "94] used the Kullback-Leibler divergence as their distaneasure but we find it more natural to use variation distance.
2We write O(+) to hide factors which are polylogarithmic in the argumenOtg); thus for example)(a log b) denotes a quantity
which isO(alogb - log®(alog b)) for some absolute constant



not far from optimal, sinc€)(1/¢?) samples are required even to distinguish the (simpler) Biabdistributions
B(n,1/2) andB(n,1/2 + ¢/1/n), which have variation distande(e).

Motivated by these strong learning results for PBDs, we atmusider learning a more general class of
distributions, namely distributions of the fordi = > | w;X; which areweightedsums of independent
Bernoulli random variables. We give an algorithm which u€é&gn) samples and runs ipoly(n) time if
there are only constantly many different weights in the sum:

Theorem 2 (Learning sums of weighted independent Bernoulliandom variables) LetX = >"" | a,X; be
a weighted sum of unknown independent Bernoullis such Heae tare at mosk different values among
ai,...,ay. Then there is an algorithm with the following propertiesvenn, a4, ..., a, and access to inde-
pendent draws fronX, it usesk log(n) - O(1/¢2) - log(1/8) samples from the target distributial, runs in time
poly (nk - e=*108*(1/)) . 10g(1/6), and with probabilityl — & outputs a hypothesis vectpre [0, 1]" deflnlng in-
dependent Bernoulli random variablé§ with E[X;] = j; such thatdry (X, X) < ¢, whereX = Yo aX

Note that setting al;;’s to 1 in Theoreni 2 gives a weaker result than Thedrem 1 ingexfmunning time
and sample complexity. To complement Theofém 2, we also shatif there are many distinct weights in the
sum, then even for weights with a very simple structure aagni@g algorithm must use many samples:

Theorem 3 (Sample complexity lower bound for learning sums foweighted independent Bernoullis) Let
X = >",i-X, be aweighted sum of unknown independent Bernoullis (whereth weight is simplyi).
Let L be any learning algorithm which, givenand access to independent draws fraimoutputs a hypothesis
distribution X such thatdry (X, X) < 1/25 with probability at lease—°("). ThenL must us&2(n) samples.

1.2 Related work

Many results in probability theory study approximationghe Poisson Binomial distribution via simpler distri-
butions. In a well-known result, Le Cam [Cam60] shows thatioy PBDX = Y7 | X; with E[X;] = p;

n
drv (X, Poi(p + -+ +pn)) <2 1},
=1

wherePoi()) denotes the Poisson distribution with parameteSubsequently many other proofs of this result
and similar ones were given using a range of different tephes; [HC60, Che74, DPB6, BHJ92] is a sampling
of work along these lines, and Ste€le [Sie94] gives an extefist of relevant references. Significant work
has also been done on approximating PBDs by normal disoitsi(see e.g.[[Berd1, Ess42, Mik93, Val95])
and by Binomial distributions (see e.¢. [EhmB1, Sa696, Mpodrhese results provide structural information
about PBDs that can be well-approximated via simpler distions, but fall short of our goal of obtaining
approximations of a general, unknown PBD up toaalitrary accuracy Indeed, the approximations obtained
in the probability literature (such as, the Poisson, Noramal Binomial approximations) typically depend on the
first few moments of the target PBD, while higher moments aueial for arbitrary approximatiori [Roo00].

Taking a different perspective, it is easy to show (see Se@iof [KG71]) that every PBD is a unimodal
distribution over[n]. The learnability of general unimodal distributions oyet is well understood: Birgé
[Bir874d,[Bir97] has given a computationally efficient aligom that can learn any unimodal distribution oye}
to variation distance from O(log(n)/€?) samples, and has shown that any algorithm must(seg(n)/e?)
samples. (The [Bir87a] lower bound is stated for continumisnodal distributions, but the arguments are easily
adapted to the discrete case.) Our main result, Thebtemotysstinat the additional PBD assumption can be
leveraged to obtain sample complexitglependent of with a computationally highly efficient algorithm.

So, how might one leverage the structure of PBDs to remowe®m the sample complexity? The first
property one might try to exploit is that a PBD assidns ¢ of its mass ta).(y/n) points. So one could draw
samples from the distribution to (approximately) identifigese points and then try to estimate the probability
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assigned to each such point to within high enough accuratlyasthe overall estimation errords Clearly, such
an approach, if followed naively, would giyely(n) sample complexity. Alternatively, one could run Birgé’s
algorithm on the restricted support of si2e(/n), but that will not improve the asymptotic sample complexity
A different approach would be to construct a smaadbver (under the total variation distance) of the spacél of a
PBDs onn variables. Indeed, if such a cover has si¢eit can be shown (see Lemma 11 of the full paper, or
Chapter 7 of[DLO1])) that a target PBD can be learned f@(tog(N) /) samples. Still it is easy to argue that
any cover needs to have si2¢n), so this approach too giveda@g(n) dependence in the sample complexity.

Our approach, which removescompletely from the sample complexity, requires a refinedeustanding
of the structure of the set of all PBDs envariables, in fact one that is more refined than the undeisign
provided by the aforementioned results (approximating B B a Poisson, Normal, or Binomial distribution).
We give an outline of the approach in the next section.

1.3 Our approach

The starting point of our algorithm for learning PBDs is adieam of [DP11] Das08] that gives detailed in-
formation about the structure of a smailtover (under the total variation distance) of the spacelld?PBDs

on n variables (see Theore 4). Roughly speaking, this resyét g@t every PBD is either close to a PBD
whose support is sparse, or is close to a translated “heandnial distribution. Our learning algorithm ex-
ploits the structure of the cover to close in on the inforomatihat is absolutely necessary to approximate an
unknown PBD. In particular, the algorithm has two subraegicorresponding to the (aforementioned) different
types of distributions that the cover maintains. Firstuasgag that the target PBD is close to a sparsely sup-
ported distribution, it runs Birgé’s unimodal distriboi learner over a carefully selected subintervalrdfto
construct a hypothesiH s; the (purported) sparsity of the distribution makes it flassfor this algorithm to
useO(l/é‘) samples independent af Then, assuming that the target PBD is close to a transldtedvy”
Binomial distribution, the algorithm constructs a hypaiiseTranslated Poisson Distributidiip [R07] whose
mean and variance match the estimated mean and variance tdrget PBD; we show thdlp is close to
the target PBD if the latter is not close to any sparse digioh in the cover. At this point the algorithm has
two hypothesis distributionst{s and Hp, one of which should be good; it remains to select one as tlaé fin
output hypothesis. This is achieved using a form of “hypsithéesting” for probability distributions. The above
sketch captures the main ingredients of Part (1) of Thedldebutladditional work needs to be done to get the
proper learning algorithm of Part (2), since neither therspdypothesidig output by Birgé’s algorithm nor
the Translated Poisson hypothesls is a PBD. Via a sequence of transformations we are able to Hretvwhe
Translated Poisson hypothegi#g can be converted to a Binomial distributi®in (', p) for somen’ < n. For

the sparse hypothesis, we obtain a PBD by searching a (fgreélected) subset of thecover to find a PBD
that is close to our hypothesi$g (this search accounts for the increased running time in(Paversus Part (1)).
We stress that for both the non-proper and proper learngugyithms sketched above, many technical subtleties
and challenges arise in implementing the high-level plaremiabove, requiring a careful and detailed analysis
which we give in full below. After all, eliminating: from the sample complexity is surprising and warrants
some non-trivial technical effort.

To prove Theorernl2 we take a more general approach and theialgeeit to weighted sums of independent
Bernoullis with constantly many distinct weights. We shbwattfor any classs of target distributions, i§ has
ane-cover of sizeN then there is a generic algorithm for learning an unknowiridigion fromS to accuracy
e that use)((log N) /%) samples. Our approach is rather similar to the algorithnD&i0[1] for choosing a
density estimate (but different in some details); it workschrrying out a tournament that matches every pair
of distributions in the cover against each other. Our amalgisows that with high probability someaccurate
distribution in the cover will survive the tournament ureged, and that any undefeated tournament will with
high probability beO(e)-accurate. We then specialize this general result to show the tournament can
be implemented efficiently for the clagsof weighted sums of independent Bernoullis with constanthny
distinct weights. Finally, the lower bound of TheorEn 3 isy&d by a direct information-theoretic argument.



1.4 Preliminaries

For a distributionX supported orin] = {0, 1,...,n} we write X (7) to denote the valuBr[X = ] of the pdf,
and X (< i) to denote the valu€r[X < i] of the cdf. ForS C [n] we write X () to denote) ;s X (i) and
X to denote the conditional distribution &f restricted taS.

Recall that theotal variation distanceébetween two distributionX andY over a finite domairD is

dry (X, X) == (1/2) - X [X(o) = Y(a)| = rsngg[X(S) = Y(9)].
aeD

Fix a finite domainD, and letP denote some set of distributions over Givenéd > 0, a subseQ C P
is said to be a-cover of P (w.r.t. total variation distance) if for every distributia? in P there exists some
distribution@ in Q such thatdty (P, Q) < 6.

We write S = S,, to denote the set of all PBD¥ = ) " ; X;. We sometimes writ¢ X, } to denote the
PBDX =3"", X;.

We also define th@ranslated Poisson distributioas follows.

Definition 1 ([R07]) We say that an integer random variatie has atranslated Poisson distribution with pa-
rametersy ando?, writtenY = TP(u,0?), f Y = |u — 0?] + Poisson(o? + {u — 0?}), where{u — o}
represents the fractional part gf — o2.

Translated Poisson distributions are useful to us becauserkresults bound how far they are from PBDs
and from each other. We will use the following results:

Lemma 1 (see (3.4) o]) LetJy,...,J, be asequence of independent random indicators Bjth| =

Then
\/ZZ 1pz 1_p2)+2
a zz 1p2(1 pl) '

dry (Z Ji, TP(,0°)

=1
wherep = 37" | p; and o2 = Yo pi(1—pi).

Lemma 2 (Lemma 2.1 of [BLO6]) Letus, u2 € Rando?, 02 € R, \ {0} be such thatyu; —o?] < |p2 —o03].
Then

2 2

1 9 o7 —o5|+1

v (TP, o) TPz, o)) < 11222l (=2 L
1

2 Learning an unknown sum of Bernoullis from poly(1/¢) samples

In this section we prove our main result, Theofédm 1, by gidsgmple- and time-efficient algorithm for learning
an unknown PBDX = }"" | X;.

A cover for PBDs. An important ingredient in our analysis is the following dhem, which is an extension of
Theorem 9 of the full version of [DP11]. It defines a cover @tet variation distance) of the spaSe= S,, of
all ordern PBDs:

Theorem 4 (Cover for PBDs) For all € > 0, there exists ama-coverS, C S of S such that
L[S < 0¥ O(1/e) +n- (1) 71/ and

2. The sef, can be constructed in time linear in its representation giee O (n? /¢) + O(n) - (1) 205" /9,

Moreover, if{Y;} € S, then the collectio{Y;} has one of the following forms, wheke= k(¢) < C/eis a
positive integer, for some absolute constant- 0:



() (Sparse Form) Thereis avalde< k*> = O(1/€®) such that for ali < ¢we haveE[Y;] € {k%, Z. ’i;l }
and for all: > ¢ we haveE[Y;] € {0, 1}.

(i) (k-heavy Binomial Form) There is a valdec {0,1,...,n} and a valueg € {%, ,f—n, e ’“Z;l} such

that for all : < ¢ we haveE[Y;] = ¢; for all i > ¢ we haveE[Y;] € {0,1}; and ¢, ¢ satisfy the bounds
lg>k*—tandlg(l—q) > k> —k—1— 2.

Finally, for every{ X;} € S for which there is ne-neighbor inS, that is in sparse form, there exists a collection
{Y;} € S in k-heavy Binomial form such that

(i) drv (32, X3, Yi) < e and

(v) if u = E[>, X;], ' = E[}., Vi), 0? = Var[>_, X;] and¢”? = Var[>_, Y;], then|u — i/| = O(e) and
0% =] =01+ ¢ (1+07)).

We remark that/[Das08] establishes the same theorem, ettwapthe size of the cover is® - O(1/¢) + n -
2
(1)°%<) Indeed, this weaker bound is obtained by including in thescall possible collectiongY;} € S

inesparse form and all possible collectionstiineavy Binomial form, fo: = O(1/¢) specified by the theorem.
[DP11] obtains a smaller cover by only selecting a subsdi@tbllections in sparse form included in the cover
of [Das08]. Finally, the cover theorem stated[in [Da$08, IjRibes not include the part of the above statement
following “finally.” We provide a proof of this extension ineStion[4.]..

We remark also that our analysis in this paper in fact estabd a slightly stronger version of the above
theorem, with an improved bound on the cover size (as a fumctin) and stronger conditions on the Binomial

Form distributions in the cover. We present this strengtlderersion of the Cover Theorem in Section 4.2.

The learning algorithm. Our algorithmLear n- PBDhas the general structure shown below (a detailed version
is given later).

Lear n- PBD

1. RunLear n- Spar se*(n, ¢, §/3) to get hypothesis distributiofls.
2. RunLear n- Poi sson®(n,¢,§/3) to get hypothesis distributiof p.
3. Return the distribution which is the output@foose- Hypot hesi s*(Hg, Hp,¢,5/3).

Figure 1:Lear n- PBD

The subroutindear n- Spar se” is given sample access ¥ and is designed to find araccurate hypothesis

if the target PBDX is e-close to some sparse form PBD inside the caSgrsimilarly, Lear n- Poi sson™

is designed to find am-accurate hypothesis X is note-close to a sparse form PBD (in this case, Thedrém 4
implies thatX must bee-close to somek(¢)-heavy Binomial form PBD). FinallyChoose- Hypot hesi s¥

is designed to choose one of the two hypotheles Hp as beinge-close toX. The following subsections
describe and prove correctness of these subroutines. Warkehmt the subroutinesear n- Spar se and
Lear n- Poi sson do not return the distribution&s and Hp as a list of probabilities for every point im];
rather, they return a succinct description of these digidns in order to keep the running time of the algorithm
logarithmic inn.

2.1 Learning whenX is close to a Sparse Form PBD

Our starting point here is the simple observation that anyp P8a unimodal distribution over the domain
{0,1,...,n} (there is a simple inductive proof of this, or see Section lK&71]]). This will enable us to use
the algorithm of Birgé[[Bir977] for learning unimodal digtutions. We recall Birgé’s result, and refer the reader
to Sectiori b for an explanation of how Theorgin 5 as statedwbiglitows from [Bir97].
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Theorem 5 ([Bir97]) For all n,¢,8 > 0, there is an algorithm that draw%ofT" : O(log %) samples from an
unknown unimodal distributiotX” over [n], doesO (105# log? %) bit-operations, and outputs a (succinct de-
scription of a) hypothesis distributiol over [n] that has the following form# is uniform over subintervals
[a1,b1], [ag, ba], . . ., [ak, by], whose union¥_ [a;, b;] = [n], wherek = O (log") . In particular, the algorithm

outputs the listsi; througha, and b, throughb,, as well as the total probability mass that assigns to each
subinterval[a;, b;], i = 1, ..., k. Finally, with probability at leasti — ¢, dry (X, H) < e.

In the rest of this subsection we prove the following:

Lemma 3 Forall n,¢, & > 0, there is an algorithni.ear n- Spar se*(n, ¢, ') that drawsO (5 log 2 log 4;)
samples from a target PBIY over [n], doeslogn - O (Js log # )-bit operations, and outputs a (succinct de-
scription of a) hypothesis distributioi g over [n] that has the following form: its support is contained in an
explicitly specified intervala, ] C [n], where|b — a| = O(1/¢?), and for every point ifja, b] the algorithm
explicitly specifies the probability assigned to that pdigitHs.[d Moreover, the algorithm has the following
guarantee: Suppos¥ is ¢’-close to some sparse form PBDin the coverS,, of Theoreni4. Then, with proba-
bility at leastl — ¢’, dry (X, Hg) < ¢1€, for some absolute constant > 1, and the support offs is a subset
of the support ot

Proof: The Algorithm Lear n- Spar seX(n, ¢, §") works as follows: It first draws\/ = 321log(8/5') /¢
samples from¥X and sorts}hem to obtain a list of values< s; < --- < sy < n. In terms of these samples, let
us defingi := sy py @ndb := s|(1_2)a7)- We claim the following:

Claim 4 With probability at leastl — &' /2, we haveX (< @) € [3€¢//2,5¢'/2] and X (< b) € [1 — 5€//2,1 —
3¢’ /2].

Proof of Claim @ We only show thatX (< a) > 3¢’/2 with probability at least — ¢/8, since the arguments
for X(< @) < 5€¢'/2, X(< b) <1 —3€/2andX(< b) > 1 — b€ /2 are identical. Given that each of these
conditions is met with probability at least— ¢’ /8, the union bound establishes our claim.

To show thatX (< a) > 3€'/2 is satisfied with probability at leadt — §’/8 we argue as follows: Let
o = max{i | X(< i) < 3€¢//2}. Clearly, X(< o) < 3€¢//2 while X (< o' + 1) > 3€//2. Given this, of
M samples drawn fronX an expected number of at mdst M/ /2 samples are< . It follows then from the
Chernoff bound that the probability that more thiwi) samples are< o is at moste=(/9°M/2 < g/,
Hence,a > o' + 1, which implies thatX (< a) > 3¢'/2. [ |

fb—a > (C/€")3, whereC is the constant in the statement of Theofém 4, the algoritbtputs “fail”,
returning the trivial hypothesis which puts probability $8d on the point0. Otherwise, the algorithm runs
Birgé’s unimodal distribution learner (Theorér 5) on tleaditional distributionX[ oL and outputs the result
of Birgé’s algorithm. SinceX is unimodal, it follows thatX,. ab is also unimodal, hence Birgé’s algorithm is
appropriate for learning it. The way we apply Birgé’s algum to IearnX[ B given samples from the original

distribution X is the obvious one: we draw samples frafmignoring all samples that fall outside [, b], until
the rightO(log(1/8")log(1/€')/¢"*) number of samples fall insidi, 5], as required by Birgé’s algorithm for
learning a distribution of support of siZ€/¢')? with probability 1 — ¢§’/4. Once we have the right number
of samples ira, 13], we run Birgé’s algorithm to learn the conditional distriion X[a,zs]- Note that the number
of samples we need to draw froi until the right O(log(1/8")log(1/€¢')/€”®) number of samples fall inside
[a,b] is still O(log(1/6") log(1/€')/€"®), with probability at least — §’/4. Indeed, sinceX ([a, b]) = 1 — O(¢'),

it follows from the Chernoff bound that with probability adstl — ¢’ /4, if K = ©(log(1/8")1log(1/¢')/€?)
samples are drawn frod, at leastk (1 — O(¢')) fall inside [, b].

3In particular, our algorithm will output a list of pointermapping every point ifu, b] to some memory location where the probability
assigned to that point b¥f s is written.



Analysis: It is easy to see that the sample complexity of our algorithiasipromised. For the running time,
notice that, if Birgé’s algorithm is invoked, it will retartwo lists of numbers; througha; andb; through
b, as well as a list of probability masses, . . ., ¢, assigned to each subintenjal, b;], : = 1,...,k, by the
hypothesis distributiorf/g, wherek = O(log(1/€¢')/€'). In linear time, we can compute a list of probabilities
g1, - - -, qx, representing the probability assigned Hy to every point of subintervdh,, b;], fori = 1,... k.
So we can represent our output hypothedis via a data structure that maintainX1/e") pointers, having
one pointer per point insidg:, b]. The pointers map points to probabilities assignedHyyto these points.
Thus turning the output of Birgé’s algorithm into an exflistribution over|a, b] incurs linear overhead in our
running time, and hence the running time of our algorithmigs as promised. Moreover, we also note that the
output distribution has the promised structure, since maase it has a single atom(a&nd in the other case it
is the output of Birgé’s algorithm on a distribution of sappof size(C/¢')3.

It only remains to justify the last part of the lemma. Létbe the sparse-form PBD tha is close to;
say thatY is supported ofd’,...,b'} wheret — o’ < (C/€)3. Since X is €-close toY in total variation
distance it must be the case th&{< o’ — 1) < ¢/. SinceX(< a) > 3€¢/2 by Claim[4, it must be the
case thati > «. Similar arguments give thdt < ¥'. So the intervala, b] is contained inja’, '] and has
length at mos{C/¢’)3. This means that Birgé’s algorithm is indeed used corydayl our algorithm to learn
X[a with probability at least — ¢’ /2 (that is, unless Clai4 fails). Now it follows from the cacteess of
Birgé’s algorithm (Theorerl5) and the discussion abowa, tthe hypothesig/ s output when Birgé’s algorithm
is invoked satlsfledTv(Hs,X[m }) < €, with probability at least — §’/2, i.e. unless either Birgé’s algorithm

fails, or we fail to get the right number of samples landingjde [a, 13]. To conclude the proof of the lemma we
note that:

2drv (X, X, - > [ X0 (0) = X ()] + > [ X (4, (1) — X ()]

i€la, b} i@?[d,i)}

-y ( T b])X + 3 X()
i€[a,b] ’ i¢[a,b]

B 1 . . /

_ Z (1_0(6,))((1) X(z)( +O(e)
i€la,b

l
_ O(E =D x| +0(¢) = o).
ze[ab
So the triangle inequality givegiry (Hg, X) = O(¢’), and Lemmal3 is proved. [ |

2.2 Learning when X is close to ak-heavy Binomial Form PBD

Lemma5 Forall n,¢,§ > 0, there is an algorithni.ear n- Poi sson®(n, ¢, ¢') that drawsO (log(1/8") /¢'?)
samples from a target PBIY over|[n], runs in timeO(log n - log(1/6") /¢’?), and returns two parameteysand
&2. Moreover, the algorithm has the following guarantee: SagepX is note’-close to any Sparse Form PBD
in the coverS,, of Theoreni 4. LeH » be the translated Poisson distribution with parametgrand 62, i.e.
Hp = TP(ji,5%). Then with probability at least — &' we havedry (X, Hp) < cz¢€, for some absolute
constantcy > 1.

Our proof plan is to exploit the structure of the cover of Tite@a[4. In particular, ifX is note’-close to any
Sparse Form PBD in the cover, it must declose to a PBD in Heavy Binomial Form with approximately the
same mean and variance &s as specified by the final part of the cover theorem. Now, gitxanh a PBD in
Heavy Binomial Form is just a translated Binomial distribat a natural strategy is to estimate the mean and
variance of the target PBIY and output as a hypothesis a translated Poisson distnibwith these parameters.
We show that this strategy is a successful one.



We start by showing that we can estimate the mean and varddribe target PBDX .

Lemma 6 Forall n,e,d > 0, there exists an algorithmd (n, €, ) with the following properties: given access to
a PBD X over|[n], it produces estimates and 52 for = E[X] ando? = Var[X] respectively such that with
probability at leastl — §:

1
lu—pl<e-o and |02—62|§e-02\/4—|—§.

The algorithm use®(log(1/6)/e?) samples and runs in tim@(log n log(1/5)/€?).

Proof of Lemmal[@: We treat the estimation gf ando? separately. For both estimation problems we show
how to useO(1/¢%) samples to obtain estimatgsand 52 achieving the required guarantees with probability
at least2/3. Then a routine procedure allows us to boost the successilgilibpto 1 — ¢ at the expense of a
multiplicative factorO(log 1/5) on the number of samples. While we omit the details of theimeuboosting
argument, we remind the reader that it involves running teakiestimato© (log 1/4) times to obtain estimates
i1, - - - flo(leg 1/5) @nd outputting the median of these estimates, and similarlgstimatings2.

We proceed to specify and analyze the weak estimators émdo? separately:

e Weak estimator fop: Let 74, ..., Z,, be independent samples frakh and leti = ZTZ Then

E[ji] = ¢ and Var[ji] = —Var[X] = —o2.
m m
So Chebyshev’s inequality implies that
1
Pr(lip = pl = to/Vm] < .
Choosingt = v/3 andm = 3/¢?, the above imply thal, — | < eo with probability at leasg/3.
e Weak estimator fos?: Let Z1, ..., Z,, be independent samples frakh, and lets? = u
be the unbiased sample variance (note the use of Bessekxtion). Then it can be check_103] that
E[6?] = 0 and Var[¢?] = o* <L + i) ;
m—1 m

wherex is the kurtosis of the distribution of. To boundx in terms ofo? suppose thak = >, X;,
whereE[X;] = p; for all i. Then

h=a Z — 6pi(1 = pi)) (1 — pi)p; (see [NJOB])
= ; Z 1= 6pi(1 —pi) (1 = pi)pi
1
< =) Z —pi)pi = .
SoVar[¢?] = o* (% + %) < %(4 + =5 1 ). So Chebyshev’s inequality implies that

2
1
52 _ 2>t0— 44—
|o ol > _m\/ +02

Choosingt = v/3 andm = 3/¢?, the above imply thal? — o?| < es? /4 + 25 with probability at least
2/3.

1

Pr 2

<




Proof of Lemmal[3: Suppose now thak is not ¢'-close to any PBD in sparse form inside the coSer of
Theoreni . Then there exists a PBDn k = k(¢’)-heavy Binomial form inside, that is within total variation
distancee’ from X. We use the existence of suchZao obtain lower bounds on the mean and varianc& of
Indeed, suppose that the distribution6fs Bin(¢, ¢) + t, i.e. a Binomial with parameters q that is translated
by t. Then Theorerl4 certifies that the following conditions a#sfied by the parametefsq, ¢, 1 = E[X]
ando? = Var[X]:

@) g > k> — ;
(b) tg(1 —q) > k> —k—1—2;
() |t +£Lq— u|=0(); and
(d) [g(1 —q) —o*| = O(1 +¢- (1+07)).
In particular, conditions (b) and (d) above imply that

o? = Q(k*) = Q(1/€?) > #* 1)

for some universal constafit Hence we can apply Lemrh& 6 with= €'/, /4 + 9% andé = ¢’ to obtain—from
O(log(1/4")/€"*) samples and with probability at least- '—estimateg: ands? of u anda? respectively that
satisfy
lw—pl <€e-o and |o%—52 <€ -0’ (2
Now letY be a random variable distributed according to the trargiRE@sson distributiol P(j1, 52). We
conclude the proof of Lemnia 5 by showing thagnd X are withinO(¢’) in total variation distance.

Claim 7 If X andY are as above, theiry (X,Y) < O(€).

Proof of Claim [t We make use of Lemmid 1. Suppose that= > " , X;, whereE[X;] = p; for all i.
Lemmd1 implies that

d (XTP(NUQ))<m+2<\/m+2
TV ) ) — ZZ pl(l — pz) - lez(l _ pz)
’ = 1 + 2 = 0(€). (3)

1
= Vipi(l—pi) i >ipil—pi) o o?

It remains to bound the total variation distance betweentrieslated Poisson distributio8P(y, 0?) and
TP(j1,52%). For this we use Lemnid 2. Lemiiaa 2 implies

— 2 . ~9 1
dry (TP(p,0%), TP(j1,6%)) < lw—pl | Jo® =6% +

~ min(o,6) min(o?,52?)
- o e 02+1
~ min(o,6) min(o?,52?)
- o N ¢ o’ +1
S Vi )
!/
= O() + 10—26
= O()+0(?)
= 0(€). (4)



The claim follows from[(B),[(#) and the triangle inequalifihis concludes the proof of Lemrha 5 as well. &

As a final remark, we note that the algorithm described aboes dot need to know a priori whether or 0otis
¢’-close to a PBD in sparse form inside the coerof Theoreni#. The algorithm simply runs the estimator of
Lemmd® withe = ¢//,/4 + Flz andd’ = ¢ and outputs whatever estimaigsnds? the algorithm of LemmB]6
produces.

2.3 Hypothesis testing

Our hypothesis testing routir@hoose- Hypot hesi s runs a simple “competition” to choose a winner be-
tween two candidate hypothesis distributidids and H5 over [n] that it is given in the input either explicitly, or

in some succinct way. We show that if at least one of the twadlickte hypotheses is close to the target distribu-
tion X, then with high probability over the samples drawn fréfithe routine selects as winner a candidate that
is close toX. This basic approach of running a competition between daelihypotheses is quite similar to
the “Scheffé estimate” proposed by Devroye and Lugosi[[8&€86b, DL96a] and Chapter 6 af [DL01]), which

in turn built closely on the work of [Yat85], but there are smsmall differences between our approach and
theirs; the[[DLO1] approach uses a notion of the “compaetitivetween two hypotheses which is not symmetric
under swapping the two competing hypotheses, whereas myetiion is symmetric. We obtain the following
lemma, postponing all running-time analysis to the nextisec

Lemma 8 There is an algorithnChoose- Hypot hesi sX(H;, Hy, €, §') which is given oracle access ,

two hypothesis distribution&/;, H, for X, an accuracy parametef, and a confidence parametét. It makes
m = O(log(1/d")/€"?) draws fromX and returns somél € {Hy, H,}. If one of Hy, Hy hasdry (H;, X) < ¢

then with probabilityl — ¢’ the H that Choose- Hypot hesi s returns hasiry (H, X) < 6¢'.

Proof: Let W be the support ofX. To set up the competition betweéf, and H,, we define the following
subset oV :

Wy :Wl(Hl,Hg) = {w€W|H1(w) >H2(w)}. (5)

Let thenp; = H; (W) andg: = Ha(Wh). Clearly,py > ¢q1 anddry (Hi, H2) = p1 — q1-
The competition betweeH and H; is carried out as follows:

1. If p1 — q1 < 5€, declare a draw and return eithE. Otherwise:

2. Drawm = O (bgi%‘y) samplessy, ..., s, from X, and letr = L({i | s; € Wy} be the fraction of
samples that fall insidgV); .

3. Ifr>p — %e’, declareH; as winner and returi/;; otherwise,
4. if 7 < g1 + %e’, declareH, as winner and returls; otherwise,

5. declare a draw and return eithir.

It is not hard to check that the outcome of the competitionsduat depend on the ordering of the pair of
distributions provided in the input; that is, on inpu#s,, H,) and (H,, H;) the competition outputs the same
result for a fixed sequence of samplgs. . ., s,,, drawn fromX.

The correctness dthoose- Hypot hesi s is an immediate consequence of the following claim. (In fact
for Lemmd3 we only need item (i) below, but item (ii) will beridy later in the proof of Lemnialll.)

Claim 9 Suppose thadry (X, H;) < €. Then:
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(i) If drv (X, Hy) > 6€, then the probability that the competition betweénand H, does not declaré’;
as the winner is at most—"<"/2. (Intuitively, if Ho is very bad then it is very likely thaff; will be
declared winner.)

(i) If dry (X, Hs) > 4€, the probability that the competition betwe&h and H, declaresH as the winner
is at most—"<"/2. (Intuitively, if H, is only moderately bad then a draw is possible but it is velikaty
that H, will be declared winner.)

Proof: Letr = X(W;). The definition of the total variation distance implies that- p;| < €. Let us
define the0/1 (indicator) random variable$Z;}", asZ; = 1iff s; € Wy. Clearly,r = L > i1 Z;
andE[r] = E[Z;] = r. Since theZ;’s are mutually independent, it follows from the Chernofiubd that
Prir <r—¢€/2] < e ™"/2 Using|r — pi| < ¢ we get thaPr[r < p; — 3¢'/2] < e~™<*/2. Hence:

e Forpart (i): Ifdry (X, Hy) > 6€¢, from the triangle inequality we get that — 1 = drv (Hy, Ha) > 5¢€.
Hence, the algorithm will go beyond step 1, and with probighdt leastl — e=m<?/2 it will stop at step
3, declaringH; as the winner of the competition betwefn and Hs.

e For part (ii): If p; — g1 < 5¢’ then the competition declares a draw, hefds not the winner. Otherwise
we havep; — q; > 5¢ and the above arguments imply that the competition betwégand Hy will
declareH> as the winner with probability at most™<”/2,

This concludes the proof of Clai 9 and of Lemiia 8. [ |

2.4 Proof of Theorem1

We first treat Part (1) of the theorem, where the learningrdlgn may output any distribution ovér] and not
necessarily a PBD. Our algorithm has the structure outlindégure[d with the following modifications: (a) if
the target total variation distanceeisthe second argument of bdtlear n- Spar se andLear n- Poi ssonis
set to wherec; andc, are respectively the constants from Lemidas Jand 5; (b) waaehe third

12 max{ci,c2}’
step withChoose- Hypot hesi sX(Hs, Hp, €/8,0/3), whereH  is defined in terms off » as described be-
low. If Choose- Hypot hesi sreturnsHg, thenLear n- PBDalso returndig, while if Choose- Hypot hesi s
returnsﬁ;, thenLear n- PBDreturnsH p. We proceed to the definition d/f;.

Definition of Hp: For every pointi where Hg(i) = 0, we Ietf{;(z‘) = Hp(i). For the points where
Hg(i) # 0, in Theorenl7 of Sectiohl 6 we describe an efficient detertiénadgorithm that numerically ap-
proximatesH p(i) to within an additivete/24s, wheres = O(1/€3) is the cardinality of the support dfs.
We defineﬁ;(i) to equal the approximation tp(i) that is output by the algorithm of Theord 7. Observe
thatﬁ; satisfiesiTv(ﬁ;, Hp) < ¢/24, and therefor¢dTv(fI;,X) —dry(X, Hp)| < €/24. In particular, if
dTv(X, Hp) < 1—52, thendTV(X, ﬁ;) < %, and idev(X, ﬁ;) < %, thendTV(X, Hp) <e.

We do not usdi p directly inChoose- Hypot hesi s because of computational considerations. Sifige
is a translated Poisson distribution, we cannot computeaitsesH p (i) exactly, but using approximate values
may caus€hoose- Hypot hesi s to make a mistake. Sowe u@instead ofHpin Choose- Hypot hesi s;
ﬁ; is carefully designed both to be close enoughlteso thatChoose- Hypot hesi s will select a probability
distribution close to the targéf, and to allow efficient computation of all probabilities tithoose- Hypot hesi s
needs without much overhead. In particular, we remark thatimningChoose- Hypot hesi s we do not a
priori compute the value oﬁ; at every point; we do instead a lazy evaluation/fb}, as explained in the
running-time analysis below.

We proceed now to the analysis of our modified algorithear n- PBD. The sample complexity bound
and correctness of our algorithm are immediate conseqaesfceemmag$ 3,15 and 8, taking into account the
precise choice of constants and the distance betwégerand ﬁ;. To bound the running time, Lemmps 3
and[® bound the running time of Steps 1 and 2 of the algoritiomt ®emains to bound the running time of
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the Choose- Hypot hesi s step Notice thawl(HS,fI;) is a subset of the support of the distributiéfy.
Hence to computé&V; (Hg, Hp) it suffices to determine the probabilitiéss () ande( ) for every pointi in
the support ost For every such, Hg(i) is explicitly given in the output of of.ear n- Spar se, so we only
need to computéfp( ). Theorenil7 implies that the time needed to compﬂﬂ;e(z) is O(log®(1/€) 4 logn +
2)), where|j1| and |52| are respectively the description complexities (bit lesytbf 4 and52. Since
these parameters are outputlbg/ar n- Poi sson, by inspection of that algorithm it is easy to see that they ar
each at mos® (log n + log log(1/68) + log(1/€)). Hence, given that the support Bfs has cardinalityO(1/¢?),
the overall time spent computing all probabilities und/é} is O(ei;, log nlog %). After W, is computed, the
computation of the valugs, = Hs(W,), ¢1 = ﬁ}(m) andp; — ¢; takes time linear in the data produced by
the algorithm so far, as these computations merely invallielng and subtracting probabilities that have already
been explicitly computed by the algorithm. Computing tteefion of samples fronX that fall inside\V, takes
time O (logn - log(1/8)/€*) and the rest o€hoose- Hypot hesi s takes time linear in the size of the data
that have been written down so far. Hence the overall runtimg of our algorithm iO(% lognlog ). This
gives Part (1) of Theorefd 1.

Next we turn to Part (2) of Theorelm 1, the proper learninglteS\e explain how to modify the algorithm
of Part (1) to produce a PBD that is within(¢) of the targetX. We only need to add two post-processing steps
convertingHg and Hp to PBDs; we describe and analyze these two steps below. Reegignce we write to
denotemax{c;, co} > 1 in the following discussion.

1. Locat e- Spar se(Hg, 15;): This routine searches the sparse-form PBDs inside thercﬁmeto iden-
tify a sparse-form PBD that is within distangefrom Hg, or outputs “fail” if it cannot find one. Note
that if there is a sparse-form PBD that is ;5--close to X andLear n- Spar se succeeds, thelr
must beg-close toHg, since by Lemma]3 whenevérear n- Spar se succeeds the output distribu-
tion satisfiesdry (X, Hs) < {5. We show that if there is a sparse-form PBDthat is ;5--close to
X andLear n- Spar se succeeds (an event that occurs with probability §/3, see Lemm&l3), our
Locat e- Spar se search routine, described below, will output a sparse-f8BD that isg-close toH s.
Indeed, given the preceding discussion, if we searched aVasparse-form PBDs inside the cover, it

would be trivial to meet this guarantee. To save on compridiime, we prune the set of sparse-form
2
PBDs we search over, completing the entire search in (iigjg(bg Y9 10g nlog1/.

Here is a detailed explanation and run-time analysis ofrttigaved search: First, note that the description
complexity of Hg is poly(1/e) - O(lognlog(1/8)) as Hg is output by an algorithm with this running
time. Moreover, given a sparse-form PBDS%, we can compute all probabilities in the support of the
distribution in timepoly(1/¢)logn. Indeed, by part (i) of Theorefd 4 a sparse-form PBD G&s/<)
non-trivial Bernoulli random variables and those each usbabilities p; that are integer multiples of
some value which i€2(¢2). So an easy dynamic programming algorithm can compute aligtilities

in the support of the distribution in timeoly(1/¢) log n, where thdog n overhead is due to the fact that
the support of the distribution is some interval[irf]. Finally, we argue that we can restrict our search
to only a small subset of the sparse-form PBD§U€1 For this, we note that we can restrict our search
to sparse-form PBDs whose support is a superset of the dupipéfs. Indeed, the final statement of
LemmalB implies that, it” is an arbitrary sparse-form PBD that{$;-close toX, then with probability

1 — §/3 the outputHs of Lear n- Spar se will have support that is a subset of the supportofGiven

2
this, we only need to tr)(%)o(log 1/9) sparse-form PBDs in the cover to find one that is closélto

Hence, the overall running time of our search@s)o(lOg2 Y O(log nlog 1/5).

2. Locat e- Bi noni al (1,62, n): This routine tries to compute a Binomial distribution tia© (¢)-close
to Hp (recall thatHp = T'P(ji,5%). Analogous toLocat e- Spar se, we will show that if X is not
15.-Close to any sparse-form distribution insifie: andLear n- Poi sson succeeds (for convenience
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we call these conditions our “working assumptions” in thiofeing discussion), then the Binomial dis-
tribution output by our routine will bé(¢)-close toH p and thusO(e)-close toX.

Let » andé? be the parameters output bgar n- Poi sson, and let;, ando? be the (unknown) mean
and variance of the targeéf. Our routine has several steps. The first two steps elimc@iger-cases in
the values: and4? computed bylear n- Poi sson, while the last step defines a Binomial distribution
B(n,p) with 2 < n that is close tadp = TP(j1,5%) under our working assumptions. (We note that a
significant portion of the work below is to ensure that n, which does not seem to follow from a more
direct approach. Getting < n is necessary in order for our learning algorithm for ordé?BDs to truly

be proper.) Throughout (a), (b) and (c) below we assume tlaworking assumptions hold (note that
this assumption is being used every time we employ resutts as(1) or[(R) from Sectidn 2.2).

(a) Tweakings?: If 6% < % then setr} = 62, and otherwise set] = Z. We note for future reference

(b)

that in both cases Equatidd (2) gives
o? < (14 0(e))o. ©)

We claim that this setting of7 results indry (T P(fi,62), TP(, 07)) < O(e). If 6% < 2 then
this variation distance is zero and the claim certainly sol@therwise we have the following (see
Equation[(2)):

€ ~

e~ 3

n
> pi(l—p;) =0
=1
Hence, by Lemm@l2 we get:

62 —o?|+1 <O(e)02—|—1_

drv(TP (i, 6%), TP(ji,0?)) < |

O(e), (7)

o? o?
where we used the fact that = Q(1/¢?) (seel)).

Tweakingo?: If 42 < n(ji — o?) then set3 = o7, and otherwise set? = ”“T‘*ﬂ We claim that
this results indry (T'P(j1,02), TP(j1,0%)) < O(e). If 2 < n(ji — o?) then as before the variation
distance is zero and the claim holds. Otherwise, we obséaterf > o3 ando3 > 0 (the last
assertion follows from the fact thatmust be at most). So we have (se€l(2)) that

=l < O(e)a < O(e)p, (8)

which implies
n—pa>n—pu—0(eo. 9)

We now observe that )
p = (Zm) <n (ZP?) =n(un—o?)
=1 =1
where the inequality is Cauchy-Schwarz. Rearranging tieisly

p(n — p)
> 0. (10)

We now have that

05 =

aln — ) > (1 —O(e))p(n — p — O(€)o) > (1-0(e)) (6* = O(e)o), (11)

o° —
n n
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where the first inequality follows froni}8) and (9) and themwtfollows from [10) and the fact that
any PBD ovem variables satisfiegs < n. Hence, by Lemmal2 we get:
o2 —o03+1 - (14 0(€))o? — (1 — O(e))o? + O(e)o + 1

o3 - (1—-0(e))o? —O(e)o

drv(TP(ji,01), TP(ji,03)) <

< 5 = O(e), (12)

where we used the bounrd = Q(1/¢2) (seell)).

(c) Constructing a Binomial Distribution: We construct anBinial distributionH 5 that isO(e)-close
to TP(j1,03). If we do this then we havéry (Hp, Hp) = O(e) by (@), (I2) and the triangle
inequality. The Binomial distributio/ 5 we construct i8in(n, p), where:

-2 S 9
ﬁ:{ o J andp=H_22
il

A~ 2 N
=05

Note that by the way3 is set in step (b) above we indeed have< n as claimed in Part 2 of

Theoreni 1.
Let us bound the total variation distance betw@in(7, ) and T P(ji, 03). Using Lemmdll we
have:
2
dry (Bin(#, p), TP(ap, np(1 — p)) < . 13
v (Bin(7, p), T P(p, ip(l — p)) a0 D) (13)

Notice that
L R i fi—o3\ (o3 > - . 2 2
ap(l—p) = | —= —1 - —= | =053 =p(1=p) = (1-0(e))o” =1 =Q(1/€),

fo — 03 fi f

where the next-to-last step uséd](11) and the last used thehat o> = Q(1/€2) (seell). So
plugging this into[(IB) we get:

dry (Bin(n, p), TP(np, np(1 — p)) = O(e).

The next step is to compateP (ap, ip(1 — p)) andT P(i, 03). LemmaR gives:

[np — i +!ﬁﬁ(1—ﬁ)—03\+1
min(y/np(1 — p), o2) min(ap(1 — p), 03)

1 2
+ — — = O(e).
ap(l —p)  np(l —p) (€

dry (TP(ap, 7p(1 — p)), TP(fi,03)) <

By the triangle inequality we gekry (Bin (7, p), TP(fi, 03) = O(e), which was our ultimate goal.

Giventhe abovkocat e- Spar se andLocat e- Bi noni al routines, the algorithr®r oper - Lear n- PBD
has the following structure: It first rurisear n- PBD with accuracy parametees §. If Lear n- PBDreturns
the distributionHs computed by subroutineear n- Spar se, thenPr oper - Lear n- PBD outputs the result
of Locat e- Spar se(Hs, 15;). If, on the other hand,ear n- PBDreturns the translated Poisson distribution
Hp = TP(j1,6?) computed by subroutineear n- Poi sson, thenPr oper - Lear n- PBDreturns the Bino-
mial distribution constructed by the routih@cat e- Bi noni al (1,52, n). It follows from the correctness of
Lear n- PBD and the above discussion that, with probability- 6, the output ofPr oper - Lear n- PBDis

within total variation distancé (¢) of the targetX. The number of samples is the same aséar n- PBD, and
2 ~
the running time ig1) "% /9. O(log n log 1/5).

This concludes the proof of Part 2 of Theorgim 1, and thus oéitiee theorem. ]

14



3 Learning weighted sums of independent Bernoullis

In this section we consider a generalization of the problérniearning an unknown PBD, by studying the
learnability of weighted sums of independent Bernoullidam variablesX = >~ | w; X;. (Throughout this
section we assume for simplicity that the weights are “knitithe learning algorithm.) In Sectién 3.1 we show
that if there are only constantly many different weightantisech distributions can be learned by an algorithm
that useg) (log n) samples and runs in timsly(n). In Sectior 3.2 we show that if there asedistinct weights
then even if those weights have an extremely simple streetuhei-th weight is simplyi; — any algorithm must
useQ2(n) samples.

3.1 Learning sums of weighted independent Bernoulli randonvariables with few distinct weights
Recall Theoreral2:

Theorem[@LetX = """ | a;X; be a weighted sum of unknown independent Bernoulli randaiables such
that there are at most different values in the s€iu4, ..., a,}. Then there is an algorithm with the following
properties: givem, a;, . . . , a,, and access to independent draws framit useslog(n) - O(k - €72) - log(1/4)
samples from the target distributialf, runs in timepoly(n* - (k/e)*1°8*(k/<)) . 1og(1/§), and with probability
1 — ¢ outputs a hypothesis vectpre [0, 1]™ defining independent Bernoulli random variabEswith E[XZ-] =

pi such thatdry (X, X) < ¢, whereX = 37 | 4, X

Given a vectom = (ay, . . . ,a,) of weights, we refer to a distributioX = > , a;X; (WhereX;,..., X,
are independent Bernoullis which may have arbitrary meassya-weighted sum of Bernoullignd we write
Sz to denote the space of all such distributions.

To prove Theorerml2 we first show th&it has ar:-cover that is not too large. We then show that by running
a “tournament” between all pairs of distributions in the @pwsing the hypothesis testing subroutine from
Section[2.B, it is possible to identify a distribution in tbever that is close to the targatweighted sum of
Bernoullis.

Lemma 10 There is ane-coverS . C Sz of size|Sg.o| < (n/k)3 - (k/e)k-Clos”(k/9) that can be constructed
in timepoly (|Sz.c|)-

Proof: Let {b;}’_, denote the set of distinct weightsdn, ..., a,, and letn; = |{i € [n] | a; = b;}|. With
this notation, we can write&’ = Z;‘f’:l b;S; = g(S), whereS = (5,...,Sk) with eachS; a sum ofn;
many independent Bernoulli random variables at , ..., yx) = Z§:1 bjy;. Clearly we havezg‘?:1 n; = n.
By Theorenl 4, for each € {1,...,k} the space of all possiblg;’s has an explicil(e/k)-coversg/k
|Sg/k| <n?-O(k/e)+n- (k/e)o_(logQ(’f/E”. By independence acrosg's, the productQ = J%_, Sg/k is an
e-cover for the space of all possibfgs, and hence the set

of size

k

{Q: ijSj : (Sl,...,Sk)GQ}

J=1

is ane-cover forS;. S0S; has an explicit-cover of sizgQ| = [T%_, |Sg/k,| < (n/k)3* - (ke)kOlog* (k/€))
(We note that a slightly stronger quantitative bound on ttwec size can be obtained using Theofgm 6
instead of Theoreim 4, but the improvement is negligible forwtimate purposes.) [ |

Lemma 11 Let S be any collection of distributions over a finite set. Supptbss S, C S is an e-cover of
S of size N. Then there is an algorithm that uséxe~21log N log(1/§)) samples from an unknown target
distribution X € S and with probabilityl — § outputs a distributior” € S, that satisfiesity (X, Z) < 6e.
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Devroye and Lugosi (Chapter 7 6f [DLI01]) prove a similar teby having all pairs of distributions in the
cover compete against each other using their notion of a etitigm, but again there are some small differences:
their approach chooses a distribution in the cover whiclshe maximum number of competitions, whereas our
algorithm chooses a distribution that is never defeated \{ion or achieved a draw against all other distributions
in the cover).

Proof: The algorithm performs a tournament by running the conipatthoose- Hypot hesi s*(H;, Hj, e,
d/(2N)) for every pair of distinct distributiongi;, H; in the coverS,. It outputs a distributiort™* € S, that
was never a loser (i.e. won or achieved a draw in all its coiti@es). If no such distribution exists i§, then
the algorithm outputs “failure.”

SinceS. is ane-cover of S, there exists som& < S, such thatdpy (X,Y) < e. We first argue that with
high probability this distributiorY” never loses a competition against any othiére S, (so the algorithm does
not output “failure”). Consider any”’ € S.. If dpy (X,Y”) > 4¢, by Lemmd8(ii) the probability that™ loses
to Y’ is at moste ™" /2 = O(1/N). On the other hand, 1y (X,Y”) < 44, the triangle inequality gives that
dry(Y,Y’) < 5e and thusY” draws against”’. A union bound over allV distributions inS. shows that with
probability 1 — §/2, the distributionY” never loses a competition.

We next argue that with probability at ledst /2, every distributionY” € S, that never loses has$’ close
to X. Fix a distributionY” such thatdry (Y’, X) > 6¢; Lemmd9(i) implies that”’ loses toY” with probability
1—2e~™m<*/2 > 1 - §/(2N). A union bound gives that with probability— §/2, every distributiony” that has
dry(Y', X) > 6e loses some competition.

Thus, with overall probability at leadt— ¢, the tournament does not output “failure” and outputs some
distributionY ™ such thatiry (X, Y™*) is at moste. This proves the lemma. [ ]

Proof of Theorem[2: We claim that the algorithm of Lemnialll has the desired sanusteplexity and can be
implemented to run in the claimed time bound. The sample texitp bound follows directly from Lemmial1.
It remains to argue about the time complexity. Note that tmning time of the algorithm ipoly(|Sz |) times
the running time of a competition. We will show that a comiperi betweentd, H, € S; . can be carried out by
an efficient algorithm. This amounts to efficiently compgtthe probabilitieg;, = H,(W;) andg; = Ha(W).
Note thatV = Z§:1 b; -{0,1,...,n;}. Clearly, W| < H?Zl(nj +1) = O((n/k)F). Itis thus easy to see
thatpy, ¢1 can be efficiently computed as long as there is an efficientighgn for the following problem: given
H = Z;‘f’:l b;S; € Sz andw € W, computeH (w). Indeed, fix any sucli/, w. We have that

Hw = Y T1Pis; =m),

mi,..my J=1

where the sum is over at-tuples(my, ..., my) such that < m; < n; forall j andbym; + - -- + bpmy, = w
(as noted above there are at me$(n/k)*) suchk-tuples). To complete the proof of Theor&in 2 we note that
Pry[S; = m;] can be computed i@(n?) time by standard dynamic programming. [

We close this subsection with the following remark: In rdcemrk [DDS11] the authors have given a
poly (¢, log(n), 1/¢)-time algorithm that learns ardtmodal distribution ovefn| (i.e. a distribution whose pdf
has at most “peaks” and “valleys”) using)(¢log(n)/e* + (¢/€)3log(¢/e)log log(¢/¢)) samples. It is natural
to wonder whether this algorithm could be used to efficielglyrn a sum of. weighted independent Bernoulli
random variables withk distinct weights, and thus give an alternate algorithm foedreni2, perhaps with bet-
ter asymptotic guarantees. However, it is easy to consrsamX = > | a;X; of n weighted independent
Bernoulli random variables witk distinct weights such thaX is 2-modal. Thus a naive application of the
[DDS11] result would only give an algorithm with sample cdexity exponential ink, rather than the quasi-
linear sample complexity of our current algorithm. If tfemodality of the above-mentioned example is the
worst case (which we do not know), then the [DDS11] algorithauld give apoly(2*,1log(n), 1/¢)-time algo-
rithm for our problem that use® (2" log(n)/e®) + 29%*) . O(1/€*) examples (so comparing with Theoréin 2,
exponentially worse sample complexity as a functioi ,dfut exponentially better running time as a function of
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n). Finally, in the context of this question (how many modes tteere be for a sum of weighted independent
Bernoulli random variables witk distinct weights), it is interesting to recall the resultkfl. Sato [Sat93]
which shows that for anyv there are two unimodal distributios, Y such thatX + Y has at leasiV modes.

3.2 Sample complexity lower bound for learning sums of weigied independent Bernoullis
Recall Theoreral3:

Theorem[3LetX = )" , i- X; be a weighted sum of unknown independent Bernoulli randoiables (where
the i-th weight is simply). Let L be any learning algorithm which, givemand access to independent draws
from X, outputs a hypothesis distributiodi such thatdry (X, X) < 1/25 with probability at lease=°("). Then

L must usé(n) samples.

Proof of Theorem[3: We define a probability distribution over possible targeshability distributionsX as

follows: A subsetS € {n/2 +1,...,n} of size|S| = n/100 is drawn uniformly at random from a(ln%go)
possible outcomes.. The vectpr= (p1,...,p,) is defined as follows: for each € S the valuep; equals

100/n = 1/|S], and for all otheri the valuep; equals 0. Theé-th Bernoulli random variabl&’; hasE[X;] = p;,
and the target distribution & = X; = """ | iX;.
We will need two easy lemmas:

Lemma 12 Fix any S, as described above. For anye {n/2 + 1,...,n} we haveX5;(j) # 0 if and only if
j € S. Foranyj € S the valueX;(j) is exactly(100/n)(1 — 100/n)"/'%0~1 > 35 /n (for n sufficiently large),
and henceXz({n/2+1,...,n}) > 0.35 (again forn sufficiently large).

The first claim of the lemma holds because any set®f2 numbers from{n/2 + 1,...,n} must sum to more
thann. The second claim holds because the only way a drdwm X5 can haver = jisif X; = 1 and all
otherX; are 0 (here we are usiign,_,.(1 — 1/x)* = 1/e).

The next lemma is an easy consequence of Chernoff bounds:

Lemma 13 Fix anyp as defined above, and consider a sequence/@f00 independent draws fro’X; =
>, iX;. With probability 1 — e=¥(™) the total number of indiceg € [n] such thatX; is ever 1 in any of the
n/2000 draws is at most,/1000.

We are now ready to prove Theoréin 3. Llebe a learning algorithm that receiveg2000 samples. Let
S c{n/2+1,...,n} andp be chosen randomly as defined above, and set the targettaXs.

We consider an augmented leardéthat is given “extra information.” For each point in the saeyinstead
of receiving the value of that draw frofki the learner’ is given the entire vectqrXy, ..., X,,) € {0,1}". Let
T denote the set of elementsc {n/2 + 1,...,n} for which the learner is ever given a vec(ot, ..., X,,)
that hasX; = 1. By LemmalIB we havél'| < n/1000 with probability at least — e~*(); we condition on
the event{T'| < n/1000 going forth.

Fix any valuel/ < n/1000. Conditioned onT’| = ¢, the setl" is equally likely to be any-element subset of
S, and all possible “completions” @f with an additionak/100—¢ > 9n,/1000 elements of n/2+1, ..., n}\T
are equally likely to be the true sgt

Let H denote the hypothesis distribution oJef that algorithmZ outputs. LetR denote the sefn/2 +
1,...,n} \ T; note that sincdT’| = ¢ < n/1000, we have|R| > 499n/1000. Let U denote the sef: €
R : H(i) > 30/n}. SinceH is a distribution we must havé/| < n/30. Each element irf' \ U “costs”
at least5/n in variation distance betweeN and H. SinceS is a uniform random extension af with at
mostn/100 — ¢ € [9n/1000,n/100] unknown elements oR and |R| > 499n/1000, an easy calculation
shows thatPr[|S \ U| > 8n/1000] is 1 — e~ ("), This means that with probability — ¢~*(") we have
drv(X,H) > 2 - 2 = 1/25, and the theorem is proved. [
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4 Extensions of the Cover Theorem of [DP11]

4.1 Proof of Theorem4

We only need to argue that thecovers constructed in [Das08] and [DP11] satisfy the pathe theorem fol-
lowing “finally;” we will refer to this part of the theorem akélast partin the following discussion. Moreover,
in order to avoid reproducing here the involved construngiof [Das08] and [DP11], we will assume that the
reader has some familiarity with these constructions. Nbetss, we will try to make our proof self-contained.

First, we claim that we only need to establish the last paiftteforeni% for the cover obtained [n [Das08].
Indeed, the:--cover of [DP11] is just a subset of th¢2-cover of [Das08], which includes only a subset of the
sparse form distributions in the/2-cover of [Das0B]. Moreover, for every sparse form distiitnu in thee/2-
cover of [Das0B], the-cover of [DP11] includes at least one sparse form distidbuthat ise/2-close in total
variation distance. Hence, if the'2-cover of [Das0B] satisfies the last part of Theofdm 4, itofo8 that the
e-cover of [DP11] also satisfies the last part of Theokém 4.

We proceed to argue that the cover [of [Das08] satisfies thiepéas of Theoreni 4. The construction of
the e-cover in [Das0B] works roughly as follows: Given an arbir@ollection of indicators{X;}! ; with
expectationdE[X;] = p; for all 4, the collection is subjected to two filters, called Bage land theStage 2
filters (see respectively Sections 5 and 6. of [Das08]). Udiegsame notation as [Das08] let us denotd By}
the collection output by the Stage 1 filter and{d; }; the collection output by the Stage 2 filter. The collection
output by the Stage 2 filter is included in the€over of [Das0B], satisfies thdty (>, X;,>, Y;) <€ andis
in either the heavy Binomial or the sparse form.

Let (uz,0%) and(uy, o3 ) denote respectively the (mean, variance) pairs of thedas& = 3, Z; and
Y =Y, Y;. We argue first that the paff:z, 0%) satisfiegu — uz| = O(e) and|o? — 0| = O(e - (1 + 0?)),
wherey, ando? are respectively the mean and varianceXof= >; Xi. Next we argue that, if the collection
{Y;}; output by the Stage 2 filter is in heavy Binomial form, thes, o3 also satisfiesu — uy| = O(e) and
lo? — 02| =01 +¢€- (1+2)).

e Proof for (uz,0%): The Stage 1 filter only modifies the indicato¥s with p; € (0,1/k) U (1 — 1/k, 1),
for some well-chosert = O(1/¢) (as in the statement of Theordrh 4). For convenience let usedefi
L={i|p; € (0,1/k)} andH = {i|p; € (1 —1/k,1)} as in [DasOB]. The filter of Stage 1 rounds the
expectations of the indicators indexed Byo some value i{0, 1/k} so that no expectation is altered by
more than an additivé/k, and the sum of these expectations is not modified by moreahadditive
1/k. Similarly, the expectations of the indicators indexedtbgire rounded to some valuefh—1/k,1}.
See the details of how the rounding is performed in Sectioh[B@s08]. Let us then denote Hy)}; the
expectations of the indicatofsZ; }; resulting from the rounding. We argue that the mean and vegiaf
Z =Y, Z;is close to the mean and varianceXof Indeed,

= pzl =Y _pi= > 0h|=| > pi— > pi| <O(1/k)=O0(e). (14)
i i I€ECOM  ieLUH
Similarly,
0® — o3| = D> pi(1—pi) = Y pi(1—pl)

=D pil—p) = > pi(1—p)

€L €L

+

D opi(l=pi) =Y pi(1—p})|.

1€H 1€H

We proceed to bound the two terms of the above summationaeparSince the argument is symmetric
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for £ andH we only doL. We have

D il —pi) =D pi(1—1f)

€L €L

=1 (i — P~ (pi + 1)

1€L

= 1> i =) = > (pi — ) (pi + 1))

€L €L
> i = P)|+ D _(pi = 1})(pi + p})
€L €L

1
<o+ lpi = pilvi + 1)

€L

1
T Z(pi +p})

1eL

+% <2Zp,-+1/k>

el
%( Msz —1/k) +1/1<;>

+;< 1/kzpz — Di +1/k>
1 sz 1_pz

ZEE

IN

+

IN
> =

IN
> =

<

wlw

|
?vll—‘ | =

Using the above (and a symmetric argument for index-8ete obtain:

2 2 2 5, )
|O‘ —O‘Z| k+ﬁ+m0 —O(E)(1+0') (15)

e Proof for (uy, 0%): After the Stage 1 filter is applied to the collecti¢iX; }, the resulting collection of
random variable§Z;} has expectationg, € {0,1} U [1/k,1 — 1/k], for all i. The Stage 2 filter has
different form depending on the cardinality of the get = {i | p, € [1/k,1 — 1/k]}. In particular, if
|M| > k3 the output of the Stage 2 filter is in heavy Binomial form, ehifl if |M| < k3 the output of
the Stage 2 filter is in sparse form. As we are only looking tavjgle a guarantee for the distributions in
heavy Binomial form, it suffices to only consider the formase next.

— |[M]| > Kk3: Let {Y;} be the collection produced by Stage 2 and¥fet= Y, Y;. Then Lemma 6.1
in [Das08] implies that

1z — py| = 0(e) and |63 — o3| = O(1).

Combining this with[(T#) and (15) gives
= py|=0(e) and |o® —of| = O(1 +¢- (1 + 0?%)).

This concludes the proof of Theorém 4. |
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4.2 Improved Version of Theorem4

In our new improved version of the Cover Theorem, khleeavy Binomial Form distributions in the cover are
actually Binomial distribution®8in (¢, ¢) (rather than translated Binomial distributions as in thigipal version)
for somel < n and somey which is of the form (integeyy (rather thany of the form (integer)(kn) as in the
original version). This gives an improved bound on the caize. For clarity we state in full the improved
version of Theorernl4 below:

Theorem 6 (Cover for PBDs, stronger version)For all € > 0, there exists am-coverS, C S of S such that

1. (8. < n?+n- (1)°0F V9 ang

~ ~ 2
2. The setS, can be constructed in time linear in its representation sige O(n?) + O(n) - (%)O(1Og e,

Moreover, if{Z;} € S, then the collectio{ Z;} has one of the following forms, wheke= k(¢) < C/cis a
positive integer, for some absolute constéht- 0:

(i) (Sparse Form) Thereis avalde< k* = O(1/€®) such that for ali < ¢we haveE[Z;] € {k—lg, Z = }
and for all: > ¢ we haveE[Z;] € {0, 1}.

(i) (Binomial Form) There is a valué € {0,1,...,n} and avalueg € {1,2 ... 2=} such that for all

i < {we haveE[Z;] = g; for all i > ¢ we haveE[Z;] = 0; and /, g satisfy the boundé; > k? — 2 — 1
and/(g(l1 —q) > k*—k—3— 2.

Finally, for every{ X;} € S for which there is ne-neighbor inS, that is in sparse form, there exists a collection
{Z;} € S in Binomial form such that

(i) drv (D2 Xi, >2; Zi) < ¢ and

(v) if u =E, Xi], p = E[Y; Zi], 0? = Var[}_, X;] and5? = Var[}_, Z;], then|u — i] = 2 + O(e) and
|02 — 52| =O0(1 + ¢ (1+ ?)).

Proof: Suppose thak = {X;} € Sis a PBD that is no¢; -close to any Sparse Form PBD in the coSer of
TheorenT#, where; = O(¢) is a suitable (small) constant multiple ofmore on this below). Let, o2 denote
the mean and variance 9f, X;. Parts (iii) and (iv) of Theorernl4 imply that there is a collent{Y;} € S,
in k-heavy Binomial Form that is close {0, X; both in variation distance and in its meahand variancer’.
More precisely, let, q be the parameters definidd;} as in part (i) of Theorerhl4 and lgt, o’? be the mean
and variance o}, Y;; so we have.’ = (g + t for some integed < t < n — £ ando’? = (g(1 — q) > Q(1/€?)
from part (ii). This implies that the bounds — i//| = O(e1) and|o? — 02| = O(1 + €1 - (1 + o?)) of (iv)
are at least as strong as the bounds given by Equation (2 (ehave used the fact thatis a suitably small
constant multiple ot), so we may use the analysis of Secfion 2.2. The analysis aifdB€.2 (Claini¥ and
Lemma2) gives thadry (X, TP(i/, %)) < O(ey).

Now the analysis okocat e- Bi noni al (from Sectiol2#) implies that P(y/, o'?) is O(e)-close to a
Binomial distributionBin (7, p). We first observe that in Step 2.a of Secfion 2.4, the variafice= /q(1 — q)
is at mostn /4 and so ther? that is defined in Step 2.a equalé. We next observe that by the Cauchy-Schwarz
inequality we have/? < n(u' — o’?), and thus the value3 defined in Step 2.b of Sectin 2.4 also equgfs
Thus we have that the distributidin(n, p) resulting fromLocat e- Bi nomi al is defined by

| (g +t)? .l
n_{etht and p=7

So we have established that is O(e;)-close to the Binomial distributiolin(n,p). We first establish
that the parameters, p and the corresponding mean and variafce 7p, 62 = np(1 — p) satisfy the bounds
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claimed in parts (i) and (iv) of Theorelm 6. To finally provettheorem we will také = 7 andg to bep rounded
to the nearest integer multiple df», and we will show that the Binomial distributidBin (, g) satisfies all the
claimed bounds.

If ¢ = 0 then it is easy to see that = ¢ andp = ¢ and all the claimed bounds in parts (ii) and (iv) of
Theoreni 6 hold as desired far p, /i ands?. Otherwiset > 1 and we have

lq+1)? lq® +t
=z (Ggy 1) (e ) 2ave- 12tz
and similarly
R L R lq +t)? lg® +t lq —lq? 3

2 1— > ( —1)- . = 1— p(l — > K—k—2-2
so we have the bounds claimed in (ii). Similarly, we have

, (Lg+)°\ (L +t\ _ . ..,
wo=tatt <€q2+t lgrt )= h=m=zw—1

so from part (iv) of Theorernl4 we get the desired bolmd- /i| < 1 + O(e) of Theoren{B. Recalling that
"2 = (q(1 — q), we have shown above that > o’ — 1; we now observe that

o (g +t)*\ (L +t\ (lg—Lg®\ _ .. . o
7= < I+t ) <£q+t> < lg+t ) = Ap(l = p) =07,
so from part (iv) of Theorerml4 we get the desired boiatd— 62| < O(1 + ¢(1 + o)) of Theorenib.

Finally, we take/ = 7 andq to bep rounded to the nearest multiple dfn as described above; =
Bin(¢, q) is the desired Binomial distribution whose existence isnotal by the theorem, and the parameters
fi, o2 of the theorem ar@ = /g, 5> = (g(1 — q). Passing fronBin(#, p) to Bin(¢, 7) changes the mean and
variance of the Binomial distribution by at most 1, so all ¢k@med bounds from parts (ii) and (iv) of Theorem 6
indeed hold. To finish the proof of the theorem it remains dalghow thatdry (Bin (¢, p), Bin(¢, 7)) < O(e).
Similar to Sectio 2]2 this is done by passing through Tegadl Poisson distributions. We show that

drv (Bin(l,p), TP(p, £p(1 - p))),  drv(TP(€p, €p(1 — p)), TP(4q, lq(1 — 7)), and
drv(TP(€q,04(1 — 7)), Bin(¢, 7))
are each at mos?(¢), and invoke the triangle inequality.

1. Boundingdry (Bin(Z, p), TP(¢p, {p(1 — p))): Using LemmdL, we get
_ - 1 2
drv (Bin(Z, p), TP(0p, 7p(1 — p))) < TR —
B TPE B0 D) S et
Sincelp = np > k* — 1/k = Q(1/€?) we have that the RHS above is at moxXk).

2. Boundingdry (T P(¢p, fp(1 — p)), TP(£q,£q(1 — q))): Let 52 denotemin{/p(1 — p), £g(1 — ¢)}. Since
|g —p| < 1/n, we have thatg(1 — q) = £p(1 — p) £ O(1) = Q(1/€?) sos = Q(1/¢). We use LemmaA]2,

which tells us that
lp—1 lp(1 —p) —Lq(1 —q)| +1
drv (TP(lp, p(1 — p)), TP(0q, Lq(1 — 7)) < ‘p& 4l | 11~ P) 53( iRy
Since|p — | < 1/n, we have thatlp — £q| = |p — ¢| < £/n < 1, so the first fraction on the RHS
of @8 isO(¢). The second fraction is at mogD(1) + 1)/6% = O(€?), so we getdry (T P(¢p, {p(1 —
p)), TP(£q,0q(1 — q))) < O(e) as desired.

(16)

3. Boundingdry (T P(¢g,¢q(1 — q)),Bin(¢,q)): We use Lemmall similar to the first case above, together
with the lower boundr = Q2(1/¢), to get the desired(e) upper bound.

This concludes the proof of Theorém 6. [ |
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5 Birgé’s theorem: Learning unimodal distributions

Here we briefly explain how Theordm 5 follows from [Bii97]. \Wssume that the reader is moderately familiar
with the paper([Bir9r].

Birgé (see his Theorem 1 and Corollary 1) upper bounds thea®d variation distance between the target
distribution (which he denoteg) and the hypothesis distribution that is constructed byalgerithm (which
he denotes,,; it should be noted, though, that his™parameter denotes the number of samples used by the
algorithm, while we will denote this byr#”, reserving ‘n” for the domain{1,...,n} of the distribution).
More precisely,[[Bir97] shows that this expected variatitistance is at most that of the Grenander estimator
(applied to learn a unimodal distribution when the mode isvkm) plus a lower-order term. For our Theorem 5
we take Birgé’s #)” parameter to be. With this choice ofy, by the results of [Bir87d, Bir87b] bounding the
expected error of the Grenander estimatornif= O(log(n)/e*) samples are used in Birgé’s algorithm then
the expected variation distance between the target disisiband his hypothesis distribution is at maése).

To go from expected errar to ane-accurate hypothesis with probability— ¢, we run the above-described
algorithmO(log(1/4)) times so that with probability at least- § some hypothesis obtainededsccurate. Then
we use our hypothesis testing procedure of Leiima 8, or, nteasely, the extension provided in Lemma 11,
to identify anO(¢)-accurate hypothesis. (The use of Lemimh 11 is why the rurtiimgof Theoreni 5 depends
quadratically orog(1/4).)

It remains only to argue that a single run of Birgé’s alduriton a sample of sizew = O(log(n)/€?) can be
carried out inO(log?(n)/€®) bit operations (recall that each sample isg(n)-bit string). His algorithm begins
by locating an- € [n] that approximately minimizes the value of his functié(r) (see Section 3 of [Birg7]) to
within an additiven = ¢ (see Definition 3 of his paper); intuitively thisrepresents his algorithm’s “guess” at
the true mode of the distribution. To locate suchrafollowing Birgé’s suggestion in Section 3 of his paper, we
begin by identifying two consecutive points in the samplehsthatr lies between those two sample points. This
can be done usinipg m stages of binary search over the (sorted) points in the sanwwblere at each stage of the
binary search we compute the two functiahis andd™ and proceed in the appropriate direction. To compute
the functiond™ (j) at a given pointj (the computation ofi* is analogous), we recall that (j) is defined as
the maximum difference ovét, j] between the empirical cdf and its convex minorant d¥ej]. The convex
minorant of the empirical cdf (over. points) can be computed @((log n)m) bit-operations (where thieg n
comes from the fact that each sample point is an element| pfand then by enumerating over all points in the
sample that lie i1, j] (in time O((log n)m)) we can computé— (j). Thus it is possible to identify two adjacent
points in the sample such thaties between them in timé&((logn)m). Finally, as Birgé explains in the last
paragraph of Section 3 of his paper, once two such points Iese identified it is possible to again use binary
search to find a point in that interval wherel(r) is minimized to within an additive). Since the maximum
difference betweed~ andd, can never exceed 1, at mdsg(1/n) = log(1/¢) stages of binary search are
required here to find the desired

Finally, once the desiredhas been obtained, it is straightforward to output the figpbthesis (which Birgé
denotesfn. As explained in Definition 3, this hypothesis is the demxabf F;L‘, which is essentially the convex
minorant of the empirical cdf to the left efand the convex majorant of the empirical cdf to the right oAs
described above, given a value iothese convex majorants and minorants can be computél] (g n)m)
time, and the derivative is simply a collection of unifornstiibutions as claimed. This concludes our sketch of
how Theoreni 5 follows fron{ [Bir97].

6 Efficient Evaluation of the Poisson Distribution

In this section we provide an efficient algorithm to computeédditive approximation to the Poisson probability
mass function. This seems like a basic operation in hunmexilysis, but we were not able to find it explicitly
in the literature.

Before we state our theorem we need some notation. For aveasitegern, denote byjn| its description
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complexity (bit complexity), i.e]n| = [log, n]. We represent a positive rational numlqeisg—;, whereqy, ¢o
are relatively prime positive integers. The descriptiomptexity of ¢ is defined to beég| = |q1] + |g2|. We are
now ready to state our theorem for this section:

Theorem 7 There is an algorithm that, on input a rational number> 0, and integersk > 0 and¢ > 0,

produces an estimaig, such that

=N 1
Pk — | < 7

wherep;, = Akgf " is the probability that the Poisson distribution of paraered assigns to integek. The

running time of the algorithm i© (|t|> + |k| - |t| + || - [¢]).

Proof: Clearly we cannot just compute *, \* and k! separately, as this will take time exponential in the
description complexity ok and A. We follow instead an indirect approach. We start by remgitihe target
probability as follows

P = e—)\+k In(A\)—In(k!)

Motivated by this formula, let

Ei = =X+ kIn(\) — In(k!).
Note thatF), < 0. Our goal is to approximaté&); to within high enough accuracy and then use this approxima-
tion to approximatey,.

In particular, the main part of the argument involves an igfficalgorithm to compute an approximatifﬁ\};
to F, satisfying
= 1 1 1
E—E(<—<——_. 17
"f M= ar ot 8 (17)
This approximation has bit complexity(|k| + ||+ |t|) and can be computed in tind®(|%| - [¢| + |A| +|¢]%).
We first show how to use such an approximation to completeribhaf pWe claim that it suffices to approxi-

matee”* to within an additive erro%. Indeed, ifp;, is the result of this approximation, then:

5, < cbr +%§ Frtgi—gh o L B+ d) +%

1 1 1
<efr 14+ = — < —
<e ( +2t>+2t_pk+t’

and similarly

t 2t 2t

1\ 1 1\ 1 1
>Ek/ 1+ —)——>efr(1- =) - =>p.— =.
= <+2t> or = ° ( 2t> ot =Pk 7

We will need the following lemma:
Lemma 14 Leta < 0 be a rational number. There is an algorithm that computesstimetee® such that
‘g& - ea‘ < 1
2t

and has running timé(|a| - [t| + |t[?).
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Proof: Sincee® € [0,1], the point of the additive gr|({4t * | closest toe“ achieves error at most/(4¢).

Equivalently, in a logarithmic scale, consider the gfid 4 and letj* := arg min; {‘ — ln(ﬂ)‘}. Then,
we have that ,

L — ea < i

(4t) T4t

The idea of the algorithm is to approximately identify thénpg™, by computing approximations to the points of
the logarithmic grid combined with a binary search procedundeed, consider the “rounded” grth 4% i

—

where eachin(Z;) is an approximation tdn(--) that is accurate to within an additiv%. Notice that, for

1=1,...,4t:
1+1 1 1 1
_ ) = ~) > — :
ln< 4t> ln<4t> ln<1+,>_ln<l+4>>1/8t

Given that our approximations are accurate to within antaedi /16¢, it follows that the rounded gn@lln M
iS monotonic in.
The algorithm does not construct the points of this grid iexpl, but adaptively as it needs them. In

—

particular, it performs a binary search in the §gt. . . , 4t} to find the point* := arg min, {‘a — ln(ﬁ)‘}. In
every iteration of the search, when the algorithm examihegbintj, it needs to compute the approximation

—_—

= In(4;) and evaluate the distange— g;|. Itis known that the logarithm of a numbemwith a binary fraction
of L bits and an exponent of L) bits can be computed to within a relative er@{2 ") in time O(L) [Bre75].
It follows from this thatg; hasO(|t|) bits and can be computed in tin@(|t|). The subtraction takes linear
time, i.e. it use<D(|a| + |t|) bit operations. Therefore, each step of the binary searotbeadone in time
O(|a|) + O(|t]) and thus the overall algorithm ha¥|«a| - |t|) + O(|t|?) running time.

The algorithm output% as its final approximation te®. We argue next that the achieved error is at most

an additive-. Since the distance between two consecutive points of the{tyr -}/ | is more thari /(8t) and
our approximations are accurate to within an additiyé6t, a little thought reveals that € {j*—1, j*, j*+1}.
This implies that% is within an additivel /2t of e® as desired, and the proof of the lemma is complete. B

We now proceed to describe how to approxim@@\e. Recall that we want to output an estimajesuch
that |p;, — eP*| < 1/(2t). We distinguish the following cases:

o If Ek > 0, we outputp, := 1. Indeed, given th#tEk Ek‘ < L andE;‘C <0, if Ek > OthenEk € [o, 4t]

Hence, because> 1, eEk € [1,1+ 1/2t], sol is within an additivel /2¢ of the right answer.

e Otherwise p;. is defined to be the estimate obtained by applying Lemnha 14 fer ﬁ Given the bit
complexity of];E\;, the running time of this procedure will B&(|k| - [t| + |A| - [¢t| + [¢]?).

Hence, the overall running time @(|%| - |t| + |A| - [t] + [¢]*).

We now show how to comput?ei. There are several steps to our approximation:

1. (Stirling’s Asymptotic Approximation): Recall Stirlgls asymptotic approximation (see e.g. [WHi80]
p.193):
Ink! =kIn(k) — k+ (1/2) - In(27) + i M + O(1/E™).
GG BT

where By, are the Bernoulli numbers. We define an approximatiom&t as follows:

e mo 1\
Ink!:= kln(k) — k + (1/2) - In(2n) +Z%
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for mg := [%] + 1.

. (Definition of an approximate exponeﬁ\’ﬁg): DefineE; = —A+ kIn(\) — f(k\') Given the above
discussion, we can calculate the distancé&pto the true exponent;, as follows:
|Ex — Ex| < [In(k!) — In(K)| < O(1/k™) (18)
1
< —. 19
< 1ot (19)

So we can focus our attention to approximatﬁg Note thatFy, is the sum ofng + 2 = O(llgg}i) terms.

To approximate it within errot /(10t), it suffices to approximate each summand within an additiver e
of O(1/(t - logt)). Indeed, we so approximate each summand and our final appatian £, will be the
sum of these approximations. We proceed with the analysis:

. (Estimating27): Since2w shows up in the above expression, we should try to approgiihat is known

that the first¢ digits of 7 can be computed exactly in tim@(log ¢ - M (¢)), whereM (¢) is the time to

multiply two ¢-bit integers[[Sal76, Bre76]. For example, if we use thedbtiage-Strassen algorithm for

multiplication [SS71], we geb/ (¢) = O(¢ - log ¥ - loglog ¢). Hence, choosing := [logy (12t - logt)],

we can obtain in tim@(|t|) an approximatior2r of 27 that has a binary fraction dfbits and satisfies:
2r—27] <27 = (1-2792r <27 < (1+29)2n

Note that, with this approximation, we have

In(27) — In(27)| < In(1 —27%) < 27¢ < 1/(12t - log t).

. (Floating-Point Representation): We will also need aziiapproximations tm 27, Ink andln \. We
think of 2 andk as multiple-precision floating point numbers basén particular,

e 27 can be described with a binary fraction/of 3 bits and a constant size exponent; and

o k= 2Mskl. ko can be described with a binary fraction[afg k1, i.e. |/, bits and an exponent
of lengthO(log log k), i.e. O(log |k|).

Also, since) is a positive rational numbep, = i—; where\; and )\, are positive integers of at most

|A| bits. Hence, fori = 1,2, we can think of\; as a multiple-precision floating point number base
2 with a binary fraction of|\| bits and an exponent of length(log |\|). Hence, if we choosd. =
Mogy(12(3k + 1)t2 - k - A - A2)] = O(Jk| + |A| + |t]), we can represent all numbeZs, A, Ao, k as
multiple precision floating point numbers with a binary tian of L bits and an exponent @d(log L)
bits.

. (Estimating the logs): It is known that the logarithm ofuamberz with a binary fraction ofL bits and an
exponent ob(L) bits can be computed to within a relative ert@f2—%) in time O(L) [Bre75]. Hence,

—

in time O (L) we can obtain approximations ﬁ, E\k, lfk\l, lf/\\2 such that:

° |ﬂ1\k —Ink| <27 Fnk < m; and similarly
[ ] |lnﬁ—lnﬁ| S m
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6. (Estimating the terms of the series): To complete theyaimlwe also need to approximate each term of

the forme; = m_?ﬁ up to an additive error o®(1/(t - logt)). We do this as follows: We compute

the numbers3; andk’ —1 exactly, and we perform the division approximately.

Clearly, the positive intege’ ~! has description complexity - |k| = O(myg - |k|) = O(|t| + |k|), since

j = O(my). We computek’—! exactly using repeated squaring in tif;j - |k|) = O(|t| + |k|). Itis
known [Fil92] that the rational numbeB; hasO(j) bits and can be computed @(;2) = O(|t|?) time.
Hence, the approximate evaluation of the ter{up to the desired additive error of (¢ logt)) can be
done inO(|t|? + |k|), by a rational division operation (see elg. [Knu81]). Thesif all the approximate
terms takes linear time, hence the approximate evaluafigheoentire truncated series (comprising at

mostmg < |t| terms) can be done i@ (|t|* + |k| - |t|) time overall.

Let E\k be the approximation arising if we use all the aforementloagproximations. It follows from the
above computations that

7. (Overall Error): Combining the above computations we get

= 1
E—E(<_.
"“ Ml =

The overall time needed to obtaly, wasO(|k|- |¢| + |A|+|¢|*) and the proof of the theorem is complete.

7 Conclusion and open problems

While we have essentially settled the sample and time coditylef learning an unknown Poisson Binomial
Distribution to high accuracy, several natural goals renfiai future work. One goal is to obtain a proper learn-
ing algorithm which is as computationally efficient as oun+oper algorithm. Another goal is to understand
the sample complexity of learnirigg-concavedistributions overn] (a distributionX over [n] is log-concave

if p? > p;y1pi—1 for everyi, wherep; denotesPr[X = j]). Every PBD ovelln] is log-concave (see Sec-
tion 2 of [KG71]), and every log-concave distribution oer is unimodal; thus this class lies between the
class of PBDs (now known to be learnable frcfh(ﬂ /e3) samples) and the class of unimodal distributions (for
which Q(log(n)/€®) samples are necessary). Can log-concave distributionsoMee learned fronpoly(1/¢)
samples independent af If not, what is the dependence of the sample complexitydn
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