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0 THE AUTOMORPHISM GROUP OF THE GROUP OF

UNITRIANGULAR MATRICES OVER A FIELD

AYAN MAHALANOBIS

ABSTRACT. This paper finds the generators of the automorphism group ofthe
group of unitriangular matrices over a field. Most of this paper is an exposition
of the work of V.M. Levc̆huk, part of which is in Russian. Someproofs are of
my own.

1. INTRODUCTION

The automorphism group of the group of unitriangular matrices over a field was
studied by many [5–7]. In this direction, the first paper was in Russian, published
by Pavlov in 1953. Pavlov studies the automorphism group of unitriangular ma-
trices over a finite field of odd prime order. Weir [7] describes the automorphism
group of the group of unitriangular matrices over an finite field of odd characteris-
tic. Maginnis [6] describes it for the field of two elements and finally Levc̆huk [5]
describes the automorphism group of the group of unitriangular matrices over an
arbitrary ring. In this expository article, we will study the automorphism group of
the group of unitriangular matrices over an arbitrary fieldF.

To start, we denote the algebra of all lower niltraingular matrices overF, of size
d, by NT(d,F). This is the set of all matrices that have zero on and above the
diagonal, and arbitrary field element (possible non-zero) below the main diagonal.
It is known to be anilpotent algebra, Md = 0, for all M ∈ NT(d,F). Where0 is
the zero matrix of sized. The general method, that we describe below, works only
whend is greater than 4. The case ofd = 3 andd = 4 can be computed by hand
and was done by Levc̆huk [5]. Henceforth, we assume thatd ≥ 5.

One can define two operations on the set NT(d,F).

: The first operation is�, defined asa � b = a+ b+ ab.
: The second operation is∗, defined asa ∗ b = ab− ba.

It is known that(NT(d,F), �) is isomorphic to UT(d,F), the group of (lower)
unitriangular matrices. The isomorphism beingx 7→ 1 + x, where 1 is the iden-
tity matrix of sized. This groups is also known as theassociated groupof the
ring NT(d,F). In this paper, we will denote the associated group of NT(d,F) by
UT(d,F).
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The second operation is a Lie bracket, it is known that(NT(d,F),+, ∗) is a Lie
algebra. In this paper, we will denote this Lie algebra by NT∗(d,F). It is not hard
to see, in the light of Equations 3 and 4 later, that this Lie algebra is the same as
the graded Lie Algebra of the group UT(d,F).

For i > j andx ∈ F, we define the matrix unitxei,j to be thed× d matrix with
x in the(i, j) position and0 everywhere else.

The defining relationsin these three algebraic objects are the relations in the
fieldF and the following:
The algebra NT(d,F).

(1) (xei,j)(yek,l) =

{

xyei,l whenever j = k

0 otherwise

The group UT(d,F).

(xei,j) � (yei,j) = (x+ y)ei,j(2)

[xei,j , yek,l] =







xyei,l whenever j = k

−xyek,j whenever i = l

0 otherwise
(3)

The Lie algebra NT∗(d,F).

(xei,j) ∗ (yek,l) =







xyei,l whenever j = k

−xyek,j whenever i = l

0 otherwise
(4)

From the Relation 3, it follows, that a set of generators for the UT(d,F), is of
the formxei+1,i, x ∈ F andi = 1, 2, . . . , d − 1. This is actually a set ofminimal
generators. Since the commutator relation and the relationin the Lie algebra are
the same, the same set acts as generators for the Lie algebra as well.

Define

Γk =
{

M =
∑

mi,jei,j ∈ UT(d,F); mi,j = 0, i− j < k
}

,

in other words, theΓ1 = UT(d,F). The subgroupΓ2 is the commutator of
UT(d,F). It consists of all lower niltriangular matrices with the first subdiago-
nal entries zero. The first subdiagonal can be specified by allentries(i, j) with
i− j = 1. SimilarlyΓ2 consists of all matrices with the first two subdiagonals zero
and so on. It follows thatΓd = 0.

It follows from Relation 3, ifi− j = k1 andk− l = k2 and[xei,j , yek,l] is non-
zero, then the commutator isxyei,l or xyek,j. In both these cases,i − l or k − j

equalsk1 + k2. Taking these into account, one can prove the next proposition.

Proposition 1.1. In UT(d,F), the lower central series and the upper central series
are identical and is of the form UT(d,F) = Γ1 > Γ2 > . . . > Γd−1 > Γd = 0.
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There is an interesting and useful connection between the normal subgroups of
UT(d,F) and ideals of NT∗(d,F). The connection can be motivated by a simple
observation: Let1 + L is in UT(d,F), i.e.,L ∈ NT(d,F). Then

(5) (1 + eij)
−1 (1 + L) (1 + eij) = 1 + L+ (L ∗ eij) ,

which implies that under suitable conditions, elements in anormal subgroup of
UT(d,F) are closed under Lie bracket. Conversely, under suitable condition, an
ideal of NT∗(d,F) is a normal subgroup of UT(d,F).

Furthermore one should also notice, if a subgroupH of UT(d,F) is abelian,
then we have(1 + L)(1 +M) = (1 +M)(1 + L) for 1 + L, 1 +M ∈ H; which
implies thatL ∗M = 0, i.e., if a subgroup is abelian and an ideal, then that ideal is
abelian as well and vice versa.

Notice that, in the motivation above, we have represented anelement of the
group UT(d,F) as1 + L, whereL ∈ NT(d,F). This is not necessary, we can use
L and the operation�. However, since1 + L makes the group operation matrix
multiplication, this makes our motivation transparent. From now on, elements in
UT(d,F) will be represented as elements of NT(d,F), with the operation�.

For i > j, let us defineNi,j to be the subset of NT(d,F) with all rows less then
theith row zero and all columns greater than thejth column zero. It is a rectangle
and Weir [7] calls it apartition subgroup. It is straightforward to see thatNi,j is
an abelian (two-sided) ideal of the ring NT(d,F). From this it follows thatNi,j is
an abelian ideal of NT∗(d,F).

Lemma 1.2. If H is a maximal abelian normal subgroup of UT(d,F) or a maximal
abelian ideal of NT∗(d,F), then

• H2 ⊆ H.
• H2 ⊆ Nd,1.
• αγβ + βγα = 0 for α, β ∈ H andγ ∈ NT(d,F).

Proof. From maximality, it follows thatH contains the annihilator of the ring
NT(d,F), i.e., the subset{x | xy = 0 = yx, for all y ∈ NT(d,F)}. We show that
H2 is contained in the annihilator. We only work with the associated group, the
proof for Lie algebra is identical.

SinceH is normal, for anyα, β ∈ H andγ = xeij ∈ NT(d,F), α commutes
with (−xeij) � β � (xeij). This implies that

α � (β + β(xeij)− (xeij)β) = (β + β(xeij)− (xeij)β) � α

SinceH is abelian,αβ = βα,

(αβ(xeij) + (xeij)βα)− (α(xeij)β + β(xeij)α) = 0
3



Now notice that the matrix represented in the first parenthesis has non-zero ele-

ments only on thei
th

row and thej
th

column. On the other hand the matrix rep-

resented by the second parenthesis has both thei
th

row and thej
th

column zero.
Hence the equality is possible only when both the matrices are zero.

This implies thatαβ(xeij) = 0 = (xeij)βα for i > j andi = 2, 3, . . . , d and
j = 1, 2, . . . , d− 1. It is also clear thatαγβ + βγα = 0 for γ = xei,j.

Notice that for anyd× d matrixA, Aei,j is the matrix with only thejth column
non-zero and the contents are the contents of theith column. Thusαβ(xeij) = 0

implies that theith column ofαβ is zero fori = 2, 3, . . . , d. Similarly one can
show, that thejth row is zero forj = 1, 2, . . . , d − 1. Then it follows thatH2 ⊆

Nd,1.
Since any matrix in NT(d,F) can be written as a linear combination of elemen-

tary matricesxei,j, the proof thatH2 is contained in the annihilator is complete.
Furthermore, sinceH is closed under addition, we haveαγβ + βγα = 0, for all
γ ∈ NT(d,F). •

Theorem 1.3(Levc̆huk, 1976). A maximal abelian normal subgroups of UT(d,F)
is also a maximal abelian ideals of NT∗(d,F) and vice versa.

Proof. LetN be a maximal abelian normal subgroup of UT(d,F). Then construct
the subgroup

N ′ = 〈N ∪ {α− β}, α, β ∈ N〉

Clearly N ′ is an abelian subgroup. Since matrix multiplication distributes over
addition, the subgroupN ′ is normal. SinceN is contained inN ′, the maximality
implies thatN = N ′ and soN contains the sum of any two of its elements.

To show that it is closed under Lie bracket, notice that,N is normal implies
(−xeij) � α � (xeij) is in N . This implies thatα + (α ∗ xeij) is in N . SinceN is
closed under addition,α ∗ xeij is inN .

The fact thatN is an abelian ideal follows from the fact thatN is an abelian
group.

Conversely, assume thatI is a maximal abelian ideal of the Lie ring NT∗(d,F).
Then from Lemma 1.2,I2 ⊆ I. This proves thatI is a subring, this implies
that it is closed under�. SoI is a subgroup, and sinceα ∗ xeij ∈ I, for α ∈ I

andxeij ∈ NT(d,F), α(xeij) − (xeij)α ∈ I. This shows thatI is a normal
subgroup. •

2. MAXIMAL ABELIAN IDEALS OF NT∗(d,F)

Notice that the centralizer of any set in the ring NT(d,F), the associated group
UT(d,F), and the Lie ring NT∗(d,F) is identical. Let us look at the centralizer

of Ni,j. Notice that, if

(

∑

m>n
am,nem,n

)

Ni,j = Ni,j

(

∑

m>n
am,nem,n

)

. Then the

left hand side is a linear combination of the rows ofNi,j and the right hand side is a
4



linear combination of columns ofNi,j. Since the entries ofNi,j are arbitrary field
elements, the only way that this is possible is thatem,nNi,j = 0 andNi,jem,n = 0

for m > n. So to find the centralizer is to look form,n with m > n, such that
em,nNi,j = 0 = Ni,jem,n. Now it is easy to see that the centralizer

C (Ni,j) = Nj+1,i−1.

SinceC (Ni+1,i) = Ni+1,i, if Ni+1,i is properly contained in an abelian ideal, then
that ideal is contained in the centralizer; which is impossible. This proves that

(6) Ni+1,i

is a maximal abelian ideal of NT∗(d,F) for i = 1, 2, . . . , d−1. Further notice that,

Γk = Nk+1,1 +Nk+2,2 + . . .+Nd,d−k,

taking intersection of partition subgroups, it is easy to see thatC (Γk) = Nd−k+1,k.
In particular, ifd is even, i.e.,d = 2k for some integerk, thenC (Γk) = Nk+1,k.

2.1. Are there any other maximal abelian ideals of NT∗(d,F)? Let H be a
maximal abelian ideal of NT∗(d,F). Following Levc̆huk [4], we defineHi,j to be
a subset ofF, whose elements are in the(i, j) position of a matrix belonging toH.

Let m be the smallest, andn be the largest integer such thatHm,1 6= 0 and
Hd,n 6= 0. SinceH is an ideal, fori > j > 1 andi < m, H ∗ ej,1 ∈ H. This
implies thatHi,jei,1 ∈ H. Now for i < m, Hi,1 = 0, henceHi,j = 0 for i < m.

Similarly, one can show thatHi,j = 0 for j > n by looking at the fact,H∗ed,j ∈

H.
Two things can happen, eithern < m or n ≥ m. In the first case, it is clear that

H is contained inNm,m−1 and is thusNm,m−1.
If we assume thatn ≥ m, then the description ofH is bit involved. It gives rise

to maximal abelian ideals ofexceptionaltype.
First notice, ifn = m, thenHm,j = 0 for j > 1 andHi,n = 0 for i < d. This

follows from the fact thatH2 ⊆ Nd,1 (see Lemma 1.2).
In this case (n = m), letα, β ∈ H. Thenα∗β = 0. If we writeα =

∑

i>j

αi,jei,j

andβ =
∑

i>j

βi,jei,j, thenαn,1βd,n−βn,1αd,n = 0. Now notice thatH being closed

under addition, we can assume thatαn,1 andαd,n are non zero. This implies that
the maximal abelian idealH is of the form: for a fixedc ∈ F

(7) {Ni+1,i−1 + xei,1 + xced,i; x ∈ F} .

Now let us consider the case ofn > m, in this case we first show thatn > m+1

is impossible.
Forn > m, we show thatHm,i = 0 for i > 1. Notice that forn > m > i > 1,

en,m ∗ (H ∗ ei,1) ∈ H. SinceH ∗ H = 0, this implies thatHd,nHm,ied,1 = 0.
SinceHd,n 6= 0, Hm,i = 0 for i > 1.
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In a similar way, looking ated,j ∗ (H ∗ en,m) ∈ H shows us thatHj,n = 0 for
j < d.

Then forn > m+1, (H ∗en,m+1)∗em+1,m ∈ H. This implies thatHd,ned,n ∈

H. The fact thatH ∗ H = 0, gives us thatHd,nHm,1ed,1 = 0. However this is
impossible. Hencen > m+ 1 is impossible.

Now we show that, ifn = m+1, then2F = 0, i.e.,F has characteristic2. Since
Hm,1 andHd,m+1 are both non-zero. SinceH is closed under addition, there is a
matrixα ∈ H, whereα =

∑

i>j

αi,jei,j andαm,1 6= 0 andαd,m+1 6= 0.

From Lemma 1.2, we know that2α(xem+1,m)α = 0 for anyx ∈ F, which says
that2x (αd,m+1αm,1ed,j) = 0. Sincex is arbitrary, we have2F = 0.

From Lemma 1.2,H2 ⊂ Nd,1, this implies,Hm+1,i = 0 for i > 1 andHj,m = 0

for j < d. Letα =
∑

i>j

αi,jei,j is in H. SinceH is closed under addition, we may

assume thatαm,1, αm+1,1, αd,m andαd,m+1 are all nonzero. Then(H ∗ em+1,m) ∗

H = 0, implies that(α∗em+1,m)∗β = 0, whereβ =
∑

i>j

βi,jei,j. This is the same

as saying thatαd,m+1βm,1 + αm,1βd,m+1 = 0. This implies that there is ac ∈ F

such thatαd,m+1 = cαm,1.
Then the maximal abelian idealH is of the form: for ac ∈ F andi = 2, 3, . . . , d−

2,

(8) Ni+2,i−1 + aei+1,1 + bed,i + xei,1 + cxed,i+1; a, b, x ∈ F.

So by now we have proved a theorem.

Theorem 2.1(Weir, 1955; Levchuk 1976). The maximal abelian ideals of the Lie
ring NT∗(d,F) are of the following form: (6), (7) and (8) above. The (8) occurs
only when the field is of characteristic 2.

3. THE AUTOMORPHISM GROUP OFUT(d,F)

In this section we describe all the automorphisms of the group UT(d,F). The
automorphisms are as follows:

Extremal automorphisms – AutE : These automorphisms arise from the max-
imal abelian ideals of exceptional type. As we saw, the maximal abelian
ideals of exceptional type are different for a field of characteristic 2. So,
we will have two different types of automorphisms. One for even charac-
teristic and other for the field of odd characteristic.

Odd Characteristic:

(9) xe2,1 7→ xe2,1 + axed,2 + xλed,1

Wherexλ : F → F is a map that satisfies the equation(x + y)λ −

xλ − yλ = axy anda = 2λ − 2(1λ). All other generators remain
fixed.

6



Similarly, one can definexed,d−1 = xed,d−1+axed−1,1+xλed,1. All
other generators remain fixed and theλ satisfies the above relations.
If F is of even characteristic, thena = 0λ. It is easy to see that,
since0λ = 0, a = 0. So in the case of the characteristic of the field
to be even, the extremal automorphisms become the central automor-
phisms.
Clearly automorphisms of this form generate a subgroup of the full
automorphism group of UT(d,F), denoted by AutE and is isomorphic
toF

+ ⊕ F
+.

Even Characteristic:

(10) xe2,1 7→ xe2,1 + axed,3

all other generators remain fixed. Similarly one can definexed,d−1 7→

xed,d−1 + axed−1,1. Again this automorphism group AutE is isomor-
phic toF

+ ⊕ F
+. We will later show that these automorphisms are

only possible when the fieldF is the field of two elementsZ2.
Flip automorphism – AutF : This automorphism is given by flipping the ma-

trix by the anti-diagonal and is given by the equation:

(11) xei,j 7→ xed−j+1,d−i+1

This is clearly an automorphism of order 2 and forms a subgroup of the
automorphism group and will be denoted by AutF .

Diagonal automorphisms – AutD: This automorphism is conjugation by a
diagonal matrix. Diagonal matrices are defined as matrices with only
non-zero terms in the main diagonal and everything else zero. Let D =

[x1, x2, . . . , xd] be a diagonal matrix, withx1, x2, . . . , xd as the non-zero
diagonal entries in the respective rows. ThenD−1xei,jD = d−1

i xdjei,j .
So a diagonal matrix mapsxei,j 7→ d−1

i xdjei,j . The kernel of this map is
the set of all scalar matrices, i.e.,x1 = x2 = · · · = xd. This is clearly a
subgroup of the automorphism group, which is of the formF× × F

× ×

. . .× F
× (d− 1 times), and will be denoted as AutD.

Field automorphisms – AutA: This automorphisms can be described as

(12) xei+1,i 7→ xµei+1,i i = 1, 2, . . . , d− 1.

Whereµ : F → F is a field automorphism.
Inner automorphisms – AutI : This is the well known normal subgroup of

the automorphism group in any non-abelian group; wherex 7→ g−1xg for
someg ∈ UT(d,F) andx ∈ UT(d,F).

Central automorphisms – AutC : Central automorphisms are the centraliz-
ers of the group of inner automorphisms in the group of automorphisms.
The simplest way to explain them is to “multiply” the generators with an

7



element of the center. In the case of UT(d,F) it is

(13) xei+1,i 7→ xei+1,i + xλed,1

Whereλ is a linear map ofF+ to itself.

3.1. Why are these the only automorphisms of UT(d,F)? We know that any
automorphismφ of any group maps a maximal abelian normal subgroup to a max-
imal abelian normal subgroup. Out first lemma uses that to prove:

Lemma 3.1. Letφ be an automorphism of UT(d,F). ThenNφ
i+1,i is eitherNi+1,i

orNd−i+1,d−i, for i = 1, 2, . . . , d− 1.

Proof. Notice that the centralizerC(Γk) of Γk, thekth element in the central series
is characteristic. Ifd is even, andd = 2k for somek, thenC (Γk) = Nk+1,k.
HenceNφ

k+1,k = Nk+1,k. Further notice that fori < d
2
, Ni+1,i ∩ Nd−i+1,d−i =

Nd−i+1,i is a characteristic subgroup of UT(d,F). Since flip is an automorphism
of UT(d,F), any characteristic subgroup must be symmetric about the second di-
agonal.

ThenNd−i+1,i is the maximal characteristic subgroup of UT(d,F) contained in
both Ni+1,i andNd−i+1,d−i. This means that it must be contained as a max-
imal characteristic subgroup inNφ

i+1,i. So N
φ
i+1,i has two choices,Ni+1,i or

Nd−i+1,d−i. •

It is important to notice here thatxe2,1 andxed,d−1 are not only contained in
the maximal abelian normal subgroupsN2,1 andNd,d−1 . They are also contained
in the exceptional subgroups. Let us call the maximal abelian normal subgroup of
type (7) (or of type (8), when characteristic of the field is2) containingxe2,1 asA2

and the maximal abelian normal subgroup containingxed,d−1 asAd−1.
It is clear from the last lemma, thatAφ

2
is eitherA2 or Ad−1. Then clearly, if

necessary, composingφ with the flip automorphism, we claim that UT(d,F)/Γ2

is invariant underφ. We can actually say more,xeφi+1,i = xλiei+1,i mod Γ2, for
i = 1, 2, . . . , d− 1. Whereλi : F → F is a map. Now let us try to understand the
mapλi. Sinceφ is an automorphism, each mapλi is a bijection.

Now recall the relations in UT(d,F) (Equations 2). It follows from the relation
xei,j � yei,j = (x+ y)ei,j, if xei+1,i 7→ xλiei+1,i thenλi is a linear map ofF+.

Furthermore, since[xei+1,i, yei,i−1] = [yei+1,i, xei,i−1], xλiyλi−1 = yλixλi−1 ,
for i = 2, 3, . . . , d − 1. Also, since[xe2,1, ye3,2]

φ = [ye2,1, xe3,2], xλ1yλ2 =

yλ1xλ2 .
Taking all these together, it follows thatλ1 = k1λ2 = k3λ3 = · · · = kd−2λd−1.

Whereki are nonzero fields elements.
So now we are in a position to claim, that composingφ with a field automor-

phism and a diagonal automorphism,φ maps like the identity UT(d,F)/Γ2.
8



As we saw from the above lemma,φ, (after composing with the flip, if neces-
sary) mapsA2 andAd−1 to itself. So it follows that thexeφ

2,1 andxeφd,d−1
are inA2

andAd−1 respectively. In case of odd characteristic, the description of the extremal
automorphism is obvious and is defined in Equation 9.

In case of the even characteristic we need to say more. Noticethat in the case
that the characteristic of the fieldF being even, the maximal abelian normal sub-
group containinge2,1 is

N4,1 + ae3,1 + bed,2 + xe2,1 + cxed,3

wherea, b ∈ F, c ∈ F
×, x ∈ F. We want to know more about the automorphism

that movese2,1. Using the flip automorphism, if necessary, we can assume that
Aφ

2
= A2. So the only choice is

xe2,1 7→ xe2,1 + axed,3 + xλed,2 + xµed,1

whereλ, µ : F → F. From relation 2, we see that(x + y)λ = xλ + yλ. This
implies that0λ = 0. Also it follows that(x+ y)µ = xµ + yµ + xλy. This implies
that(x+ y)µ = xµ + yµ + 1λxy. Puttingx = 0 andy = 1, we have that0µ = 0.
Puttingx = 1 andy = 1 we get1λ = 0. Sincexλ = 1λx, this implies thatxλ = 0,
i.e.,λ is the zero map.

Onceλ is the zero map, clearly theed,1 entry is not necessary. Hence we have
the Equation 10.

From the commutator relations (Relation 3), we see that the

xye3,1 7→ xye3,1 + ax2yed,1 + axyed,2.

Then interchangingx andy, we see thataxy(y − x) = 0. Sincea 6= 0, so in the
fieldF, for any two distinct element, one is zero. This means thatF = Z2.

Notice that fori = s, [xei+1,i, yes,t] = xyei+1,t. So if s − t = k, then(i +
1) − l = k + 1. Using this idea one can clear each and every subdiagonals, one
after another, starting withk = 2. This means that by suitable conjugation,xeφi+1,i

will have no non-zero entries except the(d, 1) entry. In the case ofxeφ
2,1 and

xeφd,d−1
one can actually clear all non-zero entries, including the(d, 1) entry, using

conjugation. One can choose the conjugators in such a way that this gives rise to
an inner automorphism. This proves the following lemma:

Lemma 3.2. Let Γk be as defined. For an automorphismφ of UT(d,F), which
fixes UT(d,F) mod Γ2, one can use inner automorphisms, such thatφ acts like
the identity moduloΓd−1.

So now we have the following:

• Use the flip automorphism, if necessary, so thatN
φ
i+1,i = Ni+1,i for i =

2, 3, . . . , d− 2.
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• Using extremal automorphism, if necessary, so thatN
φ
i+1,i = Ni+1,i for

i = 1, 2, . . . , d− 1.
• Use a field automorphism and a diagonal automorphism, if necessary, so

thatxeφi+1,i = xei+1,i mod Γ2.

• Use inner automorphisms, if necessary, so thatxeφi+1,i = xei+1,i mod Γd−1.

• Use central automorphisms, if necessary, so thatxeφi+1,i = xei+1,i. Note
that the central automorphisms corresponding toxe2,1 andxed,d−1 are in-
ner automorphisms.

Now we have proved the following theorem.

Theorem 3.3. The automorphism group of UT(d,F) is generated by extremal
automorphisms, field automorphisms, diagonal automorphisms, inner automor-
phisms and central automorphisms.

Acknowledgments. Special thanks to I.B.S. Passi for his encouragement, reading
the whole manuscript and valuable comments.
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