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Abstract. In this paper, we study the communication complexity of Re-
liable Message Transmission (RMT) and Secure Message Transmission
(SMT) protocols in asynchronous settings. We consider two variants of
the problem, namely perfect (where no error is allowed in the protocol
outcome) and statistical (where the protocol may output a wrong out-
come with negligible probability). RMT and SMT protocols have been
investigated rigorously in synchronous settings. But not too much at-
tention has been paid to the asynchronous version of the problem. In a
significant work, Choudhury et al. (ICDCN 2009 and JPDC 2011) have
studied the network connectivity requirement for perfect and statistical
SMT protocols in asynchronous settings. Their investigation reveals the
following two important facts:
1. perfect SMT protocols require more network connectivity in asyn-

chronous network than synchronous network.
2. Connectivity requirement of statistical SMT protocols is same for

both synchronous and asynchronous network.
Unfortunately, nothing is known about the communication complexity
of RMT and SMT protocols in asynchronous settings. In this paper, we
derive tight bounds on the communication complexity of the above prob-
lems and compare our results with the existing bounds for synchronous
protocols. The interesting conclusions derived from our results are:
1. RMT: Asynchrony increases the communication complexity of per-

fect RMT protocols. However, asynchrony has no impact on the com-
munication complexity of statistical RMT protocols.

2. SMT: Communication complexity of SMT protocols is more in
asynchronous network, for both perfect as well as statistical case.

1 Introduction

Reliable Message Transmission (RMT) and Secure Message Transmission (SMT)
[4] are fundamental problems in secure distributed computing as well as in cryp-
tography. In the problem of RMT, there are n disjoint channels (also called as
wires) between a sender S and a receiver R. S and R shares no information in



advance. There is a computationally unbounded active adversary, denoted as At,
who can listen and forge the communication over t out of the n wires, where
t < n. S has a message mS, which is a sequence of ℓ elements, chosen from a
finite field F, where ℓ ≥ 1 and |F| > n. The challenge is to design a protocol,
such that at the end of the protocol, R correctly outputs mR = mS. Now there
are two flavors of RMT:

1. Perfect RMT (PRMT): Here mR = mS, without any error.
2. Statistical RMT (SRMT): Here mR = mS with probability at least 1 − δ,

where 0 < δ < 1/2 and is called the error probability.

Notice that there is no issue of security in RMT protocols; i.e., adversary can also
know mS during the protocol execution. If we add the issue of security to RMT
protocols, then we arrive at the notion of SMT protocols. In SMT protocols, we
require that not only R outputs mR = mS, but also At should not learn any
information about mS in information theoretic sense. Now like RMT, we have
two types of SMT protocols:

1. Perfect SMT (PSMT): Here mR = mS, without any error.
2. Statistical SMT (SSMT): Here mR = mS with probability at least 1 −

δ, where 0 < δ < 1/2 and is called error probability. However, there is
no compromise in the secrecy which should be error free and information
theoretic.

RMT and SMT problem were first formulated by Dolev et al. [4]. Any RMT or
SMT protocol has the following important parameters:

1. Connectivity: It is the total number of wires n (expressed as a function
of t) required in the protocol. We consider two types of wires: (a) Uni-
directional wires: where all the n wires are uni-directional, directed from S
to R, allowing only one way communication (i.e., no interaction) from S to
R; (b) Bi-directional wires: where all the n wires are bi-directional, allowing
bi-directional communication (i.e., interaction) between S and R.

2. Communication Complexity: It is the number of field elements communicated
by S and R (expressed as a function of n, ℓ) in the protocol.

During the last two decades, RMT and SMT problem have been studied rigor-
ously by several researchers (see for example [11, 13, 1, 5, 7, 9, 3]) and tight bounds
have been established on connectivity and communication complexity of PRMT,
SRMT, PSMT and SSMT protocols. These bounds are summarized in Table 1.

Remark 1. (Note on the Communication Complexity of SRMT and
SSMT Protocols) In any SRMT/SSMT, the field size |F| is selected as a
function of the error probability δ. So though δ is not figuring out explicitly in
the communication complexity expressions of SRMT/SSMT protocols in Table
1, it is implicitly present. More specifically, each element of F can be represented
by log |F| bits, which will be a function of δ. So if we consider the total number
of bits communicated during any SRMT/SSMT protocol, δ will be present in
the communication complexity expression. This point will be made more clear,
when we discuss our protocols. 2



Table 1. Existing bounds for RMT and SMT protocols

Type of Type of n Bound on
Protocol Channels the Communication Complexity

PRMT Uni-directional n ≥ 2t+ 1 [4] Θ
(

nℓ
n−2t

)
[13, 15]

PRMT Bi-directional n ≥ 2t+ 1 [4] Θ(ℓ) [15, 8]

SRMT Uni-directional n ≥ 2t+ 1 [6] Θ(ℓ) [9]

SRMT Bi-directional n ≥ 2t+ 1 [6] Θ(ℓ) [9]

PSMT Uni-directional n ≥ 3t+ 1 [4] Θ
(

nℓ
n−3t

)
[5]

PSMT Bi-directional n ≥ 2t+ 1 [4] Θ
(

nℓ
n−2t

)
[13, 15, 8, 7]

SSMT Uni-directional n ≥ 2t+ 1 [6] Θ
(

nℓ
n−2t

)
[9]

SSMT Bi-directional n ≥ 2t+ 1 [6] Θ(ℓ) [9]

Motivation of Our Work. The results given in Table 1 assume that the under-
lying network is synchronous, where there is a global clock and the transmission
delay over each wire is bounded by an upper bound. Though theoretically inter-
esting, this does not model the real life scenario (like the Internet) appropriately,
as the delay in the transmission of even a single message will affect the overall
properties of the protocol. In a typical large network like the Internet, every mes-
sage can have arbitrary delay and this can be modeled more appropriately by
asynchronous networks, where no timing assumptions are made. Unfortunately,
unlike synchronous networks, not much attention has been paid to RMT and
SMT protocols in asynchronous settings. In this paper, we improve this situa-
tion by deriving tight bounds on the communication complexity of asynchronous
RMT and SMT protocols.

Asynchronous Network Model. In an asynchronous network, every wire
can have arbitrary, yet finite delay. That is, the messages are assumed to be
delivered eventually. To model the worst case scenario, it is assumed that At

can schedule the messages over each wire and hence can control the transmission
delay over each wire. However, note that At can only schedule the messages sent
over an honest wire, without having any access to them. The inherent difficulty
that arises in designing a protocol in asynchronous settings is that we cannot
distinguish between a slow wire and a corrupted wire. That is, if in the protocol,
some information is supposed to arrive over a wire and if no information arrives,
then it cannot be distinguished whether the wire is honest and the information is
simply delayed (due to the malicious scheduling by At) or whether At has simply
blocked the transmission over the wire by taking its control. Due to this, neither
S nor R can afford to wait for all the n wires to transmit their information, as
waiting for all of them may turn out to be endless. So they have to start the
computation, as soon as they receive information over at least n − t wires and
they may have to ignore the transmission over t (potentially honest) wires. Due
to this limitation, the techniques from the synchronous world cannot be adapted
straight forwardly to the asynchronous settings.



We call the asynchronous PRMT, SRMT, PSMT and SSMT protocols as
APRMT, ASRMT, APSMT and ASSMT respectively. Now in addition to the
reliability and secrecy condition (as in the synchronous protocols), these asyn-
chronous protocols also have to explicitly satisfy termination condition, ac-
cording to which both S and R should eventually terminate the protocol.

Existing Results for Asynchronous Protocols. The first asynchronous
SMT protocol was proposed in [10], where the authors have designed an APSMT
protocol with n = 2t + 1 uni-directional wires from S to R. However, in [2],
Choudhury et al. have shown that the protocol of [10] is insecure. Moreover,
they have also studied the connectivity requirement for APSMT and ASSMT
protocols. More specifically, they have shown the following two surprising results:

1. Any APSMT protocol requires n ≥ 3t + 1 wires, irrespective of whether
the wires are uni-directional or bi-directional. This is quiet surprising, since
we can design PSMT protocols in synchronous settings with n ≥ 2t + 1
bi-directional wires (see sixth row of Table 1). This shows that asynchrony
affects the connectivity of PSMT protocols.

2. Any ASSMT protocol requires n ≥ 2t + 1 wires, irrespective of whether
the wires are uni-directional or bi-directional. However, we require the same
connectivity even for SSMT protocols (see the last two rows of Table 1). This
implies asynchrony has no affect on the connectivity of SSMT protocols.

Our Results and their Significance. So far nothing is known about the com-
munication complexity of APRMT, ASRMT, APSMT and ASSMT protocols.
In this paper, we derive tight bounds on the communication complexity of the
above problems. These bounds are summarized in Table 2.

Table 2. Our Bounds for asynchronous RMT and SMT protocols

Type of Type of n Bound on
Protocol Channels the Communication Complexity

APRMT Uni-directional n ≥ 2t+ 1 Θ
(

nℓ
n−2t

)
APRMT Bi-directional n ≥ 2t+ 1 Θ

(
nℓ

n−2t

)
ASRMT Uni-directional n ≥ 2t+ 1 Θ(ℓ)

ASRMT Bi-directional n ≥ 2t+ 1 Θ(ℓ)

APSMT Uni-directional n ≥ 3t+ 1 Θ
(

nℓ
n−3t

)
APSMT Bi-directional n ≥ 3t+ 1 Θ

(
nℓ

n−3t

)
ASSMT Uni-directional n ≥ 2t+ 1 Θ

(
nℓ

n−2t

)
ASSMT Bi-directional n ≥ 2t+ 1 Θ

(
nℓ

n−2t

)

Comparing Table 1 and Table 2, we find the following surprising facts:

1. PRMT: Asynchrony increases the communication complexity of PRMT
protocols. With n = 2t + 1 bi-directional wires, PRMT protocol can be



designed with a communication complexity of Θ(ℓ) (second row of Table 1),
where as APRMT protocol must have a communication complexity of Θ(nℓ)
(second row of Table 2).

2. SRMT: Asynchrony does not affect the communication complexity of SRMT
protocols. In this case, the communication complexity is same for both syn-
chronous as well as asynchronous protocols (third and fourth row of Table 1
and Table 2 respectively).

3. PSMT: Asynchrony increases the communication complexity of PSMT pro-
tocols. From [2], we know that asynchrony increases the connectivity require-
ment of PSMT protocols. Our results show that the same holds even for the
communication complexity (see the sixth row of Table 1 and Table 2).

4. SSMT: Interestingly, we find that asynchrony even increases the communi-
cation complexity of SSMT protocols. Specifically, for n = 2t+1 bi-directional
wires, SSMT protocol can be designed with a communication complexity of
Θ(ℓ) (last row of Table 1), where as ASSMT scheme must have a commu-
nication complexity of Θ(nℓ) (last row of Table 2). However, [2] shows that
asynchrony does not increase the connectivity of SSMT protocols.

The Road-map. We present our results on APRMT, ASRMT, APSMT and
ASSMT in Section 2, 3, 4 and 5 respectively. We conclude the paper with some
conluding remarks and open problems in Section 6.

2 Bound on the Communication Complexity of APRMT

Throughout Section 2, we assume that n ≥ 2t+ 1. Since n ≥ 2t+ 1 wires (uni-
directional or bi-directional) are required for any PRMT protocol (Table 1), we
require the same for APRMT protocols as well.

2.1 Bounds for Uni-Directional Wires

Theorem 1. Any APRMT protocol, executed over n (n ≥ 2t+1) uni-directional

wires has a communication complexity of Ω
(

nℓ
n−2t

)
.

Proof: Easy, as the bound holds for PRMT protocols [13]. 2

Theorem 2. Let there n (n = 2t+ 1) uni-directional wires from S to R. Then
there exists an APRMT protocol with communication complexity of O(nℓ) =

O
(

nℓ
n−2t

)
.

Proof: Consider the following protocol: To reliably send a message of size ℓ, S
sends the message over all the n wires. R waits for a message received identically
over t + 1 wires and output the message. The output is correct, since at least
one wire out of these t + 1 wires is honest, which will deliver the original mes-
sage. Moreover, termination is guaranteed since there are at least t + 1 honest
wires, which will eventually deliver correct message. It is easy to verify that the
communication complexity is O(nℓ). 2



2.2 Bounds for Bi-Directional Wires

Let S andR be connected by n bi-directional wires, denoted byW = {w1, . . . , wn},
where n ≥ 2t+1. Then we show that any APRMT protocol has a communication

complexity of Ω
(

nℓ
n−2t

)
. For this, we prove the following:

1. We first show that the information exchanged over any n− 2t wires should
completely determine the message in any APRMT protocol executed over n
bi-directional wires (Lemma 1).

2. Next, we show that any APRMT protocol in which the information ex-
changed over any n − 2t wires completely determine the message, has a

communication complexity of Ω
(

nℓ
n−2t

)
(Lemma 2).

Lemma 1. In any APRMT protocol executed over n ≥ 2t + 1 bi-directional
wires, the information exchanged over any n − 2t wires completely determines
the message.

Proof: On contrary, let ΠAPRMT be an APRMT protocol where the information
exchanged over any n−2t wires is independent ofmS. We divide the set of n wires
into three groups, namely G1, G2 and G3. The group G1 consists of the first n−2t
wires w1, . . . , wn−2t, group G2 consists of the next t wires wn−2t+1, . . . , wn−t

and group G3 consists of the last t wires wn−t+1, . . . , wn. Now according to our
assumption, the information exchanged over the wires in group G1 (consisting of
n− 2t wires) in any execution of ΠAPRMT will be independent of message. That
is, there exist a pair of messages, say mS

1 and mS
2 such that the information

communicated over G1 while sending mS
1 and respectively mS

2 are same. We
define the following variables with respect to any execution E of ΠAPRMT:

1. time(E,R, wi): lists the arrival time-stamps of different messages (with re-
spect to the local clock of R) received by R along wire wi, for i = 1, . . . , n
in execution E.

2. time(E,S, wi): lists the arrival time-stamps of the different messages (with
respect to the local clock of S) received by S along wire wi, for i = 1, . . . , n
in execution E.

3. Etime: denotes the total time taken (with respect to R) by execution E; i.e.,
the time at which R terminates the protocol in execution E.

Since ΠAPRMT is an APRMT protocol, any execution E of ΠAPRMT must termi-
nate. Now consider the following two possible executions of ΠAPRMT, E1 and E2.
Let R terminates E1 (E2) at time Etime

1 (Etime
2 ), correctly outputting mS

1 (mS
2 ).

1. Execution E1: The random coins of S and R are r1 and r2 respectively. S
wants to reliably send the messagemS

1 . The adversary strategy is to passively
listen (without modifying them) the communication over the wires in group
G2 and arbitrarily delaying the communication over the wires in group G3,
till the time Etime

1 + Etime
2 + 1. Let α and β1 denote the messages that are

exchanged between S andR, along the wires in groupG1 andG2 respectively.



2. Execution E2: The random coins of S and R are r3 and r2 respectively. S
wants to reliably send the message mS

2 ̸= mS
1 . The adversary strategy is to

passively listen (without modifying them) the communication over the wires
in group G2 and arbitrarily delaying the communication over the wires in
group G3, till the time Etime

1 +Etime
2 +1. Let α and β2 denote the messages

that are exchanged between S and R, along the wires in group G1 and G2

respectively. Notice that α is same as in execution E1 due to our assumption
about the distribution of information over the wires in G1 in ΠAPRMT.

We now show another possible execution of ΠAPRMT and an adversary strategy,
where R outputs an incorrect message.

3. Execution ECor: The random coins of S and R are r1 and r2 respectively. S
wants to reliably send the message mS

1 . Let α denote the messages exchanged
over the wires in G1. Notice that α is same as in execution E1 and E2. Now
the adversary strategy in ECor is as follows: adversary delay any information
along the wires in group G3 for time Etime

1 + Etime
2 + 1. In addition, the

adversary controls the wires in group G2 in Byzantine fashion and change the
communication over these wires, such that R gets messages corresponding
to β2 along G2, while S receives messages corresponding to β1 along G2.
Moreover, adversary schedules the messages along the wires in G1 and G2 in
such a way that time(ECor,S, wi) = time(E1,S, wi), for every wi ∈ G1 ∪G2

and time(ECor,R, wi) = time(E2,R, wi), for every wi ∈ G1 ∪G2. Thus the
view of S is α β1, while view of R is α β2.

Thus the view of S in E1 and ECor are same, so S will assume that mS
1 has

been communicated reliably. However, the view of R in ECor is same as in E2

and hence R will output mS
2 . But this violates the perfect reliability property of

ΠAPRMT, which is a contradiction. Hence ΠAPRMT does not exist. 2

Lemma 2. Any APRMT protocol tolerating At executed over n (n ≥ 2t+1) bi-
directional wires, in which the information exchanged over any n−2t wires com-

pletely determine the message, has a communication complexity of Ω
(

nℓ
n−2t

)
.

Proof: Let ΠAPRMT be an APRMT protocol, executed over n bi-directional
wires (where n ≥ 2t + 1), to reliably send a message of size ℓ, such that the
information exchanged over any n− 2t wires completely determine the message.
We now define the following notations:

1. M denotes the message space from where S selects the message to be reliably
sent. In our context, M = Fℓ.

2. Tm
i denotes the set of all possible transmissions that can occur on wire

wi ∈ {w1, . . . , wn}, when S transmits message m ∈ M using ΠAPRMT.
3. For j ≥ i, Mm

i,j ⊆ Tm
i ×Tm

i+1× . . .×Tm
j denotes the set of all possible trans-

missions that can occur over the wires {wi, wi+1, . . . , wj}, when S transmits
message m ∈ M using protocol ΠAPRMT.

4. Mi,j =
∪

m∈M Mm
i,j and Ti =

∪
m∈M Tm

i . We call Ti as the capacity of wire
wi and Mi,j as the capacity of the set of wires {wi, wi+1, . . . , wj}.



In protocol ΠAPRMT, one element from the set Ti is transmitted over each wire
wi, for i = 1, . . . , n. Moreover, each element of the set Ti can be represented
by log |Ti| bits. Thus, the lower bound on the communication complexity of
ΠAPRMT is Σn

i=1 log |Ti| bits. In the sequel, we try to estimate Ti.
Since the transmission over any set of n − 2t wires in ΠAPRMT completely

determines the message, it must hold that |M2t+1,n| ≥ |M|.
Though the above relation must hold for any set of n− 2t wires, for simplicity,
we have focussed specifically on the last n− 2t wires. From the definition of Ti

and Mi,j , we get
n∏

i=2t+1

|Ti| ≥ |M2t+1,n| ≥ |M|.

Let g = n − 2t. The above inequality holds for any selection of g wires D ⊂
{w1, . . . , wn}, where |D| = g; i.e.,

∏
wi∈D |Ti| ≥ |M|. In particular, it holds

for every selection Dk = {w
kg+1 mod n

, w
kg+2 mod n

, . . . , w
kg+g mod n

}, with
k ∈ {0, . . . , n − 1}. If we consider all the Dk sets collectively, then each wire is
counted exactly g times in the collection. Thus, the product of the capacities of
all Dk yields the capacity of the full wire set to the gth power and also since each
Dk has capacity at least |M|, we get

n−1∏
k=0

∏
wj∈Dk

|Tj | =

(
n∏

i=1

|Ti|

)g

, and |M|n ≤
n−1∏
k=0

∏
wj∈Dk

|Tj |

and therefore

n log(|M|) ≤ g
n∑

i=1

log(|Ti|).

As log(|M|) = ℓ log(|F|), from the above inequality, we get

n∑
i=1

log(|Ti|) ≥
(
nℓ log(|F|)

g

)
≥
(
nℓ log(|F|)
n− 2t

)
.

As mentioned earlier,
∑n

i=1 log(|Ti|) denotes the lower bound on the commu-
nication complexity of protocol ΠAPRMT in bits. From the above inequality, we

find that the lower bound is
(

nℓ log(|F|)
n−2t

)
bits. Now each field element can be

represented by log(|F|) bits. Thus the lower bound is
(

nℓ
n−2t

)
field elements. 2

From the previous two lemmas, we get the following theorem.

Theorem 3. Any APRMT protocol executed over n (n ≥ 2t+ 1) bi-directional

wires has a communication complexity of Ω
(

nℓ
n−2t

)
.

Now any protocol executed over n uni-directional wires can also be executed
over n bi-directional wires. And from Theorem 2, we know that there exists an
APRMT protocol which can be executed over n = 2t + 1 wires and requires a

communication complexity of O
(

nℓ
n−2t

)
. Thus the bound in Theorem 3 is tight.



3 Bounds on the Communication Complexity of ASRMT

Throughout Section 3, we assume that n ≥ 2t+ 1. Recall that n ≥ 2t+ 1 wires
(uni-directional or bi-directional) are required for any SRMT protocol (Table 1).
So it will also be required for ASRMT protocols.

3.1 Bounds for Uni-Directional Wires

Theorem 4. Any ASRMT protocol executed over the n (n ≥ 2t + 1) uni-
directional wires has a communication complexity of Ω(ℓ).

Proof: Easy, as any ASRMT protocol has to at least send the message. 2

We now show that the bound in Theorem 4 is asymptotically tight. That is,
suppose there exists n = 2t + 1 uni-directional wires from S to R and consider

a finite field F, where |F| = t2

δ . Then we design an ASRMT protocol tolerating
At called ASRMT-Uni-Directional, which reliably sends a message mS of size
(t + 1)2 = Θ(n2) field elements and has a total communication complexity of
O(n2). The protocol has an error probability of δ. The high level idea of the
protocol is as follows: let the n wires be denoted by W = {w1, . . . , wn} and let
mS = {mS

i,j : i, j = 0, . . . , t}, consisting of (t + 1)2 elements of F. S selects a

bi-variate polynomial QS(x, y) of degree-t in x and y, whose (t+1)2 coefficients
are elements of mS. Now QS(x, y) is evaluated at y = 1, . . . , n to obtain the
uni-variate polynomials fS

i (x) = QS(x, i) and fS
i (x) is sent over wire wi (by

sending its coefficients). To recover mS, R should correctly recover QS(x, y)
which requires R to know t + 1 correct fS

i (x)’s. In order to facilitate R to
identify the correct fS

i (x)’s, S authenticates each fS
i (x) using n different secret

authentication keys and sends the authentication information and authentication
key across the n wires. Now at the receiving end, R will consider an fS

i (x) as
valid only if it passes the authentication test with respect to the keys of t + 1
wires. Since at least one of these t + 1 wires is honest and the adversary will
have no information about the authentication keys delivered over an honest wire,
with very high probability a polynomial considered as valid by R will be indeed
a correct polynomial. Moreover, there are at least t + 1 honest wires, who will
eventually deliver t+ 1 correct fS

i (x)’s. The complete details are in Fig. 1.

Lemma 3. In protocol ASRMT-Uni-Directional, if R concludes that fR
i (x) is a

valid polynomial, then fR
i (x) = fS

i (x) except with probability t
|F| .

Proof: The lemma trivially holds without any error if wi is honest. So let
wi be a corrupted wire, which delivers fR

i (x) ̸= fS
i (x). In order that fR

i (x) is
considered as a valid polynomial by R, it must hold that Supporti ≥ t + 1.
This further implies that there exists at least one honest wire, say wj , such that
wj ∈ Supporti. This implies that AuthR

ij = fR
i (KeyRij ). Now notice that wj

is an honest wire and so AuthR
ij = AuthS

ij = fS
i (KeySij) and KeyRij = KeySij .

However At will have no information about AuthR
ij and KeyRij , as they are sent

over wj . So the probability that fR
i (KeySij) = fS

i (KeySij), even if fR
i (x) ̸= fS

i (x)



is at most t
|F| . This is because two different polynomials of degree-t can agree

on at most t points and KeySij is selected randomly by S. So except with error

probability t
|F| , f

R
i (x) = fS

i (x) for every valid polynomial fR
i (x). 2

Lemma 4 (Termination). R will eventually terminate ASRMT-Uni-Directional.

Proof: The proof follows from the fact that there always exists at least t + 1
honest wires, who will eventually deliver valid polynomials. 2

Lemma 5 (Communication Complexity). ASRMT-Uni-Directional has a com-
munication complexity of O(n2) to send a message of size (t+ 1)2 = Θ(n2).

Proof: Easy and follows from the protocol description. 2

Fig. 1. Protocol ASRMT-Uni-Directional with n = 2t+ 1 unidirectional wires

Computation and Communication by S:

1. Corresponding to the message mS = {mS
i,j : i, j = 0, . . . , t}, S forms the bivariate

polynomial QS(x, y) =
∑ i=t

j=t

i=0,j=0 m
S
ijx

iyj .

2. For i = 1, . . . , n, S computes fS
i (x) = QS(x, i) and the authentication values

AuthS
ij = fS

i (KeyS
ij), corresponding to random authentication keys KeyS

ij , for j =
1, . . . , n.

3. For i = 1, . . . , n, S sends the following to R over wire wi and terminates:
(a) The degree-t polynomial fS

i (x);
(b) n authentication keys KeyS

ji, for j = 1, . . . , n;
(c) n authentication values AuthS

ji, for j = 1, . . . , n.

Message Recovery by R:

For r = 0, . . . , t, R does the following in iteration r:

1. Let WR be the set of wires wi over which R receives a complete set of values; i.e.,
(a) A degree-t polynomial fR

i (x);
(b) n Authentication keys KeyR

ji , for j = 1, . . . , n;
(c) n authentication values AuthR

ji, for j = 1, . . . , n.
Let WR

r denote the contents of WR, when WR contains exactly t+ 1 + r wires.
2. Wait until |WR| ≥ t+ 1 + r. Now corresponding to every wi ∈ WR

r , R computes

Supporti = {wj ∈ WR
r : AuthR

ij = fR
i (KeyR

ij )

3. If Supporti ≥ t+ 1, then R concludes that fR
i (x) is a valid polynomial.

4. If R finds t + 1 valid polynomials, then using them R constructs the bi-variate

polynomial QR(x, y) =
∑ i=t

j=t

i=0,j=0 m
R
ijx

iyj , outputs mR = {mR
ij : i, j = 0, . . . , t}

and terminates the protocol. Otherwise R proceeds to the next iteration.

Lemma 6 (Reliability). In protocol ASRMT-Uni-Directional, R will output the
correct message, except with error probability δ.



Proof: From Lemma 3, fR
i (x) = fS

i (x) for every valid polynomial fR
i (x), except

with probability t
|F| . Now in the worst case, out of the t + 1 wires which have

delivered valid polynomials, t wires could be corrupted. So the probability that

R outputs an incorrect message is at most t2

|F| = δ (since |F| = t2

δ ). 2

Theorem 5. Assume that there are n (n = 2t+1) uni-directional wires from S
to R. Then there exists an ASRMT scheme which can reliably send a message
containing Θ(n2) elements from F by communicating O(n2) elements from F,
where |F| = t2

δ and δ is the error probability.

3.2 Bounds for Bi-Directional Wires

It is obvious that Θ(ℓ) can be the most tight bound on the communication
complexity of any ASRMT protocol, irrespective of whether the wires are uni-
directional or bi-directional. Now in the previous section, we have already shown
that this bound is achieved if we consider only uni-directional wires. The same
bound will also hold even if we consider bi-directional wires.

Till now, we have focussed only on RMT protocols, without worrying about
the security. We next begin our discussion on SMT protocols, where we have to
ensure security, in addition to reliability.

4 Bounds on the Communication Complexity of APSMT

Throughout Section 4, we assume that n ≥ 3t + 1 since n ≥ 3t + 1 wires (uni-
directional or bi-directional) are required for any APSMT protocol [2].

4.1 Bounds for Uni-Directional Wires

In [5], it is shown that any PSMT protocol has a communication complexity

of Ω
(

nℓ
n−3t

)
, when there exists n ≥ 3t + 1 uni-directional wires from S to R.

The lower bound will also hold for APSMT protocols. Moreover, in [2], the
authors have designed an APSMT protocol, which requires a communication

complexity of O(nℓ) = O
(

nℓ
n−3t

)
to send a message of size ℓ, provided there are

n = 3t+1 uni-directional wires from S to R3. From this discussion, we can state
the following theorem.

Theorem 6. Any APSMT scheme executed over n uni-directional wires from

S to R, where n ≥ 3t+ 1 has a communication complexity of Θ
(

nℓ
n−3t

)
.

3 The protocol has a communication complexity of O(n) to send a message of size 1.
So the communication complexity will be O(nℓ) to send a message of size ℓ.



4.2 Bounds for Bi-Directional Wires

Let S andR be connected by n bi-directional wires, denoted byW = {w1, . . . , wn},
where n ≥ 3t+1. Then we show that any APSMT protocol has a communication

complexity of Ω
(

nℓ
n−3t

)
. To derive the lower bound, we use an approach similar

to the one used to prove Theorem 3. Specifically, we show the following:

1. We first show that in any APSMT protocol executed over n bi-directional
wires, where n ≥ 3t + 1, the information exchanged over any n − 2t wires
should completely determine the message (Lemma 7).

2. Next, we show that any APSMT protocol in which the information ex-
changed over any n − 2t wires completely determine the message has a

communication complexity of Ω
(

nℓ
n−3t

)
(Lemma 8).

Lemma 7. In any APSMT protocol executed over n bi-directional wires, where
n ≥ 3t + 1, the information exchanged over any n − 2t wires should completely
determine the secret message mS.

Proof: The proof follows using same arguments as in Lemma 1. 2

Lemma 8. Any APSMT protocol executed over n (n ≥ 3t + 1) bi-directional
wires, in which the information exchanged over any n − 2t wires completely

determine the message, has a communication complexity of Ω
(

nℓ
n−3t

)
.

Proof: Here we will use same arguments as used in Lemma 2. But we will
also use an additional fact about APSMT protocols. Let ΠAPSMT be an APSMT
protocol, executed over over n bi-directional wires (where n ≥ 3t+1), to securely
send a message of size ℓ, such that the information exchanged over any n − 2t
wires completely determine the message. We now define the notations M, Tm

i ,
Mm

i,j and Mi,j , which are exactly the same as in Lemma 2.
Since ΠAPSMT is an APSMT protocol, it implies that in ΠAPSMT, the trans-

mission on any set of t wires is independent of the secret message. If it is not the
case, then adversary will also know the secret message by passively listening the
t wires. Thus, for any two messages m1,m2 ∈ M, it must hold that

Mm1
2t+1,3t = Mm2

2t+1,3t.

Notice that the above relation must hold for any selection of t wires. We focussed
on the set {w2t+1, . . . , w3t} just for simplicity. Now in ΠAPSMT, the transmission
over any set of n− 2t wires has full information about the secret message. Thus
it must also hold that

Mm1
2t+1,n ∩Mm2

2t+1,n = ∅.
We again stress that the above relation must hold for any selection of n − 2t
wires. We focussed on the set {w2t+1, . . . , wn} just for simplicity. As mentioned
earlier, Mm

2t+1,3t will be same for all messages m ∈ M. Thus, in order that
the above relation holds, it must hold that Mm

3t+1,n is unique for every message
m ∈ M. This implies that

|M3t+1,n| = |M|.



From the definition of Ti and Mi,j , we get

n∏
i=3t+1

|Ti| ≥ |M3t+1,n| ≥ |M|.

Let g = n − 3t. The above inequality holds for any selection of g wires D ⊂
{w1, . . . , wn}, where |D| = g; i.e.,

∏
wi∈D |Ti| ≥ |M|. In particular, it holds

for every selection Dk = {w
kg+1 mod n

, w
kg+2 mod n

, . . . , w
kg+g mod n

}, with
k ∈ {0, . . . , n − 1}. If we consider all the Dk sets collectively, then each wire is
counted exactly g times in the collection. Thus, the product of the capacities of
all Dk yields the capacity of the full wire set to the g-th power, and since each
Dk has capacity at least |M|, we get

|M|n ≤
n−1∏
k=0

Πwj∈Dk
|Tj | =

(
n∏

i=1

|Ti|

)g

,

and therefore

n log(|M|) ≤ g
n∑

i=1

log(|Ti|).

As log(|M|) = ℓ log(|F|), from the above inequality, we get

n∑
i=1

log(|Ti|) ≥
(
nℓ log(|F|)

g

)
≥
(
nℓ log(|F|)
n− 3t

)
.

Now
∑n

i=1 log(|Ti|) denotes the lower bound on the communication complexity
of protocol ΠAPSMT in bits. From the above inequality, we find that the lower

bound is
(

nℓ log(|F|)
n−3t

)
bits. Now each field element can be represented by log(|F|)

bits. Thus the lower bound is
(

nℓ
n−3t

)
field elements. 2

Theorem 7. Any APSMT protocol executed over n (n ≥ 3t+ 1) bi-directional

wires has a communication complexity of Ω
(

nℓ
n−3t

)
.

Now any protocol executed over n uni-directional wires can also be executed
over n bi-directional wires. From Theorem 6, there exists an APSMT protocol
which can be executed over n = 3t + 1 uni-directional wires and requires a

communication complexity of O
(

nℓ
n−3t

)
. So the bound in Theorem 7 is tight.

5 Bounds on the Communication Complexity of ASSMT

Before we begin our discussion, we note that any ASSMT protocol requires
n ≥ 2t + 1 wires, irrespective of whether the wires are uni-directional or bi-
directional [2]. So we assume that n ≥ 2t+ 1 throughout Section 5.



5.1 Bounds for Uni-Directional Wires

Theorem 8. Any ASSMT protocol executed over n (n ≥ 2t+1) uni-directional

wires has a communication complexity of Ω
(

nℓ
n−2t

)
.

Proof: The theorem follows from the fact that any SSMT protocol with n ≥
2t+ 1 uni-directional wires [9] requires the same communication complexity. 2

We now show that the bound in Theorem 8 is asymptotically tight. Let there
exists n = 2t+1 uni-directional wires W = {w1, . . . , wn} from S to R. Then we
design a protocol called ASSMT-Uni-Directional, which securely sends a message
mS = {mS

k : k = 1, . . . , n} containing ℓ = n elements from the field F and has a

communication complexity of O(n2) = O
(

nℓ
n−2t

)
, where |F| = (n−1)t

δ .

The high level idea of the protocol is as follows: for each mS
k , sender gener-

ates n Shamir shares [12]. Now the ith share of each mS
k is sent over wire wi.

However, it is not enough to just send the shares, as the adversary can delay
the communication over t honest wires and it can also change the shares over
t corrupted wires. So S also sends some authentication information, which will
enable R to identify the corrupted shares with very high probability. For per-
forming the authentication, we use similar idea as used in our ASRMT protocol
(see Fig. 1), with some additional steps. More specifically, we interpret the ith

shares of n secrets as the coefficients of a polynomial fS
i (x) of degree-(n − 1).

This polynomial will be sent over wi (this is same as sending the ith shares for
the n messages). Now the polynomial fS

i (x) can be authenticated by n random
authentication keys KeySij by computing AuthS

ij = fS
i (KeySij). However, the

communication of KeySij , Auth
S
ij over wire wj will breach the privacy of fS

i (x),
if wi is honest and wj is corrupted. To avoid this, we perform the authentication
in the following way: corresponding to KeySij , we select a random masking key

MaskSij and define AuthS
ij = fS

i (KeySij)+MaskSij . Finally, KeySij , AuthS
ij will be

sent over wj , while MaskSij will be sent over wi, along with fS
i (x). As we will

show later, this will help to maintain the perfect privacy and will also help to
identify the corrupted shares with very high probability. Once R receives t + 1
correct shares (which he will receive eventually), R will correctly recover each
mS

k with very high probability. The details are in Fig. 2.

Lemma 9. In protocol ASSMT-Uni-Directional, if R concludes that fR
i (x) is a

valid polynomial, then fR
i (x) = fS

i (x) except with probability n−1
|F| .

Proof (sketch): Follows using similar arguments as in Lemma 3 and the fact
that two different polynomials of degree-(n − 1) can agree on at most n − 1
points. 2

Lemma 10 (Termination). R will eventually terminate ASSMT-Uni-Directional.

Proof: The proof follows from the fact that there always exists at least t + 1
honest wires, who will eventually deliver valid polynomials. 2

Lemma 11 (Communication Complexity). ASSMT-Uni-Directional has a
communication complexity of O(n2) to send a message of size n.



Proof: Easy and follows from the protocol description. 2

Lemma 12 (Reliability). In protocol ASSMT-Uni-Directional, R will output
the correct message, except with error probability δ.

Proof(sketch): The proof follows using similar arguments as used in Lemma

6 and the fact that |F| = (n−1)t
δ . 2

Lemma 13 (Perfect Secrecy). In protocol ASSMT-Uni-Directional, the mes-
sage mS will be perfectly secure.

Proof: Without loss of generality, let w1, . . . , wt be under the control of At.
So the adversary will know t shares for each mS

k , for k = 1, . . . , n through the
polynomials fS

1 (x), . . . , f
S
t (x). The adversary will also know Authji, for j =

t+1, . . . , n and i = 1, . . . , t. But this will not reveal any new information about
fS
j (x), for j = t + 1, . . . , n, as the adversary will not know the corresponding
masking keys Maskji, for j = t+1, . . . , n and i = 1, . . . , t because they are sent
over wires wj , for j = t + 1, . . . , n, which are honest. Now the secrecy of each
mS

k follows from the properties of Shamir secret sharing [12]. 2

Theorem 9. Let there exists n (n ≥ 2t+ 1) uni-directional wires from S to R.
Then there exists an ASSMT protocol, which securely sends a message of size

ℓ = n and requires a communication complexity of O(n2) = O
(

nℓ
n−2t

)
.

5.2 Bounds for Bi-Directional Wires

Theorem 10. Any ASSMT protocol executed over n (n ≥ 2t+1) bi-directional

wires has a communication complexity of Ω
(

nℓ
n−2t

)
.

Proof(sketch): Due to space constraints, we do not present the complete
proof. However, we give the high level idea. We first claim that in any ASSMT
protocol executed over n (n ≥ 2t + 1) bi-directional wires, the communication
over any set of n − t wires should completely determine the secret message.
This is obvious, since the adversary can arbitrarily delay the communication
over t wires. So R should have the capacity to recover the message even from
the communication done over n − t wires. We next claim that in any ASSMT
protocol, the communication over any set of t wires should be completely inde-
pendent of the secret message. Now from these two facts, we can derive that the

communication complexity will be Ω
(

nℓ
n−2t

)
. 2

From Theorem 9, there exists an ASSMT scheme, which can be executed over
n = 2t + 1 uni-directional wires and which has an asymptotic communication

complexity of O
(

nℓ
n−2t

)
. The same protocol can also be executed over n = 2t+1

bi-directional wires. Thus the bound in Theorem 10 is asymptotically tight.



Fig. 2. Protocol ASSMT-Uni-Directional. Let mS = {mS
k : k = 1, . . . , n}.

Computation and Communication by S:

1. For k = 1, . . . , n, corresponding to mS
k , S selects a random degree-t polynomial

pSk (x), where pSk (0) = mS
k and computes ShS

ki = pSk (i), for i = 1, . . . , n.
2. For i = 1, . . . , n, S forms a polynomial fS

i (x) = ShS
1i +ShS

2i · x+ . . .+ShS
ni · xn−1.

3. For i = 1, . . . , n, corresponding to the polynomial fS
i (x), S selects n random au-

thentication keys KeyS
ij and n random masking keys MaskS

ij , for j = 1, . . . , n. S
then computes AuthS

ij = fS
i (KeyS

ij) +MaskS
ij .

4. For i = 1, . . . , n, S sends the following to R over wire wi and terminates:
(a) The polynomial fS

i (x) of degree-(n− 1) by sending its coefficients;
(b) n Masking keys MaskS

ij , for j = 1, . . . , n;
(c) n authentication keys KeyS

ji and n authentication values AuthS
ji, for j =

1, . . . , n.

Message Recovery by R:

For r = 0, . . . , t, R does the following in iteration r:

1. Let WR be the set of wires wi over which R receives a complete set of values; i.e.,
(a) A polynomial fR

i (x) of degree-(n− 1);
(b) n Masking keys MaskR

ij , for j = 1, . . . , n;
(c) n authentication keys KeyR

ji and n authentication values AuthR
ji, for j =

1, . . . , n.
Let WR

r denote the contents of WR, when WR contains exactly t+ 1 + r wires.
2. Wait until |WR| ≥ t+ 1 + r. Now corresponding to every wi ∈ WR

r , R computes

Supporti = {wj ∈ WR
r : AuthR

ij = fR
i (KeyR

ij ) +MaskR
ij}

3. If Supporti ≥ t + 1, then R concludes that fR
i (x) is a valid polynomial. Let

fR
i (x) = ShR

1i + ShR
2i · x + . . . + ShR

ni · xn−1. Then ShR
ki is considered as a valid

share for mS
k , for k = 1, . . . , n.

4. If R finds t+ 1 valid polynomials, then from their coefficients, R finds t+ 1 valid
shares for each mS

k , for k = 1, . . . , n. Now using these valid shares, R reconstructs
the degree-t polynomials pRk (x), outputs mR = {pRk (0) : k = 1, . . . , n} and termi-
nates the protocol. Otherwise R proceeds to the next iteration.

6 Conclusion and Open Problems

In this paper, we have resolved the communication complexity of asynchronous
RMT and SMT protocols. Our investigation reveals several insightful facts. We
have considered settings where all the n wires are either uni-directional or bi-
directional. It is interesting to consider a more general settings, where certain
wires are directed from S to R and certain wires are directed from R to S.
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