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QUANTUM FREE YANG-MILLS ON THE PLANE

MICHAEL ANSHELEVICH AND AMBAR N. SENGUPTA

Abstract. We construct a free-probability quantum Yang-Mills the-
ory on the two dimensional plane, determine the Wilson loop expec-
tation values, and show that this theory is the N = ∞ limit of U(N)
quantum Yang-Mills theory on the plane.

1. Introduction

In this paper we use free probability and free stochastic calculus to
construct a large-N limit of U(N) quantum Yang-Mills theory on the
Euclidean plane R2. While it has long been expected that free probability
should play a central role in describing large-N limits of certain matrix-
model quantum theories (see, for instance, Douglas [5] and Gopakumar
and Gross [7]), the model we develop, along with the earlier work of
Xu [24] in this context, may be the first concrete rigorously developed
example of a free-probability based geometric quantum field theory.
Pure quantum Yang-Mills theory, with gauge group U(N) and space-

time R2, is described by the Yang-Mills measure µg which is formally a
measure on gauge equivalence classes of connections A and has formal

density e
− 1

2g2
||FA||2

L2 , where FA is the curvature of a connection form A
and g a coupling constant. It has been known, at least since the work of
‘t Hooft [19], that this theory has a meaningful and conceptually useful
limit as N → ∞, holding g2N fixed.
There is a vast body of works in the physics literature on the large-N

limit of U(N) gauge theories (early works include those of Kazakov and
Kostov [9, 10]). On the mathematical side, Singer [18] showed that a
mathematically meaningful ‘master field’ exists as the large-N limit of
two-dimensional U(N) quantum Yang-Mills theory. Our free-probability
Yang-Mills theory may be viewed as a realization of this master field
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theory. The large-N limit of Wilson loop expectations in quantum Yang-
Mills on R2 was studied by Xu [24] using the known distributions of the
U(N) Wilson loop expectation values. For a brief review see [16].

2. Classical, Quantum, and Free

In making comparisons of our theory to classical differential geometric
gauge theory, one should have in mind a U(N) principal bundle over R2.
For convenience we may trivialize the bundle and take the space A of all
connections as the space of smooth u(N)-valued 1-forms on R2, where
u(N) is the Lie algebra of skew-hermitian N × N matrices. The group
G of gauge transformations consists of smooth maps φ : R2 → U(N) and
acts on A by

Aφ = φAφ−1 + φdφ−1.

It is usually more convenient to work with Go, the subgroup of G con-
sisting of transformations which are the identity over the basepoint o =
(0, 0). Parallel transport by A along a piecewise smooth path

c : [T0, T1] → R
2

is given by hc(T1) where hc : [T0, T1] → U(N) solves

dhc(t) = −A
(

c′(t)
)

hc(t) dt and hc(T0) = I,

with t running over [T0, T1]. For any A ∈ A there is a φ ∈ Go for which
Arad = Aφ vanishes on radial vectors; this is radial gauge fixing, and
identifies A/Go with the linear space Ao of u(N)-valued functions on
R2 by associating each A to fArad times the area 2-form on R2. The
equation of parallel transport then associates to each f ∈ Ao and path
c : [T0, T1] → R2 : t 7→ rc(t)e

it, the differential equation

dhc(t) = idMf
c (t)hc(t) and hc(T0) = I, (2.1)

where −iMf
c (t) is the integral of f times area-form over the cone

Sc(t) = {reiθ : θ ∈ [T0, t], 0 ≤ r ≤ rc(θ)}. (2.2)

Primarily we are interested in loops c based at the origin o, and then
hc(T1) is the classical holonomy of the connection on the loop c.
For quantum Yang-Mills theory with gauge group U(N) the Yang-Mills

measure is a probability measure specified formally by the expression

dµg(A) =
1

Zg

e
− 1

2g2
||FA||2

L2 [DA]
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rc(t)e
it

θ = t

θ = T0

θ = T1

Figure 1. A cross radial path

where FA = dA + A ∧ A is the curvature of a connection form A, g
is a parameter that may be viewed as a ‘coupling constant’, and [DA]
is formal Lebesgue measure on Ao. Then µg is realized rigorously as
Gaussian measure

dµg(f) =
1

Zg
e
− 1

2g2
||f ||2

L2 Df (2.3)

on a suitable completion of L2(R2) ⊗ u(N). This will be reviewed in
more detail below in section 5, but for the sake of motivation for the free
theory let us take a very quick look at the framework of the U(N) theory.
To each f ∈ L2(R2) is associated a u(N)-valued random variable ibN,f ,
where bN,f is an N × N Gaussian hermitian random matrix with mean
0 and entries having variances determined by 1

N
||f ||2L2. Following an idea

of L. Gross [8] the classical differential equation (2.1) is replaced by the
Itô stochastic differential equation

dhc(t) = idMN,c(t)hc(t)−
1

2
dMN,c(t)

2hc(t) and hc(T0) = I,

(2.4)
where now MN,c(t) is bN,f with f = 1Sc(t). These equations were studied
and the full theory of the quantum Yang-Mills measure on the plane were
developed by Gross et al. [8] and Driver [6].
The large-N limit of the white noise process f 7→ bN,f , as N → ∞, can

be described by using free probability [17]. We proceed now to outline
this framework very briefly and also describe the corresponding parallel
transport process.
Let H be the Hilbert space L2(R2), and for f ∈ H let

bf = af + cf , (2.5)
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where af = c∗f and cf is the creation operator

cf : F(H) → F(H) : x 7→ f ⊗ x (2.6)

with F(H) being the full Fock space

F(H) =

∞
⊕

n=0

H⊗n. (2.7)

We work in the closed subalgebra BR2 of the C∗-algebra of bounded linear
operators on F(H) generated by all bf , with the ‘expectation’ operator
τ(T ) = 〈TΩ,Ω〉, where Ω = 1 ∈ C ⊂ F(H).
For any Borel S ⊂ R2 there is the closed subalgebra BS generated by

bf , with f zero off S. If S1, . . . , Sm are mutually disjoint Borel subsets of
R2, then BS1 , . . . ,BSm

are freely independent. We view f 7→ bf as a ‘free
noise’ process. (It makes sense even if R2 is replaced by any measure
space.)
Consider a continuous path

c : [T0, T1] → R
2 = C : t 7→ rc(t)e

it

with rc ≥ 0. Let

Mc(t) = b1Sc(t)
, (2.8)

where Sc(t) is, as before, the cone:

Sc(t) = {reiθ : θ ∈ [T0, t], 0 ≤ r ≤ rc(θ)}. (2.9)

The parallel-transport process along the path c is a path t 7→ uc(t) ∈
B
(

F(H)
)

solving the free stochastic differential equation

duc = i
(

dMc

)

uc −
1

2

(

dMc

)2
uc, with uc(T0) = I. (2.10)

We will study such equations below in section 3. (In terms of the notation
used later in (3.9), uc is uMc

.) To avoid excessive notation we indulge in a
small amount of notational ambiguity by denoting the parallel transport
along the full path c also by uc:

uc = uc(T1). (2.11)

We identify paths which are reparametrizations of each other by ‘posi-
tive speed’ (hence strictly increasing) smooth functions. If c : [0, 1] → R2

is a path then its reverse is c−1 : [0, 1] → R2 : t 7→ c(1 − t). Following
Lévy [13] we denote the initial point c(0) by c and the final point c(1) by
c.
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A path of the form [T0, T1] → C : t 7→ rc(t)e
it is cross radial. A path of

the form [r0, r1] → R2 : r 7→ reit, for some fixed t ∈ R, and 0 ≤ r0 ≤ r1,
is radial.
We have already defined uc for cross radial c; for such c we also define

uc−1 = u−1
c . (2.12)

By a basic path in R2 we shall mean a path which is the composite
of radial paths, cross radial arcs, and their reverses, wth different paths
intersecting at most at endpoints. We do not distinguish between paths
that are reparametrizations of each other by smooth reparametrization
functions of strictly positive derivative. Moreover, by following a path
as long as it is radial (or reverse) and then as long as it is cross radial
(or reverse), and so on, every basic path is the composite of a unique
sequence of radial/cross radial paths and their reverses.
The initial point of a path c is denoted by c, and the final point by c.
Next let us define the notion of backtrack equivalence, following Lévy

[13] who treats a more general situation. Basic paths c1 and c2 are
elementarily equivalent if there are basic paths a, b, d such that

{c1, c2} = {add−1b, ab}.

Thus, one of the ci is obtained from the other by erasing the backtracking
part dd−1. Basic paths c and c′ are backtrack equivalent, denoted

c ≃bt c
′,

if there is a sequence of basic paths c = c0, c1, . . . , cn = c′ where ci is
elementarily equivalent to ci+1 for i ∈ {0, . . . , n− 1}.
Clearly, backtrack equivalence is in fact an equivalence relation. More-

over, if
a ≃bt a

′ and b ≃bt b
′

then
ab ≃bt a

′b′, (2.13)

if the composites ab and a′b′ exist.

Definition 2.1. For a basic curve c : [T0, T1] → R2 we define the free
parallel transport along c to be

uc = ucm · · ·uc1 (2.14)

if c is the composite
c = cm · · · c1,

where each cj or its reverse is radial or cross radial, and ucj = 1 if cj is
radial. If c is a loop, then we call uc the free holonomy around c.
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The definition of backtrack equivalence makes it clear that holonomy,
in all its forms, ignores backtracks, in the sense that backtrack equivalent
loops have the same holonomy.

3. Free Stochastics

In this section we introduce notions and prove results in free stochastic
calculus that are motivated by and useful for our study of stochastic
holonomy in the next sections.
Let H be a separable Hilbert space and

F(H) =
⊕

n≥0

H⊗n

the full Fock space over H (if we start with a real Hilbert space we should
complexify the Fock space). For any bounded linear operator T on F(H)
let

τ(T ) = 〈TΩ,Ω〉

where Ω = 1 ∈ C ⊂ F(H). For f ∈ H , let cf and af be, respectively, the
creation and annihilation operators on F(H) specified by

cf (v1 ⊗ · · · ⊗ vn) = f ⊗ f1 ⊗ · · · ⊗ fn

af (f1 ⊗ · · · ⊗ fn) = 〈f, f1〉f2 ⊗ · · · ⊗ fn,
(3.1)

with af being 0 on C. Let

bf = af + cf . (3.2)

Proposition 3.1. Let O be the norm-closed C∗-algebra of bounded op-
erators on F(H) generated by the elements bf with f running over H.
Then τ is faithful and tracial on O and Ω = 1 ∈ C is a cyclic vector,
that is, {bfΩ | f ∈ H} is a dense subspace of F(H).

Proof. See Section 2.6 of [20]. �

We will work henceforth with the algebraic probability space (O, τ).
By a free Brownian motion x on (O, τ) we shall mean a path x :

[T0, T1] → O, for some T0, T1 ∈ (0,∞) with T0 < T1, for which

(i) each x(t) is real (hermitian), and x(T0) = 0;
(ii) if t0 ≤ t1 ≤ . . . ≤ tn in [T0, T1] then

x(t0), x(t1)− x(t0), . . . , x(tn)− x(tn−1)

are freely independent;
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(iii) there is a strictly increasing continuous function Ax : [T0, T1] →
[0,∞), with Ax(T0) = 0, such that if 0 ≤ t0 < t1 then x(t1) −
x(t0) has centered semicircular distribution with variance Ax(t1)−
Ax(t0).

The function Ax(·) will be called the clock of the free Brownian motion.
If Ax(t) = t for all t ∈ [T0, T1], then the process is the standard free
Brownian motion on (O, τ). The clock can be recovered from the free
Brownian motion from

(dx)2 = dAx, (3.3)

where, on the left we have the square of a free stochastic differential.

Lemma 3.1. Suppose x and z are freely independent free Brownian mo-
tions, i.e., the algebra generated by x([T0, T1]) is freely independent of
the algebra generated by z([T0, T1]). Then x + z is also a free Brownian
motion, with the clock being the sum of the clocks for x and z.

We omit the proof, which is straightforward.
We will make much use of a multiplicative analog of free brownian

motion. First consider a free Brownian process

[T0, T1] → O : t 7→ b(t) with b(0) = 0, (3.4)

clocked by t − T0. The corresponding free multiplicative brownian mo-
tion is a process [T0, T1] → O : t 7→ v(t) satisfying the free stochastic
differential equation

dub(t) = idt ub(t)−
1

2
ub(t)dt, with ub(T0) = I. (3.5)

That this equation has a unique solution follows by the results of Küm-
merer and Speicher [11, section 5]. Biane [2, Theorem 2] (see also [1,
Lemma 6.3]) shows that the moments of ub(t) are given by

τ
(

ub(t)
k
)

= e−
k
2
tPk(t), (3.6)

for all non-negative integers k, where Pk(t) is the polynomial of degree
k − 1 in t that, for k ≥ 1, satisfies

dPk(t)

dt
= −

k

2

k−1
∑

j=1

Pj(t)Pk−j(t), (3.7)

with Pk(0) = 1, and P1(t) = P0(t) = 1. (The distribution of ub(t)
∗ is the

same as that ub(t).) An explicit formula for Pk(t) is given by Biane [3,
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Remark on p. 267][2, Lemma 1] and Singer [18]

Pk(t) =

n−1
∑

k=0

(−1)k
tk

k!
nk−1

(

n

k + 1

)

. (3.8)

and can be expressed using an associated Laguerre polynomial 1
n
L
(1)
n−1(nt).

We restate this and more as:

Proposition 3.2. Suppose x : [T0, T1] → O is a free Brownian motion
in (O, τ). Then there is a unique mapping [T0, T1] → O : t 7→ ux(t), with
ux(T0) = I, satisfying

dux = i dx ux −
1

2
ux dAx (3.9)

The element u(t) is unitary and belongs to the C∗-algebra generated by
x([T0, t]), for all t ∈ [T0, T1]. Moreover, for T0 ≤ s ≤ t < T1, the
multiplicative increments ux(t)ux(s)

∗ are freely independent and have
stationary distributions, depending only of Ax(t) − Ax(s). Specifically,
the distribution of u(t)u(s)∗ is multiplicative semicircular with parameter
Ax(t)−Ax(s), specified explicitly by

τ
(

(u(t)u(s)∗)k
)

= Pk

(

n[Ax(t)−Ax(s)]
)

e−k[Ax(t)−Ax(s)]/2 (3.10)

for all non-negative integers k.

We call the process t 7→ ux(t) the free multiplicative Brownian motion
generated by x. Looking back at (2.10) we see that uc is the same as uMc

,
in this notation.

Proof. The process x̃ : s 7→ x
(

A−1
x (s)

)

is free Brownian motion with clock
s. Then the result follows from Theorem 2 of [2] applied to x̃. �

Lemma 3.2. Suppose z, u ∈ O, with u unitary lying in a ∗-closed algebra
B ⊂ O which is freely independent of z. Then u∗zu is freely independent
of B and has the same distribution as z.

Proof. The argument is standard. Since τ is a trace, and u is unitary,

τ
(

(u∗zu)n
)

= τ(zn);

thus, u∗zu has the same distribution as z. Similarly, let P1, P2, . . . , Pn

be polynomials such that τ(Pi(u
∗zu)) = τ(Pi(z)) = 0. Then for any
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b1, . . . , bn ∈ B with τ(bi) = 0, we have

τ
(

P1(u
∗zu)b1P2(u

∗zu)b2 . . . Pn(u
∗zu)bn

)

= τ
(

P1(z)(ub1u
∗)P2(z)(ub2u

∗) . . . Pn(z)(ubnu
∗)
)

= 0

since z is freely independent from B and τ(ubu∗) = τ(b). It follows that
u∗zu is freely independent from B as well. �

Proposition 3.3. Suppose z : [T0, T1] → O is a free Brownian motion,
u : [T0, T1] → O a map, and B is a subalgebra of O such that each u(t)
is a unitary and belongs to B, and the algebra generated by z([T0, T1]) is
freely independent of B. Then the equation

dzu(t) = u(t)∗ dz(t) u(t) (3.11)

has a unique solution satisfying zu(T0) = I, and zu is a free Brownian
motion with the same clock as z. Moreover, {zu(t) : t ∈ [T0, T1]} is freely
independent of B.

Proof. The existence of a unique solution follows from the general results
of [11] (see also Section 4 of [3]). Alternatively, we can write [4]:

zu(t) =

∫ t

T0

(u(t)∗ ⊗ u(t))♯ dz(t).

Observe that
∥

∥(u∗ ⊗ u)1[T0,t)

∥

∥

B∞

= (t− T0)
1/2 < ∞,

and the biprocess is clearly adapted, so the integral is well-defined. Now
choose a partition

T0 = t0 < t1 < . . . < tn = t.

Denote Oi = C∗(B, z(t1), . . . , z(ti)). Then Lemma 3.2 says that for each
i,

u(ti−1)
∗(z(ti)− z(ti−1))u(ti−1)

is freely independent from Oi−1 and has the same distribution as z(ti)−
z(ti−1). Therefore the n-tuple of elements

(u(tk−1)
∗(z(tk)− z(tk−1))u(tk−1))k=1,...,n

is freely independent from B and has the same joint distribution as

((z(tk)− z(tk−1)))k=1,...,n ,
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namely they are free semicircular with variances

(Az(tk)−Az(tk−1))k=1,...,n .

Since
∫ t

T0
(u(t)∗ ⊗ u(t))♯ dz(t) is the limit, in the operator norm, of the

elements
n

∑

i=1

u(ti−1)
∗(z(ti)− z(ti−1))u(ti−1),

all the conclusions follow. �

In fact, the arguments show the following stronger result:

Proposition 3.4. Let {Ot : t ∈ [T0, T1]} be a filtration. Suppose z :
[T0, T1] → O and u : [T0, T1] → O are processes adapted to this filtra-
tion, that is, z(t), u(t) ∈ Ot for all t. Suppose in addition that each u(t)
is unitary, and z is a free Brownian motion adapted to the filtration in
the stronger sense that for t > s, z(t) − z(s) is freely independent from
Os. Then the equation

dzu(t) = u(t)∗dz(t)u(t) (3.12)

has a unique solution satisfying zu(T0) = I, and zu is a free Brownian
motion with the same clock as z.

Now we turn to the main result needed:

Proposition 3.5. Let x and z be freely independent free Brownian mo-
tions in (O, τ) with time parameter running over [T0, T1]. Then:

u∗
xux+z = uy (3.13)

where y = zux .
Moreover, if B is a ∗-closed subalgebra of O such that x([T0, T1]) ⊂

B, and B is freely independent of z([T0, T1]), then uy([T0, T1]) is freely
independent of B.

By Proposition 3.2, uy(t) is multiplicative semicircular with parameter
Az(t) (see, in this context, the remark involving (3.10) with Az(t) in place
of Ax(t)).

Proof. Denote u(t) = ux(t)
∗ux+z(t). Recall that

dux+z = i (dx+ dz) ux+z −
1

2
ux+z dAx+z

and

du∗
x = −iu∗

x dx−
1

2
u∗
x dAx.
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Then using the free Itô product formula,

du = u∗
x(dux+z) + (du∗

x)ux+z + (du∗
x)(dux+z)

= iu∗
x (dx+ dz) ux+z −

1

2
u∗
xux+z dAx+z − iu∗

x dx ux+z

−
1

2
u∗
xux+z dAx + u∗

x dx(dx+ dz) ux+z

= iu∗
x dz ux+z −

1

2
u∗
xux+z(dAx+z + dAx) + u∗

xux+z dAx

= iu∗
x dz ux+z −

1

2
u∗
xux+z dAz

= iu∗
x dz uxu−

1

2
u dAz

= i dzuxu−
1

2
u dAzux . by (3.11).

Therefore

ux(t)
∗ux+z(t) = uzux (t).

By Proposition 3.2, if x([T0, T1]) ⊂ B then also ux([T0, T1]) ⊂ B. There-
fore by Proposition 3.3, y([T0, T1]) is freely independent from B, where
y = zux . Again, by Proposition 3.2, uy([T0, T1]) is contained inside the
closed algebra generated by y([T0, T1]), and so is freely independent of
B. �

4. Lasso Holonomies

In this section we focus on a special class of loops, which we call stan-
dard lassos, that we will use later to study holonomies for more general
loops.
By a standard lasso (see Figure 2) we mean a loop in R2 which starts

at the origin o, travels out along a radial path [0, r1(T0)] → C : r 7→ reiT0

for some fixed T0 ∈ [0, 2π) and r1(T0) ≥ 0, followed by a cross radial arc
[T0, T1] → R2 : t 7→ cout(t) = r1(t)e

it for some T1 ∈ (T0, 2π], followed
by the reverse of a radial path [r0(T1), r1(T1)] → R2 : r 7→ reiT1 for
some r0(T1) ∈ [0, r1(T1)], followed by the reverse of a cross radial arc
[T0, T1] → R2 : t 7→ cinn(t) = r0(t)e

it where 0 ≤ r0 ≤ r1, followed by the
reverse of the radial path [0, r0(T0)] → C : r 7→ reiT0 . We assume also
that r0(t) < r1(t) for t ∈ (T0, T1). The interior of this standard lasso
is the bounded open subset of the plane whose boundary is formed by
(part of) c. The cone of c is the set of all points reit with θ ∈ [T0, T1]
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c−1
inn

cout

interior

θ = T0

θ = T1

Figure 2. A standard lasso

and 0 ≤ r ≤ cout(t). The path cout is the outer arc of the lasso and cinn
is the inner arc of the lasso.
For the following result recall from (2.8) and (2.10) the variables Mc(t)

and uc(t) associated to a cross radial path c.

Proposition 4.1. Let cj : [T0, T1] → R2 : t 7→ rj(t)e
it, for j ∈ {1, 2},

be continuous paths, with 0 ≤ r1 ≤ r2 and 0 ≤ T0 < T1 ≤ 2π. For
T0 ≤ T ≤ t ≤ T1, let

uj(t) = ucj(t)ucj(T )
∗ (4.1)

and
u12(t) = u1(t)

∗u2(t). (4.2)

Then

(1) uj(t) does not depend on the values of cj(s) for s < T .
(2) u12(t) is in the algebra BS, where S is the cone {beia : a ∈

[T, t], 0 ≤ b ≤ r2(a)};
(3) u12(t) is freely independent from BS12(t)c , where S12(t) is the region

S12(t) =
{

beia : a ∈ [T, t], r1(a) ≤ b ≤ r2(a)
}

, (4.3)

enclosed by the lasso specified by the inner arc c1|[T, t] and the
outer arc c2|[T, t].

(4) The distribution of u12(t) is multiplicative semicircular with pa-
rameter given by the area of S12(t).

Proof. Let ux(t) be the free multiplicative Brownian motion generated by
the free Brownian motion x(t) on [T0, T1]; then according to Theorem 2
of [2], ux(t)ux(T )

∗ is precisely the multiplicative free Brownian motion
generated by x(t) − x(T ) on [T, T1]. Applying this with x being Mcj
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we obtain part (1). This also implies that uj(t) ∈ BSj(t), where Sj(t)
is the cone of the cross radial path cj|[T, t]. Therefore u12(t) ∈ BS2(t).
Moreover, by Proposition 3.5,

u12(t) = uw(t) (4.4)

where w is the free Brownian motion Mc2 −Mc1 twisted by uc1:

w = (Mc2 −Mc1)
uc1 ,

and is freely independent from BS12(t). Parts (2) and (3) follow. Part (4)
follows from the remark made after the statement of Proposition 3.5. �

It will be useful to introduce a special type of graph in the plane,
specified by a set of radial and cross radial edges:

Definition 4.1. A grid Γ is a graph whose vertices are points in R2 and
whose oriented edges are radial and cross radial paths, along with their
reverses, specified in more detail as follows. Let 0 = θ0 < θ1 < . . . <
θN = 2π, and consider cross radial paths

[θj−1, θj ] → R
2 : θ 7→ rjk(θ)e

iθ,

for j ∈ {1, . . . , N} and k ∈ {1, . . . , mj}, where

rj 0(θ)
def
= 0 ≤ rj1(θ) ≤ . . . ≤ rj mj

(θ), for all θ ∈ [θj−1, θj ],

such that a pair of these arcs intersect at most at one endpoint. The
edges of Γ are the paths rjk, their reverses r−1

jk , and all the radial paths
connecting endpoints of cross radial edges. The vertices of Γ are the end-
points of all the edges of Γ. The grid contains, in particular, contiguous
radial segments along the ray θ = 0.

By a cross radial edge of Γ we mean one of the cross radial paths rjk;
a reverse cross radial edge is, naturally, the reverse of a cross radial edge.
The radial edges of the grid Γ described above are the radial paths

[a(θj), b(θj)] : s 7→ seiθj ,

whose endpoints are endpoints of ‘successive’ cross radial arcs proceeding
outward along the ray θ = θj , fo j ∈ {1, . . . , N}.
We order the cross radial arcs rj k in lexicographic order in (j, k):

r1 1 ≤ r1 2 ≤ . . . ≤ r1m1 ≤ r2 1 ≤ . . . ≤ rN mN
. (4.5)

A minimal lasso in the grid Γ is a path in Γ consisting of a radial path
followed by a cross radial arc rj k, with k ∈ {1, . . . , mj}, followed by a
reverse radial path, followed by r−1

j k−1 followed by a radial path back to
the origin o. Denote this minimal lasso by ljk.
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r−1
j 2

rj 3

rj 1

lrj 3
= lj 1lj 2lj 3

Figure 3. Decomposing in terms of minimal lassos

Let e denote the initial point of an edge e, and e the final point. If v is
a vertex of a grid Γ let [o, v] denote the radial path in Γ from the origin
o to v, and [v, o] = [0, v]−1.
If e is a cross radial edge in a grid Γ then the loop le = [e, o] · e · [o, e]

is clearly backtrack equivalent to the composition a sequence of minimal
lassos in Γ. Specifically, if e = rjk then

le is backtrack equivalent to lj 1 . . . lj k.

(See Figure 3 for an illustration.) Consequently, if e is reverse cross radial
then le is the composite of a sequence of reversed minimal lassos.

Proposition 4.2. Let Γ be any grid. Then:

(i) A loop in Γ, based at a point p, that consists only of radial or
reverse radial edges is backtrack equivalent to the constant loop at
p.

(ii) A path c in Γ that consists only of radial or reverse radial edges
is backtrack equivalent to the radial/reverse-radial path, with no
back tracking, from the initial point of c to its final point.

(iii) The minimal lassos in Γ can be listed in a sequence l1, . . . , lm such
that the interior of lk is disjoint from the cone of lj whenever
j < k. Any loop in Γ based at o is backtrack equivalent to the
composite of a sequence of minimal lassos, or their reverses, in
the grid.

Note that here we are treating the constant loop at p as a loop in the
graph Γ and are viewing it as backtrack equivalent to b−1b for any edge
b initiating at p.
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Proof. (i) Let c be a loop in Γ, based at p, and suppose c = bn . . . b1, where
bj is radial or reverse radial for all j ∈ {1, . . . , n}. Let k ∈ {1, . . . , n}

be such that bk is furthest from p, with distance being measured by the
minimal number of radial/reversed-radial edges needed to go from one
point to the other. Then k < n and the final point of bk+1 must be the
same as the initial point of bk (or else bk+1 would be further away from
p than bk). Since bk and bk+1 are both radial or reverse radial it follows
that bk+1 = b−1

k . By erasing bk+1bk from c we obtain a loop, still based at
p, with fewer edges and that still satisfies the condition that every edge
in it is either radial or cross radial. Inductively, c is backtrack equivalent
to the constant loop at p.
(ii) follows from (i) by considering the loop formed by the path c

followed by the ‘direct’ path d back from c to c. Specifically, d−1c is
backtrack equivalent to the constant path at c, and so, composing on the
left with d, it follows that c is backtrack equivalent to d.
(iii) Recall from (4.5) the sequence of cross radial edges rij , and the

corresponding minimal lassos lij (as explained following (4.5)) where the
outer arc of lij is given by rij. Now re-index the (i, j) in lexicorgraphic
order:

(1, 1) < (1, 2) < . . . < (1, m1) < (2, 1) < . . . < (N,mN)

and let lk be lij if (i, j) is the k-th pair counted up, the lowest being
(1, 1).
Let l be a loop in a grid Γ based at the origin o that is not entirely

radial. Let e be the first edge of l that is cross radial or reverse cross
radial. Then l is backtrack equivalent to the composite of le and a loop
in Γ that contains one fewer edge (than l) that is either cross or reverse
cross radial. Inductively, then l is backtrack equivalent to the composite
of a sequence of loops of the form le and a loop consisting solely of radial
edges. The latter is backtrack erasable by (i), leaving l equivalent to
a composite of loops le, each of which is, as noted before, backtrack
equivalent to the composite of minimal lassos and their reverses. �

For an elegant study of loops in graphs on surfaces, see Lévy [13].
We note there some interesting facts: each backtrack equivalence class
contains a loop of minimal edge length, and these form a group under
composition of loops followed by backtrack reduction to minimal edge
length.
We have now the following immediate consequence of Proposition 4.1:
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Theorem 4.2. Let Γ be a grid in R2, and let l1, . . . , lm be the basic
minimal lassos of Γ listed in sequence so that the interior of lk is disjoint
from the cone of lj for all j < k. Then ul1 , . . . , ulm are freely independent,
and each ulj is multiplicative semicircular with parameter |Sj |, where Sj

is the interior of the lasso lj.

5. Review of U(N) planar Yang-Mills

Everything we have done so far works even if the variables bf and uc

are random variables on some probability space, with bf taking values
in the space of all skew-hermitian N ×N matrices, and uc taking values
in U(N). The equation (3.9) for parallel transport is then taken as an
Itô stochastic differential equation. Free independence is replaced by
classical probabilistic independence. This is the quantum Yang-Mills
theory on the plane with gauge group U(N) as developed by Gross et
al. [8] and Driver [6]. The formal expression for the quantum U(N)
Yang-Mills measure is

1

Zg

e
− 1

2g2
SYM(A)

[DA], (5.1)

where SYM(A) =
1
2
||FA||2L2 , with FA being curvature of a connection A,

is the Yang-Mills action, and g > 0 a (coupling) constant. Our objective
is the limit of this measure as N → ∞ but holding g2N fixed, and so we
set g2 = 1/N . We now review very briefly the basic ideas and results for
U(N) planar quantum Yang-Mills theory (for more see [6] and [8]).
The Lie algebra u(N) consists of all skew-hermitian N × N matrices,

and
〈H,K〉 = −Tr(HK) (5.2)

specifies an inner product on u(N) that is invariant under the conjugation
action of U(N) on u(N). Let E1, . . . , EN2 be an orthonormal basis of
u(N). The Gaussian measure (5.1), with g2 = 1/N , is modeled rigorously
as follows. There is a probability space (ΩN ,FN ,PN) and a linear map

L2(R2)⊗ u(N) → L2(PN) : φ 7→ φ∼

such that φ∼ is Gaussian of mean 0 and variance 1
N
||φ||2. For any f ∈

L2(R2) and every basis element Ej there is thus a Gaussian random vari-
able (fEj)

∼, depending linearly on f , of mean 0 and variance 1
N
||f ||L2(R2);

thus the random variable
N2
∑

j=1

(fEj)
∼Ej ,
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with values in the matrix Lie algebra u(N), depends linearly on f and the
components (fEj)

∼ are independent Gaussians with mean 0 and variance
1
N
||f ||L2(R2). Thus

bN,f =

N2
∑

j=1

(fEj)
∼iEj (5.3)

is a hermitian random matrix such that Tr(bN,f iEj) is Gaussian with
mean 0 and variance 1

N
||f ||L2(R2).

Now consider a cross radial path c : [T0, T1] → R2 : θ 7→ rc(θ)e
iθ. Let

MN,c(t) = bN,Sc(t), (5.4)

where Sc(t) is the usual cone for c|[T0, t] seen in (2.9). Then

t 7→ iMN,c(t)

is a u(N)-valued Brownian motion clocked by the scaled area function
t 7→ 1

N
|Sc(t)|, where |A| denotes Lebesue measure of A ⊂ R2. Stochastic

parallel transport
t 7→ hc(t),

with t ∈ [T0, T1] and each hc(t) a U(N)-valued random variable, solves
the Itô stochastic differential equation

dhc = i
(

dMN,c

)

hc −
1

2

(

dMN,c

)2
hc, with hc(T0) = I. (5.5)

As with uc in (2.11), we allow ourselves the notational ambiguity of
denoting parallel transport along the full path c also by hc:

hc = hc(T1). (5.6)

The variable hc has values in U(N) and has density (with respect to unit
mass Haar measure) given by

Q 1
N
|Sc|(x), (5.7)

where Qt(x) is the heat kernel on U(N) and |Sc| is the area of the cone
Sc = {reit : t ∈ [T0, T1], 0 ≤ r ≤ rc(t)}. (To avoid notational clutter, we
are not indexing hc by N . ) The heat kernel Qt(x) is the solution of the
heat equation

∂Qt(x)

∂t
=

1

2
∆U(N)Qt(x), (5.8)

where ∆U(N) is the Laplacian on U(N), and satisfies the initial condition

lim
t↓0

∫

U(N)

f(x)Qt(x) dx = f(I),
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for continuous functions f on G, where dx is unit mass Haar measure
on U(N). Probabilistically, Qt(x) is the density of the time-t position of
standard Brownian motion on U(N).
For a basic curve c, define hc exactly analogously to uc as in Definition

2.1:

Definition 5.1. For a basic curve c : [T0T1] → R2 we define the stochas-
tic parallel transport along c to be

hc = hcm · · ·hc1 (5.9)

if c is the composite
c = cm · · · c1,

where each cj or its reverse is radial or cross radial, and hcj = 1 if cj is
radial. If c is a loop, then we call hc the stochastic holonomy around c.

The following result is the exact analog of our free Theorem 4.2:

Theorem 5.2. Let Γ be a grid in R2, and let l1, . . . , lm be the basic
minimal lassos of Γ listed in sequence so that the interior of lk is disjoint
from the cone of lj for all j < k. Then the variables hl1 , . . . , hlm are
independent, and each hlj has density on U(N), relative to unit mass
Haar measure, given by Q 1

N
|Sj |

(x) where Sj is the interior of the lasso lj.

A special feature of the finite-N theory is that it can be reformulated
as a lattice gauge theory. Let EΓ be the set of oriented edges of Γ, VΓ

the set of vertices, and FΓ the set of faces (bounded components of the
complement in R2 of the set of points on all the edges of Γ). We equip
each face F with the standard orientation from R2 and also equip it with
a fixed, arbitrarily chosen, basepoint on ∂F . The set

AΓ = {x : EΓ → U(N) : x(e−1) = x(e)−1 for all e ∈ EΓ } (5.10)

is a discrete version of the space of all connections restricted to Γ. The
group of gauge transformations is then

GΓ = U(N)VΓ , (5.11)

with any θ ∈ GΓ acting on AΓ by

xθ(e) = θ(e)−1x(e)θ(e) for all edges e. (5.12)

The discrete Yang-Mills measure µΓ is the probability measure on AΓ

given by

dµΓ(x) =
∏

F∈FΓ

Q 1
N
|F |

(

x(∂F )
)

, (5.13)
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where |F | is the area of the face F , and x(∂F ) = x(bk) . . . x(b1) if b, . . . , bk,
composed in that order, form the boundary ∂F , starting with the given
basepoint on ∂F . This measure is clearly invariant under the action of
GΓ, and can be viewed also as a measure on the quotient space AΓ/GΓ.
With these structures in place, we have:

Theorem 5.3. Let Γ be a grid in R2, and let c1, . . . , cn be loops, based
at o, in Γ. Then

∫

f(hc1, . . . , hcn) dPN =

∫

AΓ

f (x(c1), . . . , x(cn)) dµΓ(x) (5.14)

for all bounded measurable functions f on U(N)n.

For a proof we refer to [6, Theorem 6.4] (with axial gauge fixing, rather
than radial gauge fixing) and [15, Theorem 8.4] (a very general case for
surfaces). Technically, Theorem 5.3 is a consequence of Theorem 5.2, the
essence of the idea being that the original gauge fixing can be undone at
the lattice level to produce the gauge invariant expression (5.14).
The convolution property

∫

U(N)

Qt(xy)Qs(y
−1z) dy = Qt+s(xz)

of the heat kernel makes it possible to combine adjacent faces F1 and F2,
sharing a common edge e as follows:

∫

U(N)

Q 1
N
|F1|

(

x(∂F1)
)

Q 1
N
|F2|

(

x(∂F2)
)

dx(e) = Q 1
N
|F |

(

x(∂F )
)

, (5.15)

where F is formed by coalescing F1 and F2 and deleting e. This can be
used on the right side of (5.14) for every edge e that does not appear
in any of the loops ci, thereby eliminating all such edges from the inte-
gration. What is left is an integration over the ‘gauge fields’ x defined
on the graph specified by the intersection points of the loops ci and the
segments of the ci running between these intersection points. Consider
the case where Γ provides a triangulation of the unit disk D and l is a
loop of the form [p, o] · ∂D · [o, p], where p is on the boundary of D and
∂D traces out this boundary in the positive sense, starting at p. Then,
eliminating all edges not on ∂D, we have

∫

f(hl) dPN =

∫

U(N)

f(y)Q 1
N
|D|(y)dy, (5.16)

for all bounded measurable central functions f on U(N) (centrality allows
us to ‘cancel off’ the edges on [o, p] against those on [p, o]). Next, suppose
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l is of the form [o, p] · c · [p, o], where c is a basic simple closed curve
based at p enclosing a region S. By drawing sufficiently many radial and
cross radial arcs we obtain a grid part of which provides a triangulation
T of S. There is a (Jordan-Schönflies) homeomorphism of S onto the
unit disk and, by further results from topology (the two-dimensional
Hauptvermutung) , there is a homeomorphism which carries a subdivision
of T to a subdivision of the triangulation ofD specified by, say, two radial
segments along with two arcs on ∂D. Putting all this together with (5.16)
it follows that

∫

f(hl) dPN =

∫

U(N)

f(y)Q 1
N
|S|(y)dy (5.17)

for all bounded measurable central functions f on U(N). Aside from the
proof, this identity is easy to verify in most examples using Theorem 5.3
and the convolution property (5.15).
Here is a particularly interesting consequence of (5.17) (see [16, eq.

(5.13)]):

lim
N→∞

∫

trN(h
k
l ) dPN = e−

k
2
|S|Pk(|S|), (5.18)

where k is any non-negative integer, Pk is the polynomial defined in (3.7),
and trN = 1

N
tr is the normalized trace on N×N matrices (for negative k

simply note that h−1
l has the same distribution as hl). Comparing with

(3.10) we observe that

τ(uk
l ) = lim

N→∞
trN(h

k
l ), (5.19)

for all positive integers k, at least when l is a standard lasso.
There is another important feature of U(N) planar quantum Yang-

Mills theory that we need to note. If c1, . . . , cm are basic simple closed
loops, based at o, with enclosing disjoint regions then hc1, . . . , hcm are
independent variables. This too follows from (5.14) by eliminating all
edges that do not lie on the loops ci.
As the discussion above indicates, the loop expectation values (5.14)

depend only on the areas of the bounded regions in the complement of
the paths ci and the topologies of these regions. For a general theory
of such topological probability field theories see Lévy [13] (earlier works
include [12, 14, 15]).
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6. The Large-N Limit and Free Independence of Holonomies

In this section we show that the large-N limit of the planar U(N)
quantum Yang-Mills theory is indeed the free theory. For finite N , we
consider matrix-valued random variables A for which we use the ‘trace
functional’

τN (A) = E[trN (A)]. (6.1)

For a basic loop c in R2, let hc be the U(N)-valued stochastic holonomy
given by (5.6) and by the description before Theorem 5.2, and let uc be
its free analog as in Definition 2.1.
For a basic lasso l the variable hl has density Q 1

N
|S|(x), where S is

the interior of the lasso (region enclosed by the lasso head). Wigner’s
semicircle law [22, 23] implies that

hl → ul, as N → ∞

in distribution (in fact we have already observed this in (5.18)). Voicu-
lescu’s theorem [21] in this context implies that if l1, . . . , ln are loops for
which hl1 , . . . , hln are independent as U(N)-valued random variables, for
each N , then ul1 , . . . , uln are freely independent and

(hl1, h
∗
l1
, . . . , hln, h

∗
ln) → (ul1, u

∗
l1
, . . . , uln, u

∗
ln), as N → ∞, (6.2)

in distribution.

Theorem 6.1. Let c1 . . . , cn be basic loops, all based at o, with finitely
many mutual intersection points. Then

(hc1, h
∗
c1, . . . , hcn, h

∗
c1) → (uc1, u

∗
c1, . . . , ucn, u

∗
cn), as N → ∞, (6.3)

in distribution, where uc denotes the free holonomy around a loop c and
hc the U(N)-valued stochastic holonomy.

Proof. By subdividing cross radial paths appearing in the cj , as necessary,
we can assume that distinct cross radial pieces intersect at most at one
or both endpoints. Draw radial paths from the origin to the endpoints
of cross radial pieces of all the loops cj, as well as the initial ray θ = 0.
These constructions produce a grid Γ. By Proposition 4.2 there is a
sequence of standard lassos l1, . . . , lM , with disjoint interiors, such that
each cj is backtrack equivalent to a composite of these lassos and their
reverses. From the observations made above for (6.2), we have

(hl1 , h
∗
l1 , . . . , hlM , h∗

lM
) → (ul1, u

∗
l1 . . . , ulM , u∗

lM
) as N → ∞.
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Since each hcj is a product of some of the hlk and their inverses, and ucj

is the product of the corresponding unitaries ulk and their inverses, the
limit in the relation (6.3) follows. �

Theorem 6.2. Suppose l is a basic closed curve, comprised of an initial
radial ray from o to a point p, followed by a simple closed curve c based
at p, followed by the radial path back to o. Then ul has multiplicative
semicircular with parameter given by the area enclosed by the loop c.

Proof. Draw radial paths from the origin o to the initial and final points
of all cross radial paths which appear in the loop c. Add more radial
paths and cross radial arcs to form a grid. Let l1, . . . , lm be the minimal
lassos of the grid listed in sequence so that the interior of lk is disjoint
from the cone of lj is j < k. Then, by Proposition 4.2, the loop l is
backtrack equivalent to a composite of some of the lj and their reverses.
Denoting by ha the U(N)-valued stochastic holonomy around a basic
loop a, then by Theorem 6.1 we have

(hl1 , h
∗
l1 , . . . , hlm , h

∗
lm) → (ul1, u

∗
l1, . . . , ulm, u

∗
lm)

in distribution, as N → ∞. Hence, writing l as a composite of the lj and
their reverses, it follows that hl → ul in distribution, as N → ∞. But
from (5.17) of the U(N) theory, hl has density QS/N on U(N), where S
is the area enclosed by the loop c. Hence, the free limit ul is semicircular
with parameter S. �

Theorem 6.3. Suppose c1, . . . , cn are basic simple closed loops in R2, all
based at the origin o, with disjoint interiors. Then uc1, . . . , ucm are freely
independent.

Proof. Form a grid Γ by using all cross radial segments of the paths ci
and all radial lines running from o to the endpoints of these cross radial
segments, as well as the initial ray θ = 0. By Proposition 4.2 there are
standard lassos l1, . . . , lm with disjoint interiors, listed/indexed so that
the interior of lk is disjoint from the cone of lj for j < k, and such that
each ci is backtrack equivalent to a composite of the lj and their reverses.
Then the U(N) stochastic holonomies hci converge jointly, in distribution,
to the corresponding uci. Now from U(N)-valued Yang-Mills theory, the
variables hc1, . . . , hcn are independent, and so their limits uc1, . . . , ucn are
freely independent. �
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13. T. Lévy, Two-Dimensional Markovian Holonomy Fields, Astérisque 329 (2010).
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