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Abstract

In this paper, we consider the endomorphism algebras of infinitely generated tilting modules of the
form RU ⊕RU /R over tame hereditaryk-algebrasR with k an arbitrary field, whereRU is the universal
localization ofR at an arbitrary setU of simple regularR-modules, and show that the derived module
category of EndR(RU ⊕RU /R) is a recollement of the derived module categoryD(R) of Rand the derived
module categoryD(AU ) of the adèle ringAU associated withU . Whenk is an algebraically closed field,
the ringAU can be precisely described in terms of Laurent power series ring k((x)) overk. Moreover,
if U is a union of finitely many cliques, we give two different stratifications of the derived category of
EndR(RU ⊕RU /R) by derived categories of rings, such that the two stratifications are of different finite
lengths.

1 Introduction

Tilting modules over tame hereditary algebras have played aspecial role in the development of the representa-
tion theory of algebras: Finite-dimensional tilting modules provide a class of minimal representation-infinite
algebras which can be used together with the covering techniques in [4] to judge whether an algebra is of
finite representation type or not, while infinite-dimensional tilting modules involve the generic modules dis-
covered by Ringel in [27], Prüfer modules and adic modules.Recently, Angeleri-Hügel and Sánchez classify
all tilting modules over tame hereditary algebras up to equivalence in [3]. One of the main ingredients of
their classification involves the universal localizationsat simple regular modules, which were already studied
by Crawley-Boevey in [13]. It is worthy to note that Krause and Stovicek show very recently in [21] that
over hereditary rings universal localizations and ring epimorphisms coincide. For finite-dimensional tilting
modules over tame hereditary algebras, their endomorphismalgebras have been well understood from the
view of torsion theory and derived categories (see [7], [18], [19], [28], and others). Especially, in this case,
there are derived equivalences between the given tame hereditary algebras and the endomorphism algebras of
titling modules. However, for infinite-dimensional tilting modules, one cannot get such derived equivalences
any more (see [5]). Nevertheless, if they are good tilting modules, then the derived module categories of their
endomorphism rings admit recollements by derived module categories of the given tame hereditary algebras
themselves on the one side, and of certain universal localizations of their endomorphism rings on the other
side, as shown by a general result in [8]. Here, not much is known about the precise structures of these
universal localizations as well as the composition factorsof these recollements. In fact, it seems to be very
difficult to describe them in general.
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In the present paper, we will study these new recollements arising from a class of good tilting modules
over tame hereditary algebras more explicitly. In this special situation, we can describe precisely the universal
localizations appearing in the recollements in terms of ad`ele rings which occur often in algebraic number the-
ory (see [24, Chapter V], determine their derived composition factors, and provide two completely different
stratifications of the derived module categories of the endomorphism rings of these tilting modules.

Let R be an indecomposable finite-dimensional tame hereditary algebra over an arbitrary fieldk. Of our
interest are simple regularR-modules. Now, we fix a complete setS of all non-isomorphic simple regular
R-modules, and consider the equivalence relation∼ onS generated by

L1∼ L2 for L1,L2 ∈S if Ext1
R(L1,L2) 6= 0.

The equivalence classes of this relation are called cliques(see [13]). It is well known that all cliques are finite,
and all but at most three cliques consist of only one simple regular module. For a simple regularR-moduleL,
we denote byC (L) the clique containingL. Similarly, for a subsetV of S , we denote byC (V ) the union
of all cliquesC (L) with L ∈ V .

Let C be a clique andV ∈ C . Then there is a unique PrüferR-module, denoted byV[∞], such that its
regular socle is equal toV (see [27]). Moreover, for any two non-isomorphic simple regular modules inC , the
endomorphism rings of the Prüfer modules corresponding tothem are isomorphic ( see, for instance, Lemma
3.1(3)). Hence we defineD(C ) to be EndR(V[∞]) for an arbitrary but fixed moduleV ∈ C . It is shown that
this ring is a (not necessarily commutative) discrete valuation ring. Therefore, the so-called division ring
Q(C ) of fractions ofD(C ) exists, which is the “smallest” division ring containingD(C ) as a subring up to
isomorphism.

LetU ⊆S be a set of simple regular modules, and letRU stand for the universal localization ofRatU in
the sense of Schofield and Crawley-Boevey. Then it is proved in [2] that theR-moduleTU := RU ⊕RU /R is a
tilting module. Following [3, Example 1.3], ifU is a union of cliques, theR-moduleTU is called the Reiten-
Ringel tilting module associated withU . This class of modules was studied first in [27] and generalized then
in [25]. As a main objective of the present paper, we will concentrate us on the derived categories of the
endomorphism rings of tilting modulesTU for arbitrary subsetsU of S .

Let k[[x]] andk((x)) be the algebras of formal and Laurent power series overk in one variablex, respec-
tively. For an index setI , we define theI -adèle ring ofk((x)) by

AI :=

{

(

fi
)

i∈I ∈∏
i∈I

k((x))
∣

∣ fi ∈ k[[x]] for almost all i ∈ I

}

,

where∏i∈I k((x)) stands for the direct product ofI copies ofk((x)). In particular, if I is a finite set, then
AI = k((x))|I |.

Our main result in this paper is the following theorem, whichprovides us a class of new recollements
different from the one obtained by the structure of triangular matrix rings.

Theorem 1.1. Let R be an indecomposable finite-dimensional tame hereditary algebra over an arbitrary
field k. LetU = U 0∪̇U 1 be a non-empty set of simple regular R-modules, whereU 0 contains no cliques and
U 1 is the union of all cliques{C i}i∈I contained inU , where I is an index set, and let B be the endomorphism
ring of RU ⊕RU /R, where RU stands for the universal localization of R atU . Then there is the following
recollement of derived module categories:

D(AU ) // D(B) //
ff

xx
D(R)

ff

xx
,

whereAU is the I-ad̀ele ring with respect to the rings Q(C i) for i ∈ I, that is,

AU :=

{

(

fi
)

i∈I ∈∏
i∈I

Q(C i)
∣

∣ fi ∈ D(C i) for almost all i∈ I

}

.
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In particular, if k is algebraically closed, thenAU is isomorphic to the I-ad̀ele ringAI of the Laurent power
series ring k((x)).

Note that if the fieldk is algebraically closed then the setS of all non-isomorphic simple regularR-
modules can be parameterized by the projective lineP1(k), and the adèle ringAP1(k) is the same as the adèle
ringAk(x) of the rational function fieldk(x) in global class field theory (see [24, Chapter VI] and [16, Theorem
2.1.4] for details). Thus, the adèle ringAk(x) occurs in our recollement of Theorem 1.1 for the Reiten-Ringel
tilting R-moduleRS ⊕RS /R.

As a consequence of Theorem 1.1, we can obtain new stratifications of the derived categories of the
endomorphism rings of tilting modules arising from universal localizations at simple regular modules.

Corollary 1.2. Let R be an indecomposable finite-dimensional tame hereditary algebra over an algebraically
closed field k. Let r be the number of non-isomorphic simple R-modules. Suppose thatU is a non-empty finite
subset ofS consisting of s cliques. Let B be the endomorphism ring of theReiten-Ringel tilting R-module
associated withU . ThenD(B) admits two stratifications by derived module categories, one is of length r+s
with the composition factors: r copies of the ring k and s copies of the ring k((x)), and the other is of length
r +s−1 with the composition factors: r−2 copies of the ring k, s copies of the ring k[[x]] and one copy of a
Dedekind integral domain contained in the ring k(x).

Observe that ifR is the Kronecker algebra andU consists of one simple regular module, then we re-obtain
the stratifications, shown in the example of [8, Section 8], from Corollary 1.2.

Now, let us state the structure of this paper. In Section 2, wefix notations and recall some definitions and
basic facts which will be used throughout the paper. In Section 3, we first prepare with a few lemmas, and
then prove the main result, Theorem 1.1. In Section 4, we firstconsider the case of general tame hereditary
algebras, and then turn to the special case of the Kronecker algebra. With these preparations in hand, together
with a result in [20], we can determine the derived composition factors of the derived categories of the
endomorphism rings of Reiten-Ringel tilting modules, and therefore get a proof of Corollary 1.2.

Acknowledgements. The author H. X. Chen would like to thank the Doctor Funds of Beijing Normal
University for partial support, and the corresponding author C. C. Xi would like to acknowledge partial sup-
port by PCSIRT. The paper is revised during a visit of Xi to theHausdorff Research Institute for Mathematics,
Bonn, Germany in February and March, 2011 for a trimester program, he would like to thank C. M. Ringel
for discussion on the subject, and the organizers for invitation.

2 Preliminaries

First, we recall some standard notations which will be used throughout this paper.
All rings considered are assumed to be associative and with identity, all ring homomorphisms preserve

identity, and all full subcategoriesD of a given categoryC are closed under isomorphic images, that is, ifX
andY are objects inC , thenY ∈ D wheneverY ≃ X with X ∈ D .

Let Rbe a ring.
We denote byR-Mod the category of all unitary leftR-modules, and byR-mod the category of finitely

generated unitary leftR-modules. Unless stated otherwise, by anR-module we mean a leftR-module. For an
R-moduleM, we denote by add(M)

(

respectively, Add(M)
)

the full subcategory ofR-Mod consisting of all
direct summands of finite (respectively, arbitrary) directsums of copies ofM. If I is an index set, we denote
by M(I) the direct sum ofI copies ofM.

If f : M→ N is a homomorphism ofR-modules, then the image ofx∈M under f is denoted by(x) f in-
stead off (x). Also, for anyR-moduleX, the induced morphisms HomR(X, f ) : HomR(X,M)→HomR(X,N)
and HomR( f ,X) : HomR(N,X)→ HomR(M,X) are denoted byf ∗ and f∗, respectively.
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Given a classU of R-modules, we denote byF (U ) the full subcategory ofR-Mod consisting of all those
R-modulesM which have a finite filtration 0= M0 ⊆M1 ⊆ ·· · ⊆Mn = M such thatMi/Mi−1 is isomorphic
to a module inU for eachi. We say thatM is a direct union of finite extensions of modules inU if M is the
direct limit of a direct system of submodules ofM belonging toF (U ).

Let D(R) be the (unbounded) derived category ofR-Mod, which is the localization of the homotopy
category ofR-Mod at all quasi-isomorphisms. Furthermore, we always identify R-Mod with the full sub-
category ofD(R) consisting of all stalk complexes concentrated on degree zero. It is well known that
HomD(R)(X,Y[n]) ≃ ExtnR(X,Y) for anyX,Y ∈ R-Mod andn∈ N, where[n] stands for then-th shift functor
of D(R), and that the triangulated categoryD(R) has small coproducts, that is, coproducts indexed by sets
exist inD(R).

If R is an Artink-algebra over a commutative Artin ringk, we denote byD the usual duality, and byτ the
Auslander-Reiten translation ofR.

Now, let us recall the definition of recollements of triangulated categories. This notion was first intro-
duced by Beilinson, Bernstein and Deligne in [6] to study thetriangulated categories of perverse sheaves
over singular spaces, and later was used by Cline, Parshall and Scott in [10] to stratify the derived categories
of quasi-hereditary algebras arising from the representation theory of semisimple Lie algebras and algebraic
groups.

LetD be a triangulated category with small coproducts. We denoteby [1] the shift functor ofD .

Definition 2.1. [6] Let D ′ andD ′′ be triangulated categories. We say thatD is a recollement ofD ′ andD ′′

if there are six triangle functorsi∗, i∗, i! , j !, j∗ and j! as in the following diagram

D ′′
i∗=i! // D

j != j∗ //

i!
YY

i∗

��
D ′

j∗

XX

j!

��

such that
(1) (i∗, i∗),(i! , i!),( j! , j !) and( j∗, j∗) are adjoint pairs,
(2) i∗, j∗ and j! are fully faithful,
(3) i! j∗ = 0 (and thus alsoj ! i! = 0 andi∗ j! = 0),
(4) for each objectC∈ D , there are two triangles inD :

i! i
!(C)−→C−→ j∗ j∗(C)−→ i! i

!(C)[1] and j! j !(C)−→C−→ i∗i
∗(C)−→ j! j !(C)[1].

In the following, ifD is a recollement ofD ′ andD ′′, we also say that there is a recollement amongD ′,
D andD ′′, or very briefly, thatD admits a recollement.

A well known example of recollements of derived categories of rings is given by triangular matrix rings:

Suppose thatA, B are rings, and thatM is anA-B-bimodule. LetR=

(

A M
0 B

)

be the triangular matrix

ring associated withA,B andM. Then there is a recollement of derived categories:

D(A) // D(R) //
ff

xx
D(B)

ff

xx
.

A generalization of this situation is the so-called stratifying ideals defined by Cline, Parshall and Scott, and
can be found in [10].

Another type of examples of recollements of derived categories of rings appears in the tilting theory of
infinitely generated tilting modules over arbitrary rings (see [8]). Before we state this kind of examples, we
recall first the definition of tilting modules over arbitraryrings from [14], and then the notion of universal
localizations which is closely related to constructing tilting modules.
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Definition 2.2. An R-moduleT is called a tilting module (of projective dimension at most one) if the follow-
ing conditions are satisfied:

(T1) The projective dimension ofT is at most 1, that is, there exists an exact sequence: 0→ P1→ P0→
T→ 0 with Pi projective fori = 0,1,

(T2) ExtiR(T,T
(α)) = 0 for eachi ≥ 1 and each index setα, and

(T3) there exists an exact sequence

0−→ RR−→ T0−→ T1−→ 0

of R-modules such thatTi ∈ Add(T) for i = 0,1.
A tilting R-moduleT is called good ifT0 andT1 in (T3) lie in add(T), and classical ifT is good and

finitely presented.

A special kind of good tilting modules can be constructed from injective ring epimorphisms, including
particularly certain universal localizations. The following result on universal localizations is well known.

Lemma 2.3. (see [12], [29])Let R be a ring andΣ a set of homomorphisms between finitely generated
projective R-modules. Then there is a ring RΣ and a homomorphismλ : R→ RΣ of rings with the following
properties:

(1) λ is Σ-inverting, that is, ifα : P→Q belongs toΣ, then RΣ⊗Rα : RΣ⊗RP→ RΣ⊗RQ is an isomor-
phism of RΣ-modules, and

(2) λ is universalΣ-inverting, that is, if S is a ring such that there exists aΣ-inverting homomorphism
ϕ : R→ S, then there exists a unique homomorphismψ : RΣ→ S of rings such thatϕ = λψ.

(3) The homomorphismλ : R→ RΣ is a ring epimorphism withTorR1(RΣ,RΣ) = 0.

We call λ : R→ RΣ in Lemma 2.3 the universal localization ofR at Σ. Recall that, by [2, Theorem
2.5], if λ is injective and theR-moduleRΣ has projective dimension at most one, thenRΣ⊕RΣ/R is a tilting
R-module.

Of particular interest are the following two kinds of universal localizations.
The first one is associated with subsets of elements in rings.Let Φ be a non-empty subset ofR. Then

we consider the universal localization ofR at all homomorphismsρr with r ∈ Φ, whereρr is the right
multiplication mapR→ R defined byx 7→ xr for x ∈ R. For simplicity, we writeRΦ for this universal
localization, and say thatRΦ is the universal localization ofR at Φ. Note that, by the property of universal
localizations,RΦ is also isomorphic to the “right” universal localization ofR at all left multiplication maps
σr : RR→ RR defined byx 7→ rx for x ∈ Φ, which are regarded as homomorphisms of rightR-modules.
Clearly, if 0∈Φ, thenRΦ = 0. If 0 /∈Φ, then we consider the smallest multiplicative subset ofR containing
Φ, and getRΦ = RΦ1. Recall that a subsetΦ of R is said to be multiplicative if 0/∈Φ, 1∈Φ, and it is closed
under multiplication.

From now on, we assume thatΦ is a multiplicative subset ofR.
Under some extra assumptions onΦ, the ringRΦ can be characterized by Ore localizations which gen-

eralizes the notion of localizations in commutative rings.To explain this point in detail, we first recall some
relevant definitions about Ore localizations. For more details, we refer to [23, Chapter 4].

Definition 2.4. A subsetΦ of R is called a left denominator subset ofR if Φ satisfies the following two
conditions:(i) For anya∈ R ands∈ Φ, there holdsΦa∩Rs 6= /0, and(ii) for any r ∈ R, if rt = 0 for some
t ∈Φ, then there exists somet ′ ∈ Φ such thatt ′r = 0. If Φ satisfies only the condition(i), thenΦ is called a
left Ore subset ofR.

Similarly, we can define the notions of right denominator sets and right Ore sets, respectively. Clearly,
if R is commutative, then every multiplicative subset ofR is a left and right denominator set. Furthermore,
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if R is a domain, that is,R is a (not necessarily commutative) ring which has neither left zero-divisors nor
right zero-divisors, thenR\ {0} is a left denominator set if and only if it is a left Ore set if and only if
Rr1∩Rr2 6= {0} for any non-zero elementsr1, r2 ∈ R. We say thatR is a left Ore domain ifR\{0} is a left
denominator set.

The following lemma explains how left Ore localizations arise, and establishes a relationship between
left Ore localizations and universal localizations.

Lemma 2.5. [23, Theorem 10.6, Corollary 10.11]Let Φ be a left denominator subset of R andλ : R→ RΦ
the universal localization of R atΦ. Then there is a ring, denoted byΦ−1R, and a ring homomorphism
µ : R→Φ−1R such that

(1) µ isΦ-invertible, that is,(s)µ is a unit inΦ−1R for each s∈Φ,

(2) every element ofΦ−1R has the form
(

(t)µ
)−1

(r)µ for some t∈Φ and some r∈ R,
(3) ker(µ) = {r ∈ R | sr= 0 for some s∈Φ}, and
(4) there is a unique isomorphismν : Φ−1R→ RΦ of rings such thatλ = µν.

The ringΦ−1R in Lemma 2.5 is called a left ring of fractions ofR(with respect toΦ⊆R), or alternatively,
a left Ore localization ofRatΦ. Clearly, for commutative rings, Ore localizations and theusual localizations
at multiplicative subsets coincide.

Similarly, whenΦ is a right denominator subset ofR, we can define a right ringRΦ−1 of fractions ofR.
If Φ is a left and right denominator subset ofR, thenΦ−1R is called the ring of fractions ofR, or the Ore
localization ofR at Φ. Actually, in this case, bothΦ−1R andRΦ−1 are isomorphic toRΦ. Furthermore, ifR
is a left and right Ore domainR, then the ring of fractions ofR with respect toR\{0} is usually denoted by
Q(R). Notice that, up to isomorphism,Q(R) is the smallest division ring containingR as a subring. So we
call Q(R) the division ring of fractions ofR.

The other kind of universal localizations is provided by universal localizations at injective homomor-
phisms between finitely generated projective modules, and therefore related to finitely presented modules of
projective dimension at most one.

Suppose thatU is a set of finitely presentedR-modules of projective dimension at most one. For each
U ∈ U , there is a finitely generated projective presentation ofU , that is, an exact sequence ofR-modules

(∗) 0−→ P1
fU
−→ P0−→U −→ 0,

such thatP1 andP0 are finitely generated and projective. SetΣ := { fU |U ∈ U }, and letRU be the universal
localization ofR at Σ. If f ′U : Q1→ Q0 is another finitely generated projective presentation ofU , then the
universal localization ofR at Σ′ := { f ′U |U ∈ U } is isomorphic toRU . HenceRU does not depend on the
choices of the injective homomorphismsfU , and we may say thatRU is the universal localization ofRatU .

Clearly, we have TorRi (RU ,U) = 0 for all i ≥ 0 andU ∈ U , and therefore TorR
i (RU ,X) = 0 for all i ≥ 0

andX ∈ F (U ).

Now, we state the promised example of recollements as a proposition which is a consequence of [8,
Lemma 6.2, Corollary 6.6]. It is worthy to notice that the recollement in this proposition is, in general,
different from the one obtained from the structure of triangular matrix rings.

Proposition 2.6. Let U be a set of finitely presented R-modules of projective dimension one, and letλ :
R→ RU be the universal localization of R atU . Suppose thatλ is injective and that the R-module RU has
projective dimension at most one. Set S:= EndR(RU /R), B := EndR(RU ⊕RU /R) andΣ := {S⊗R fU |U ∈
U }. Then there is a recollement of derived module categories:

D(SΣ) // D(B) //
ff

xx
D(R)

ff

xx
,

where SΣ is the universal localization of S atΣ.
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In many cases we can use this proposition repeatedly becausethe following result states that iterated
universal localizations are again universal localizations.

Lemma 2.7. [29, Theorem 4.6]LetΣ andΓ be sets of homomorphisms between finitely generated projective
R-modules. SetΓ := {RΣ⊗R f | f ∈ Γ}. Then the universal localization of R atΣ∪Γ is isomorphic to the
universal localization of RΣ at Γ, that is, RΣ∪Γ ≃ (RΣ)Γ as rings.

Next, we recall the definition of discrete valuation rings.

Definition 2.8. A ring R is called a discrete valuation ring (which may not be commutative) if the following
conditions hold true:

(1) R is a local ring, that is,Rhas a unique maximal left idealm;
(2)

⋂
i≥1m

i = 0;
(3) m= pR= Rp, wherep is some non-nilpotent element ofR.

We remark that an equivalent definition of discrete valuation rings is the following: A non-division ring
R is called a discrete valuation ring if it is a local domain withm the unique maximal ideal ofRsuch that the
only left ideals and the only right ideals ofRare of the formmi for i ∈ N.

The elementp in the above condition(3) is called a prime element ofR. Clearly, for each invertible
elementv of R, bothvp and pv are prime elements. A discrete valuation ring is said to be complete if the
canonical mapR→ lim

←−i
R/mi is an isomorphism. Note that every discrete valuation ring can be embedded

into a complete discrete valuation ring.
The following lemma collects some basic properties of discrete valuation rings, which will be frequently

used in our proofs.

Lemma 2.9. ([22, Chapter 1], [23])Let R be a discrete valuation ring,m the unique maximal ideal of R, and
p a prime element of R. Then the following statements are true:

(1) The idealsmi (i ∈N) are the only left ideals and the only right ideals of R.
(2) For any non-zero element x∈ R, there are unique elements x1,x2 ∈ R\m such that x= x1pn = pnx2

for some n∈ N.
(3) R is a left and right Ore domain. In particular, the division ring Q(R) of fractions of R exists.
(4) Q(R) is isomorphic to the universal localization of R at the mapρp : R→ R defined by r7→ rp for

r ∈R.

Finally, we prepare several homological results for our later proofs.

Lemma 2.10. Let R be a ring and let0−→ X
( f ,g)
−→Y⊕Z

h
−→W −→ 0 be an exact sequence of R-modules.

Assume that f: X→Y is injective and that there is a homomorphismg̃ : Y→ Z with g= f g̃ : X→ Z. Then
there exists an automorphismϕ of the module Y⊕Z and an isomorphismψ : W→ Coker( f )⊕Z such that
the following diagram commutes:

0 // X
( f ,g) // Y⊕Z

h //

ϕ
��

W //

ψ
��

0

0 // X
( f ,0) // Y⊕Z

( π 0
0 1) // Coker( f )⊕Z // 0,

whereπ : Y→ Coker( f ) stands for the canonical surjection.

Proof. Setϕ :=
(

1 −g̃
0 1

)

. Thenϕ is an automorphism of the moduleY⊕Z. Sinceg = f g̃, we have

( f ,g)ϕ = ( f ,0). Thus, there exists a unique homomorphismψ : W −→ Coker( f )⊕Z, such that the exact
diagram in Lemma 2.10 is commutative. Clearly,ψ is an isomorphism. This completes the proof.�

The following homological facts are well known in the literature (see, for example, the book [17]).
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Lemma 2.11. Let R be a ring.
(1) If {Xα}α∈I is a direct system of R-modules, then

(i) HomR(lim−→
α

Xα,M)≃ lim
←−

α
HomR(Xα,M) for any R-module M.

(ii) For any finitely presented R-module M, we haveHomR(M, lim
−→

α
Xα)≃ lim

−→
α

HomR(M,Xα).

(iii) Let n≥ 0. If M is an R-module with a projective resolution· · · → Pn+1→ ··· → P1→ P0→M→ 0
such that all Pj , with 0≤ j ≤ n+1, are finitely generated, then

ExtiR(M, lim
−→

α
Xα)≃ lim

−→
α

ExtiR(M,Xα)

for all i ≤ n.
(iv) If M is a pure-injective R-module (for example, M is of finite length over its endomorphism ring),

then
ExtiR(lim−→

α
Xα,M)≃ lim

←−
α

ExtiR(Xα,M)

for all i ≥ 0. Conversely, if this isomorphism is true for i= 1 and for every directed system Xα, then M is
pure-injective.

(2) If {Yα}α∈I is an inverse system of R-modules, then, for any R-module M,

HomR(M, lim
←−

α
Yα)≃ lim

←−
α

HomR(M,Yα).

Remarks. (1) The statement (iv) is due to Maurice Auslander.
(2) The class of all pure-injectiveR-modules is closed under products, direct summands and finite direct

sums. In general, it is not closed under extensions.

Lemma 2.12. Let A be a finite-dimensional k-algebra over a field k, M a finite-dimensional A-module and
N an arbitrary A-module.

(1) If proj.dim(M)≤ 1, then DExt1A(M,N)≃HomA(N,τM), whereproj.dim(M) stands for the projective
dimension of M.

(2) If inj.dim(M)≤ 1, thenExt1A(N,M)≃ DHomA(τ−1M,N)), whereinj.dim(M) stands for the injective
dimension of M.

Proof. It is known that everyA-moduleN is a direct limit of finitely presentedA-modules{Xα}α∈I , and
that (1) and (2) hold true for finitely generated modulesN. Then, it follows from Lemma 2.11 that

DExt1A(M,N) ≃ DExt1A(M, lim
−→

α
Xα)≃ D lim

−→
α

Ext1A(M,Xα)≃ lim
←−

α
DExt1A(M,Xα)

≃ lim
←−

α
HomA(Xα,τM)≃ HomA(lim−→

α
Xα,τM) = HomA(N,τM).

This proves (1). The statement (2) can be shown similarly.�

3 Proof of the main result

Unless stated otherwise, we assume from now on thatR is an indecomposable finite-dimensional tame hered-
itary algebra over an arbitrary but fixed fieldk.

Let S := S(R) be a fixed complete set of isomorphism classes of all simple regular R-modules. For
eachU ∈S andn> 0, we denote byU [n] theR-module of regular lengthn on the ray

(∗) U =U [1]⊂U [2]⊂ ·· · ⊂U [n]⊂U [n+1]⊂ ·· · ,
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and letU [∞] = lim
−→

n

U [n] be the Prüfer module corresponding toU . Note thatU [∞] has a unique regular

submoduleU [n] of regular lengthn, and therefore admits a unique chain of regular submodules,and that
each endomorphism ofU [∞] restricts to an endomorphism ofU [n] for anyn> 0. For further information on
regular modules and Prüfer modules over tame hereditary algebras, we refer to [27, Section 4, 5] and [15].

Recall that we have defined an equivalence relation∼ on S in Section 1. It is known that two simple
regular modules lie in the same clique if and only if they lie in the same tube. Thus a clique is just the set of
all simple regular modules belonging to a fixed tube.

Let U ∈S andU ⊆S . We denote byC (U) the clique containingU , and byc(U) the cardinality of
C (U). Similarly, we denote byC (U ) the union of all cliquesC (U) with U ∈U , and byc(U ) the cardinality
of C (U ). As mentioned before,c(U) is always finite, and furthermore,c(U) = 1 for almost allU ∈S . In
fact, there are at most 3 cliques consisting of more than one element. Also, we know that all cliques consist
of one simple regularR-module if and only ifRhas only two isomorphism classes of simple modules. Ifk is
an algebraically closed field, this is equivalent to thatR is Morita equivalent to the Kronecker algebra.

3.1 Endomorphism rings of direct sums of Pr̈ufer modules

In this subsection, we shall consider the endomorphism ringof the direct sum of all Prüfer modules obtained
from a given tube. This ring was calculated already in [27]. For convenience of the reader and also for the
later proof of our main result, we include here some details of this calculation.

Throughout this subsection, letC be a clique ofR-mod,U ∈ C , andt the tube of rankm≥ 1 containing
C . SetUi := τ−(i−1)U for i ∈ Z. Thenτ−mU ≃U , andC = {U1,U2, · · · ,Um−1,Um} which is a complete set
of non-isomorphic simple regular modules int. SinceU j ≃U j+m for any j ∈ Z, the subscript ofU j is always
modulom in our discussion below. It is well known that EndR(Ui) is a division algebra and HomR(Ui ,U j) = 0
for 1≤ i 6= j ≤m, and thatDExt1R(Ui ,U j) ≃ EndR(Ui) if j = i−1, and zero otherwise. Furthermore,t is an
exact abelian subcategory ofR-mod, and every indecomposable module int is serial, that is, it has a unique
regular composition series int. For example, for anyi ∈ Z and j > 0, the moduleUi [ j] admits successive
regular composition factorsUi ,Ui+1, · · · ,Ui+ j−1 with Ui as its unique regular socle and withUi+ j−1 as its
unique regular top. For details, see [28, Section 3.1].

Now, we mention some properties of Prüfer modules.

Lemma 3.1. The following statements hold true for the tubet.
(1) For any1≤ i ≤m and for any regular module X int, we haveHomR(Ui [∞],X) = 0=Ext1R(X,Ui[∞]).

Further, if 1≤ i < j ≤m, thenHomR(Ui [n],U j [∞]) = 0 for 1≤ n≤ j − i, and HomR(U j [n],Ui [∞]) = 0 for
1≤ n≤m− j + i.

(2) Let i, j ∈N with 1≤ i < j. Then, for any n> j− i, there is a canonical exact sequence of R-modules:

0−→Ui [ j− i]−→Ui [n]
εi, j [n]
−→U j [n− ( j− i)]−→ 0.

In particular, we get a canonical exact sequence

0−→Ui[ j− i]−→Ui[∞]
εi, j
−→U j [∞]−→ 0,

whereεi, j := lim
−→

n

εi, j [n]. Moreover, we haveεi, j = εi+m, j+m andεi, j ε j,p = εi,p for any p> j.

(3) Let i, j ∈N with 1≤ j− i < m. Thenεi, j induces an isomorphism of leftEndR(Ui [∞])-modules:

(εi, j)
∗ : EndR(Ui[∞])

∼
−→ HomR(Ui [∞],U j [∞]),

and an isomorphism of rightEndR(U j [∞])-modules:

(εi, j)∗ : EndR(U j [∞])
∼
−→ HomR(Ui [∞],U j [∞]).
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In particular, we get a ring isomorphismϕi, j : EndR(Ui [∞])→ EndR(U j [∞]), f 7→ f ′ for f ∈ EndR(Ui [∞]) and
f ′ ∈ EndR(U j [∞]),with fεi, j = εi, j f ′.

(4) Suppose1≤ r, s, t≤m. Set∆r,s :=

{

0 if r < s,
1 if r ≥ s,

and defineπr,s := εr,s+∆r,sm∈HomR(Ur [∞],Us+∆r,sm [∞]).

Then

πr,sπs,t =

{

πr,t if ∆r,s+∆s,t = ∆r,t ,
πr,r πr,t otherwise.

In particular, we have(πi,i)ϕi, j = π j, j for any1≤ i < j ≤m.
(5) The ringEndR(Ui[∞]) is a complete discrete valuation ring withπi,i as a prime element. If k is an

algebraically closed field, then there is a ring isomorphismϕi : EndR(Ui [∞])→ k[[x]] which sendsπi,i to x.

Proof. (1) Note thatDExt1R(X,Ui[∞]) ≃ HomR(Ui [∞],τX) for any X ∈ t by Lemma 2.12(1), and that
every indecomposable module int is serial. This means that, to prove the first statement in (1), it suffices to
show HomR(Ui [∞],U j) = 0 for all 1≤ j ≤ m. In fact, since the inclusion mapUi [n]→Ui[n+ 1] induces a
zero map from HomR(Ui [n+1],U j) to HomR(Ui[n],U j) for all n. This implies that

HomR(Ui [∞],U j) = HomR(lim−→
n

Ui [n],U j)≃ lim
←−

n

HomR(Ui [n],U j) = 0.

The last statement in (1) follows from the fact that the abelian categoryt is serial.
(2) For anyn> j− i, we can easily see from the structure of the tubet that there is an exact commutative

diagram ofR-modules:

0 // Ui [ j− i] // Ui [n]
εi, j [n] //

_�

��

U j [n− ( j− i)] //
_�

��

0

0 // Ui [ j− i] // Ui[n+1]
εi, j [n+1]

// U j [n− ( j− i)+1] // 0,

where the mapεi, j [n] is induced by the canonical inclusionUi [ j− i] →֒Ui[n]. Thus, by taking the direct limit
of the above diagram, we obtain the following canonical exact sequence

(∗) 0−→Ui [ j− i]−→Ui [∞]
εi, j
−→U j [∞]−→ 0,

whereεi, j := lim
−→

n

εi, j [n]. This finishes the proof of the first assertion in(2). In the following, we shall show that

εi, j = εi+m, j+m andεi, j ε j,p = εi,p for any p> j. In fact, the former clearly follows fromεi, j [n] = εi+m, j+m[n]
for anyn> j− i, sinceUi =Ui+m andU j =U j+m by our convention. As for the latter, one can check that,
for anyu> p− i, the composition of

εi, j [u] : Ui[u]−→U j [u− ( j− i)] and ε j,p[u− ( j− i)] : U j [u− ( j− i)]−→Up[u− (p− i)]

coincides withεi,p[u] : Ui [u]−→Up[u− (p− i)]. So, we haveεi, j [u]ε j,p[u− ( j− i)] = εi,p[u]. Consequently,
by taking the direct limit of the two-sides of the equality, we haveεi, j ε j,p = εi,p for anyp> j. This completes
the proof of(2).

(3) If we apply HomR(Ui [∞],−) to the sequence(∗) in the proof of(2), then we can get the following
exact sequence:

0→ HomR(Ui [∞],Ui[ j− i])→ HomR(Ui [∞],Ui [∞])
(εi, j )

∗

−→ HomR(Ui [∞],U j [∞])→ Ext1R(Ui [∞],Ui [ j− i]).

Note that HomR(Ui[∞],Ui [ j− i]) = 0 by (1). Thus, to prove that(εi, j)
∗ is an isomorphism, it suffices to show

Ext1R(Ui [∞],Ui [ j− i]) = 0. In fact, this follows from Ext1R(Ui [∞],Ui [ j− i])≃ DHomR
(

τ−(Ui [ j− i]),Ui [∞]
)

≃
DHomR(Ui+1[ j− i],Ui[∞] = 0, where the last equality holds for 1≤ j− i < m by (1).
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Next, if we apply HomR(−,U j [∞]) to the sequence (∗), then we get the following exact sequence:

0→ EndR(U j [∞])
(εi, j )∗
−→ HomR(Ui [∞],Ui[∞])−→ HomR(Ui [ j− i],U j [∞]).

Since 1≤ j− i < m, we have HomR(Ui [ j− i],U j [∞]) = 0, and therefore(εi, j)∗ is an isomorphism.
Now, it follows from the isomorphisms(εi, j)

∗ and(εi, j )∗ that the map

ϕi, j : EndR(Ui [∞])→ EndR(U j [∞])

in (3) is well-defined and thus a ring isomorphism.
(4) By definition, for 1≤ r, s, t ≤m, one can check

πr,sπs,t = εr,s+∆r,smεs,t+∆s,t m = εr,s+∆r,smεs+∆r,sm,t+(∆s,t+∆r,s)m = εr,t+(∆r,s+∆s,t)m.

On the one hand, for anyp> r andq> r, we infer from(2) thatεr,p = εr,q if and only if p= q. On the other
hand, we always have∆r,s+∆s,t−∆r,t ∈ {0,1}. Consequently, the first statement in (4) follows. In particular,
this implies thatπi, jπ j, j = πi,iπi, j for 1≤ i < j ≤m. By the definition ofϕi, j in (3), we can prove the second
statement in (4).

(5) SetDi := EndR(Ui [∞]). It follows from [27, Section 4.4] thatDi is a complete discrete valuation
ring. Letm be the unique maximal ideal ofDi. We shall prove thatπi.i is a prime element ofDi , that is,
m= πi,iDi = Diπi,i . Indeed, by applying HomR(−,Ui[∞]) to the following exact sequence:

0−→Ui [m]−→Ui [∞]
πi,i
−→Ui[∞]−→ 0,

we obtain another exact sequence of rightDi-modules:

0−→ Di
(πi,i)∗
−→ Di −→ HomR(Ui[m],Ui [∞])−→ 0,

due to Ext1R(Ui[∞],Ui [∞]) = 0, which follows from [27, Section 4.5]. To showm = πi,iDi, we first claim that
HomR(Ui[m],Ui [∞])≃HomR(Ui ,Ui[∞])≃ Di/m as rightDi-modules.

Let

0−→Ui −→Ui[m]
εi,i+1[m]
−→ Ui+1[m−1]−→ 0

be the exact sequence defined in (2). Then we get the followingexact sequence ofk-modules:

HomR(Ui+1[m−1],Ui[∞])−→ HomR(Ui[m],Ui [∞])−→ HomR(Ui ,Ui[∞])−→ Ext1R(Ui+1[m−1],Ui[∞]).

Since HomR(Ui+1[m− 1],Ui [∞]) = 0 = Ext1R(Ui+1[m− 1],Ui [∞]) by (1), we have HomR(Ui [m],Ui [∞]) ≃
HomR(Ui,Ui [∞]) as rightDi-modules.

It remains to show HomR(Ui ,Ui [∞])≃ Di/m as rightDi-modules. Let

0−→Ui
ζ
−→Ui[∞]

εi,i+1
−→Ui+1[∞]−→ 0

be the exact sequence defined in (2) withζ the canonical inclusion. Since Ext1
R((Ui+1)[∞],Ui [∞]) = 0 by

[27, Section 4.5], we infer that, for anyf : Ui → Ui[∞], there isg ∈ Di such that f = ζg. This means
HomR(Ui,Ui [∞]) = ζDi. Clearly,ζDi ≃ Di/N as rightDi-modules, whereN := {h ∈ Di | ζh= 0}. As the
canonical ring homomorphism fromDi to EndR(Ui) via the mapζ induces a ring isomorphism fromDi/m to
EndR(Ui), we haveζm= 0, that is,m⊆N. SinceDi is a local ring andN ( Di, we getN =m, and therefore
HomR(Ui,Ui [∞])≃Di/m as rightDi-modules. This finishes the claim.

From the above claim, we conclude thatm coincides with the image of(πi,i)∗, that is,m = πi,iDi. Simi-
larly, we can provem= Diπi,i . This means thatπi.i is a prime element ofDi. As for the second statement in
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(5), we note that, for anyp∈ N and 1≤ q< m, the canonical inclusion mapUi[pm+q]→Ui[pm+q+1]
induces an isomorphism:

HomR(Ui[pm+q+1],Ui[∞])
≃
−→ HomR(Ui [pm+q],Ui[∞]).

Consequently, we have the following isomorphisms of abelian groups:

Di = HomR
(

lim
−→

n

Ui[n],Ui [∞]
)

≃ lim
←−

n

HomR
(

Ui[n],Ui [∞]
)

≃ lim
←−

n

HomR
(

Ui [(n−1)m+1],Ui[∞]
)

≃ lim
←−

n

k[x]/(xn)≃ k[[x]].

Here we need the assumption thatk is algebraically closed field. Now, one can check directly that the
composition of the above isomorphisms yields a ring isomorphism ϕi : Di → k[[x]], which sendsπi,i to x.
This finishes the proof.�

By Lemma 3.1(3), the rings EndR(Ui [∞]), with 1≤ i ≤m, are all isomorphic. From now on, we always
identify these rings, and simply denote them byD(C ). Further, we writem(C ) andQ(C ) for the maximal
ideal of D(C ) and the division ring of fractions ofD(C ), respectively. In particular,m(C ) = πi,iD(C ) =
D(C )πi,i .

Suppose thatC is aZ-module andc∈C. For 1≤ i, j ≤m, we denote byEi, j(c) them×mmatrix which
has the(i, j)-entry c, and the other entries 0. For simplicity, we writeEi, j for Ei, j(1) if C is a ring with the
identity 1.

Lemma 3.2. For 1≤ i, j ≤m, letπi, j be the homomorphisms defined in Lemma 3.1(4). Then there is a ring
isomorphism

ρ : EndR(
m⊕

i=1

Ui[∞])−→ Γ
(

C
)

:=













D(C ) D(C ) · · · D(C )

m(C ) D(C )
. . .

...
...

. . . . . . D(C )
m(C ) · · · m(C ) D(C )













m×m

which sends Em,1(πm,1) to Em,1(πm,m) and Er,r+1(πr,r+1) to Er,r+1 for 1≤ r < m, where the maximal ideal
m(C ) of the ring D(C ) is generated by the elementπm,m.

Proof. For any 1≤ i <m, by Lemma 3.1(2) and(4), we have the following exact sequence ofR-modules:

0−→Ui[m− i]−→Ui [∞]
πi,m
−→Um[∞]−→ 0.

Summing up these sequences, we can get the following exact sequence:

0−→
m−1⊕

i=1

Ui[m− i]−→
m⊕

j=1

U j [∞]
ξ
−→Um[∞](m) −→ 0,

whereξ := diag
(

π1,m, π2,m, · · · , πm−1,m, 1
)

, the m×m diagonal matrix withπi,m in the (i, i)-position for
1≤ i < m, and with 1 in the(m,m)-position.

Let D := EndR(Um[∞]), and letm be the unique maximal ideal ofD. SetΛ := EndR(
m⊕

j=1

U j [∞]). Since

HomR
(

Ui [m− i],Um[∞]
)

= 0 for 1≤ i < m, we see that, for anyg∈ Λ, there exists a unique homomorphism
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f and a unique homomorphismh such that the following diagram is commutative:

0 //
m−1⊕

i=1

Ui[m− i] //

f
���
�

�

m⊕

j=1

U j [∞]
ξ //

g

��

Um[∞](m) //

h

���
�

�

�

�

0

0 //
m−1⊕

i=1

Ui[m− i] //
m⊕

j=1

U j [∞]
ξ // Um[∞](m) // 0.

This yields a ring homomorphismρ : Λ→Mm(D) defined byg 7→ h. More precisely, ifg=
(

gu,v
)

1≤u,v≤m∈Λ
with gu,v ∈ HomR(Uu[∞],Uv[∞]), thenh=

(

hu,v
)

1≤u,v≤m∈Mm(D) with hu,v ∈ D satisfying
(a) gu,vπv,m = πu,mhu,v if u< m andv< m,
(b) hm,v = gm,vπv,m if u= m andv< m,
(c) gu,m = πu,mhu,m if u< m andv= m, and
(d) hm,m = gm,m.

In particular, the mapρ sendsEu,u in Λ to Eu,u in Mm(D). In this sense, we may writeρ =
(

ρu,v
)

1≤u,v≤m,
whereρu,v : HomR(Uu[∞],Uv[∞])→ D is defined bygu,v 7→ hu,v.

Clearly,ρ is injective since HomR(U j [∞],Ui [m− i]) = 0 for 1≤ j ≤m and 1≤ i < m by Lemma 3.1(1).
In the following, we shall determine the image ofρ, which is clearly a subring ofMm(D).

On the one hand, for anya ∈ EndR(Uu[∞]), b ∈ HomR(Uu[∞],Uv[∞]) and c ∈ EndR(Uv[∞]), we have
(abc)ρu,v = (a)ρu,u(b)ρu,v(c)ρv,v. On the other hand, it follows from Lemma 3.1(3) thatρu,u is always a
ring isomorphism, and the left EndR(Uu[∞])-module HomR(Uu[∞],Uv[∞]) is freely generated byπu,v for 1≤
u 6= v≤m. This implies that the image ofρ coincides with them×m matrix ring havingD(πu,v)ρu,v in the
(u,v)-position if 1≤ u 6= v≤m, andD otherwise. Moreover, by Lemmata 3.1(3) and (4), if 1≤ s< t < m
and 1≤w< m, we can form the following commutative diagrams:

Us[∞]
πs,m //

πs,t

��

Um[∞]

Ut [∞]
πt,m // Um[∞],

Ut [∞]
πt,m //

πt,s

��

Um[∞]

πm,m

��
Us[∞]

πs,m // Um[∞],

Um[∞]

πm,w

��

Um[∞]

πm,m

��
Uw[∞]

πw,m // Um[∞],

Uw[∞]
πw,m //

πw,m

��

Um[∞]

Um[∞] Um[∞].

In other words, we have(πs,t)ρs,t = 1= (πw,m)ρw,m and(πt,s)ρt,s = πm,m = (πm,w)ρm,w. Thus, the image of
ρ is equal to them×m matrix ring havingDπm,m as the(p,q)-entry for 1≤ q< p≤m, andD as the other
entries. By Lemma 3.1(5), we knowm = Dπm.m. Now, by identifyingD with D(C ) andm with m(C ), we
infer that the image ofσ coincides with the ringΓ

(

C
)

defined in Lemma 3.2. Therefore, we conclude that
ρ : Λ→ Γ

(

C
)

is a ring isomorphism which sendsEm,1(πm,1) to Em,1(πm,m) andEr,r+1(πr,r+1) to Er,r+1 for
1≤ r < m. This completes the proof.�

Combining Lemma 3.1(5) with Lemma 3.2, we then obtain the following result which will be used for
the calculation of stratifications of derived module categories in the next section.

Corollary 3.3. For 1≤ i, j ≤m, letπi, j be the homomorphisms defined in Lemma 3.1(4). Assume that k is
an algebraically closed field. Then there exists a ring isomorphism

σ : EndR(
m⊕

i=1

Ui[∞])−→ Γ(m) :=













k[[x]] k[[x]] · · · k[[x]]

(x) k[[x]]
. . .

...
...

. .. . . . k[[x]]
(x) · · · (x) k[[x]]













m×m

which sends Em,1(πm,1) to Em,1(x) and Er,r+1(πr,r+1) to Er,r+1 for 1≤ r < m.
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3.2 Universal localizations at simple regular modules

From now on, let us fix a non-empty subsetU of S , whereS is a complete set of isomorphism classes of all
simple regularR-modules. Denote byλ : R→ RU the universal localization ofR atU . It follows from [29,
Theorems 4.9, 5.1, and 5.3] thatλ is injective andRU is hereditary. Moreover, it is shown in [2, Corollary
4.6(2), 4.7] and [3] that theR-module

TU := RU ⊕RU /R

is a tilting module with HomR(RU /R,RU ) = 0.
Suppose

(∗) 0−→ R
λ
−→ RU

π
−→ RU /R−→ 0,

is the canonical exact sequence ofR-modules withπ the canonical surjection. SetB := EndR(TU ), S :=
EndR(RU /R) andΣ := {S⊗R fU | U ∈ U }. Recall that the right multiplication mapµ : R→ S defined by
r 7→ (y 7→ yr) for r ∈ R andy∈ S/R, is a ring homomorphism, which endowsSwith a naturalR-R-bimodule
structure.

LetU + be the full subcategory ofR-Mod, defined by

U
+ := {X ∈R-Mod | ExtiR(U,X) = 0 for all U ∈ U and all i ∈N}.

For example, the Prüfer moduleV[∞] for V ∈S \U lies inU + by Lemma 3.1(1).
This subcategory has the following characterization, due to [2, Proposition 3.8].

Lemma 3.4. U + coincides with the image of the restriction functorλ∗ : RU -Mod→ R-Mod. In particular,
for any Y∈ U +, the unit adjunctionηY : Y→RU ⊗RY, defined by y7→ 1⊗y for y∈Y, is an isomorphism of
R-modules.

Thus, for anR-moduleY ∈ U +, we may endow it with anRU -module structure via the isomorphismηY,
and in this way, we consider theR-moduleY as anRU -module. Note that thisRU -module structure onY
extended from theR-module structure is unique.

Concerning the universal localizationRU of R at U , we have the following facts (see [3, Proposition
1.10], [29] and [13]).

Lemma 3.5. (1) Suppose thatU contains no cliques. Then RU is a finite-dimensional tame hereditary k-
algebra. In particular, the tilting R-module TU is classical. Moreover,{RU ⊗RV |V ∈S \U } is a complete
set of non-isomorphic simple regular RU -modules, and(RU ⊗RV)[∞] ≃V[∞] as RU -modules for each V∈
S \U .

(2) Suppose thatU contains cliques. Then RU is a hereditary order. Moreover,{RU ⊗RV |V ∈S \U } is
a complete set of non-isomorphic simple RU -modules, and the injective envelope of the RU -module RU ⊗RV
is isomorphic to V[∞] for each V∈S \U .

(3) SupposeV ⊆S \U . Then RU∪V = (RU )V , whereV := {RU ⊗RV |V ∈ V }. In particular, there are
injective ring epimorphisms RU −→ RU∪V and RU∪V −→ RS .

As remarked in [13], in the case of Lemma 3.5(1), the set of simple regularRU -modules in a clique is of
the form

{RU ⊗RV |V ∈ C ,V 6∈ U },

whereC is a clique ofR. Further, by Lemma 3.5(1), for eachV ∈ C \U , the Prüfer modules corresponding
to RU ⊗RV and toV are isomorphic. In particular, they have the isomorphic endomorphism ring.

Thus, if C1,C2, · · · ,andCs are all cliques from non-homogeneous tubes and ifU is a union ofc(C i)−1
simple regularR-modules from eachC i , then each clique ofRU consists of only one single element. This im-
plies thatRU has only two isomorphism classes of simple modules. If, in addition, the fieldk is algebraically
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closed, thenRU is Morita equivalent to the Kronecker algebra. In this case,since the set of cliques of the
Kronecker algebra are parameterized byP1(k), we see that the set of cliques of an arbitrary tame hereditary
k-algebra can be indexed byP1(k).

A description of the structure of the moduleRU /R was first given in [30], and a further substantial
discussion is carried out recently in [3]. Especially, the following lemma is proved in [3], where the fieldk is
required to be algebraically closed. In fact, one can check that, if k is an arbitrary field, all of the arguments
in the proof of the lemma in [3] are still valid except some mild changes. For instance, the fieldk should be
replaced by certain division rings in most of the proofs.

Lemma 3.6. (1) The R-module RU /R is a direct union of finite extensions of modules inU .
(2) Let t ⊂ R-mod be a tube of rank m> 1, and letU = {U1,U2, · · · ,Um−1} be a set of m− 1 simple

regular modules int such that Ui+1 = τ−Ui for all 1≤ i ≤m−1. Then

RU /R≃U1[m−1](δU1)⊕U2[m−2](δU2)⊕·· ·⊕Um−1[1]
(δUm−1),

with δU j := dimEndR(U j )Ext1R(U j ,R) for 1≤ j ≤m−1. Moreover, RU ⊗RUm≃Um[m] as RU -modules.
(3) If U is a union of cliques, then, for any finitely generated projective R-module P,

R(RU /R)⊗RP≃
⊕

U∈U

U [∞](δU,P),

whereδU,P := dimEndR(U)Ext1R(U,P).

Next, we shall show thatRU and EndR(RU /R) can be interpreted as the tensor product and direct sum of
some rings, respectively.

Lemma 3.7. LetU = U 0∪̇U 1⊆S such thatU 0 contains no cliques andU 1 is a union of cliques. Then the
following statements are true:

(1) U 0⊆ U
+
1 , U 1⊆ U

+
0 , RU ≃ RU 1⊗RRU 0 as RU 1-RU 0-bimodules, and RU /RU 1 ≃ RU 1⊗R(RU 0/R) as

RU 1-R-bimodules.
(2) There is a ring isomorphism

ϕ : EndR(RU /R)−→ EndR(RU 0/R)×EndRU0
(RU /RU 0).

Proof. (1) By the assumption onU , if U ∈ U 0 andV ∈ U 1 then they belong to different tubes, and
thereforeU 0⊆ U

+
1 andU 1⊆ U

+
0 .

By Lemma 3.4, the unit adjunctionηU : U →RU 0⊗RU is an isomorphism ofR-modules for anyU ∈U 1.
This implies that every module inU 1 can be endowed with a uniqueRU 0-module structure that preserves
the givenR-module structure via the universal localizationλ0 : R→ RU 0. Consequently, it follows from
Lemma 3.5(3) thatRU = (RU 0)U 1. Moreover, we can construct the following exact commutative diagram of
R-modules:

0

��

0

��
0 // R

λ0 // RU 0

λ1

��

π0 //

��

RU 0/R //

λ2

��

0

(∗) 0 // R
λ // RU

π1

��

π // RU /R //

π2

����

0

RU /RU 0

��

RU /RU 0

��
0 0,
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whereλ1 is the universal localization ofRU 0 at U 1, andλ2 is the canonical injection induced byλ1, and
whereπ0, π1 andπ2 are canonical surjections.

Clearly,RU 0 is a finite-dimensional tame hereditary algebra by Lemma 3.5(1). FromRU = (RU 0)U 1 we
see thatRU /RU 0 is a direct union of finite extensions of modules inU 1 by Lemma 3.6(1). SinceRU 1 is the
universal localization ofRatU 1, we have TorRi (RU 1,V) = 0 for anyi ≥ 0 andV ∈ U 1. Note that thei-th left
derived functor TorRi (RU 1,−) : R-Mod→Z-Mod commutes with direct limits. Thus TorR

i (RU 1,RU /RU 0) = 0
for anyi ≥ 0, which implies that the homomorphismsRU 1⊗Rλ1 andRU 1⊗Rλ2 are isomorphisms. Moreover,
by Lemma 2.7, we haveRU = (RU 1)U 0

with U 0 := {RU 1⊗RU |U ∈ U 0}, and thereforeRU can be regarded
as anRU 1-module. Consequently, the canonical multiplication mapν2 : RU 1⊗RRU →RU is an isomorphism.

Now we apply the tensor functorRU 1⊗R− to the diagram(∗), and get the following exact commutative
diagram ofRU 1-R-bimodules:

RU 1⊗RR
RU1⊗Rλ0 // RU 1⊗RRU 0

RU1⊗Rλ1≃

��

RU1⊗Rπ0 //

��

RU 1⊗R(RU 0/R) //

RU1⊗Rλ2≃

��

0

RU 1⊗RR

≃ ν1

��

RU1⊗Rλ
// RU 1⊗RRU

≃ ν2

��

RU1⊗Rπ
// RU 1⊗R(RU /R) //

���
�

�

0

0 // RU 1
// RU // RU /RU 1

// 0,

whereν1 is the multiplication map. ThusRU ≃ RU 1⊗RRU 0 asRU 1-RU 0-bimodules, andRU /RU 1 ≃ RU 1⊗R

(RU 0/R) asRU 1-R-bimodules.
(2) Note thatU 1 ⊆ U

+
0 andU 0 ⊆ U

+
1 , and thatU 0 andU 1 consist of finitely presented modules of

projective dimension one. By Lemmata 3.5(1) and 3.6(1), we can writeRU /RU 0 = lim
−→

α
Xα with Xα ∈ F (U 1).

Then, by Lemma 2.11, we have the following isomorphisms:

(∗∗) Ext j
R(RU 0/R,RU /RU 0)≃ lim

−→
α

Ext j
R(RU 0/R,Xα) = 0= lim

←−
α

Ext j
R(Xα,RU 0/R)≃ Ext j

R(RU /RU 0,RU 0/R)

for any j ≥ 0. Particularly, the canonical exact sequence

0−→ RU 0/R
λ2−→ RU /R

π2−→ RU /RU 0 −→ 0

splits inR-Mod, that is,RU /R≃ RU 0/R ⊕ RU /RU 0 asR-modules. SinceR→ RU 0 is a ring epimorphism,
we have EndR(RU /RU 0) = EndRU0

(RU /RU 0). Thus it follows from (∗∗) for j = 0 that

EndR(RU /R)≃ EndR(RU 0/R)×EndRU0
(RU /RU 0).

This completes the proof of (2).�

3.3 Proof of Theorem 1.1

Before we start with the proof of the main result, Theorem 1.1, we have to make the following preparations.

Lemma 3.8. LetU = U 0∪̇U 1⊆S such thatU 1 is a union of cliques andU 0 does not contain any cliques.
SetΛ := EndRU0

(RU /RU 0) andΘ := {Λ⊗RU0
(RU 0⊗R fV) |V ∈U 1}, S:= EndR(RU /R) andΣ := {S⊗R fU |

U ∈ U }. Then SΣ is isomorphic to the universal localizationΛΘ of Λ at Θ.
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Proof. By Lemma 3.4, we haveRU 0 ⊗RV ≃ V asR-modules for eachV ∈ U 1. Combining this with
Lemma 3.5(1), we see thatU 1 can be seen as a set of simple regularRU 0-modules, and thereforeRU =
(RU 0)U 1 by Lemma 3.5(3). More precisely, for anyV ∈ U 1, we fix a minimal projective presentation

0−→ P1
fV
−→ P0−→V −→ 0

of V in R-mod, and get a projective presentation ofV in RU 0-mod :

0−→ RU 0⊗RP1
RU0⊗R fV
−→ RU 0⊗RP0−→V −→ 0.

This is due to the fact that TorR
1(RU 0,V)≃ TorR1(RU 0,RU 0⊗RV)≃ Tor

RU0
1 (RU 0,RU 0⊗RV) = 0. Thus,RU is

the universal localization ofRU 0 at the set{RU 0⊗R fV |V ∈U 1}. Note thatRU 0 is a tame hereditaryk-algebra
by Lemma 3.5(1).

Let Λ := EndRU0
(RU /RU 0) andΘ := {Λ⊗RU0

(RU 0⊗R fV) |V ∈ U 1}. In the following, we shall show
thatSΣ is isomorphic toΛΘ.

Let Γ := EndR(RU 0/R) and ϕ = (ϕ0,ϕ1) : S→ Γ×Λ, whereϕ0 : S→ Γ and ϕ1 : S→ Λ are the ring
homomorphisms given in Lemma 3.7(2). Recall thatµ : R→ S is the right multiplication map. Setµ0 =
µϕ0 : R→ Γ andµ1 = µϕ1 : R→ Λ. Clearly, bothµ0 andµ1 are ring homomorphisms, through whichΛ
andΓ have a rightR-module structure, respectively. Now, we writeΣ := {S⊗R fU |U ∈ U } asΦ×Ψ with
Φ := {Γ⊗R fU |U ∈ U } andΨ := {Λ⊗R fU |U ∈ U }. Consequently, the ring isomorphismϕ implies that
SΣ ≃ ΓΦ×ΛΨ. To finish the proof, it suffices to prove thatΓΦ = 0 andΛΨ ≃ ΛΘ.

Indeed, we writeΦ = Φ0∪Φ1 with Φ0 := {Γ⊗R fU |U ∈ U 0} andΦ1 := {Γ⊗R fU |U ∈ U 1}. Then,
by Lemma 2.7, we haveΓΦ ≃ (ΓΦ0)Φ1

, whereΦ1 := {ΓΦ0⊗R fU |U ∈ U 1}. To proveΓΦ = 0, it suffices to
proveΓΦ0 = 0. Consider the canonical exact sequence ofR-modules:

0−→ R
λ0−→ RU 0

π0−→ RU 0/R−→ 0.

By Lemma 3.5(1), the moduleTU 0 := RU 0⊕RU 0/R is a classical tiltingR-module, and thereforeD(R) is
triangle equivalent toD(EndR(TU 0)) in the recollement ofD(R), D(EndR(TU 0)) andD(ΓΦ0) by Proposition
2.6. ThusΓΦ0 = 0 andΓΦ = 0.

It remains to showΛΨ ≃ ΛΘ. Let µ2 : RU 0→ Λ be the right multiplication map defined byr 7→ (x 7→ xr)
for r ∈RU 0 andx∈RU /RU 0. Then, along the diagram(∗) in the proof of Lemma 3.7, one can check that the
following diagram of ring homomorphisms

R
λ0 //

µ

��

RU 0

µ2

��
S

ϕ1 // Λ

commutes. Now, we writeΨ = Ψ0∪Ψ1 with

Ψ0 := {Λ⊗R fU |U ∈ U 0} and Ψ1 := {Λ⊗R fV |V ∈ U 1},

and claimΛΨ0 = Λ. It suffices to show thatΛ⊗R fU is an isomorphism for anyU ∈ U 0. However, this
follows from Λ⊗R fU ≃ Λ⊗RU0

(RU 0 ⊗R fU) and RU 0 ⊗R fU being an isomorphism by the definition of
universal localizations. HenceΛΨ0 = Λ.

Now, we haveΨ1 := {ΛΨ0⊗Λ h | h∈Ψ1}= Ψ1. It follows from Lemma 2.7 thatΛΨ ≃ (ΛΨ0)Ψ1
≃ ΛΨ1.

Further, we haveΛ⊗R fV ≃ Λ⊗RU0
(RU 0⊗R fV) for anyV ∈ U 1. By comparing the elements inΘ with the

ones inΨ1, one knows immediately thatΛΨ ≃ ΛΘ, and thereforeSΣ ≃ ΛΘ, finishing the proof.�
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Next, we shall show that the universal localizations of interest for us take actually the form of adèle rings
in the algebraic number theory [24]. Before stating the following lemma, we first recall some notations.

Let C be a clique ofR-mod. Recall thatD(C ) stands for the endomorphism ring of a Prüfer moduleV[∞]
with V ∈ C . Note thatD(C ) is a discrete valuation ring with the division ringQ(C ) of fractions ofD(C ).
Clearly,Q(C ) containsD(C ) as a subring.

Lemma 3.9. Suppose thatU ⊆ S is a union of cliques, sayU = ∪i∈IC i with I an index set. Let S:=
EndR(RU /R) andΣ := {S⊗R fU |U ∈ U }. Then SΣ is Morita equivalent to the ad̀ele ring

AU :=

{

(

fi
)

i∈I ∈∏
i∈I

Q(C i)
∣

∣ fi ∈ D(C i) for almost all i∈ I

}

.

Proof. For any finitely generated projectiveR-moduleP, we always haveS⊗RP≃HomR(RU /R,(RU /R)⊗R

P) asS-modules. Thus, we can rewriteΣ = {HomR
(

RU /R, (RU /R)⊗R fV
)

|V ∈ U }. The whole proof of
Lemma 3.9 will be proceeded in three steps.

Step(1). We provide an alternative form of the homomorphism(RU /R)⊗R fV for anyV ∈ U .
In fact, this procedure can be done for each cliqueC in U . Let us give the details: Fix a cliqueC ⊆ U

and an elementU ∈ C , and choose a projective resolution 0−→ P1
fU
−→ P0 −→U −→ 0 of U in R-mod,

whereP1 andP0 are finitely generated projectiveR-modules. Asλ : R→ RU is the universal localization of
R atU , we know thatRU ⊗R fU : RU ⊗RP1→ RU ⊗RP0 is an isomorphism. This yields the following exact
and commutative diagram ofR-modules:

0

��
0

��

U

ψ
��

0 // P1
λ⊗RP1 //

fU
��

RU ⊗RP1
π⊗RP1 //

RU⊗R fU≃

��

(RU /R)⊗RP1 //

(RU /R)⊗R fU
��

0

0 // P0
λ⊗RP0 //

��

RU ⊗RP0
π⊗RP0 // (RU /R)⊗RP0 //

��

0

U

��

0

0.

Consider the following short exact sequence ofR-modules:

(a) 0 // U
ψ // (RU /R)⊗RP1

(RU /R)⊗R fU // (RU /R)⊗RP0 // 0.

On the one hand, by Lemma 3.6(3), we have

(RU /R)⊗RP1≃
⊕

i∈I

⊕

V∈C i

V[∞](nV)

for somenV ∈ N, wherenU is non-zero sinceU can be embedded into(RU /R)⊗RP1. On the other hand, for
W ∈ U , we have HomR(U,W[∞]) = 0 if W ≇U , and HomR(U,U [∞])≃ EndR(U). Now, let

0−→U
ζU
−→U [∞]

πU−→ (τ−U)[∞]−→ 0
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be the canonical exact sequence defined in Lemma 3.1(2), where ζU is the canonical inclusion. SetD :=
EndR(U [∞]). ThenD is a discrete valuation ring. Particularly, it is a local ring with a unique maximal ideal
m. By the proof of Lemma 3.1(5), we know that HomR(U,U [∞]) = ζUD ≃ D/m as rightD-modules. This
means that, for anyα : U →U [∞], there is a homomorphismβ ∈ D such thatα = ζUβ. Moreover, if the
above homomorphismα is non-zero, thenβ must be an isomorphism.

Keeping these details in mind, we can form the following commutative diagram:

(b) U
ψ // (RU /R)⊗RP1

≃

��
U

(ζU ,g) // U [∞]⊕E,

whereE is an R-module andg : U → E is an R-homomorphism which factorizes throughζU . Then, by
applying Lemma 2.10 and combining(a) with (b), we can construct the following exact and commutative
diagram:

0 // U
ψ // (RU /R)⊗RP1

(RU /R)⊗R fU //

≃

��

(RU /R)⊗RP0 //

≃

��

0

0 // U
(ζU ,0) // U [∞]⊕E

( πU 0
0 1 ) // (τ−U)[∞]⊕E // 0.

SupposeC = {U1,U2, · · · ,Um−1,Um}with m≥ 1 such thatτ−Ui =Ui+1 for any 1≤ i ≤m, where the subscript
of Ui is always modulom. SupposeU = U j for some 1≤ j ≤ m. This means thatπU coincides with
π j, j+1 : U j [∞]→U j+1[∞] defined in Lemma 3.1(4), whereπm,m+1 = πm,1 by our convention.

Set

M :=
m⊕

i=1

Ui[∞], Λ := EndR(M) and Π := {HomR(M,πs,s+1) | 1≤ s≤m}.

Step(2). We proveΛΠ ≃Mm
(

Q(C )
)

, them×mmatrix ring over the division ringQ(C ).
For convenience, if 1≤ u,v ≤ m, we denote byEu,v the m×m matrix unit which has 1 in the(u,v)

position, and 0 elsewhere.
By Lemma 3.2, there is a ring isomorphismρ : Λ→ Γ(C ), which sendsEm,1(πm,1) to Em,1(πm,m) and

Es,s+1(πs,s+1) to Es,s+1 for 1≤ s≤ m− 1 (see Lemma 3.2 for notations). Letϕm : Γ(C )Em,m→ Γ(C )E1,1

andϕs : Γ(C )Es,s→ Γ(C )Es+1,s+1 be the canonical homomorphisms induced by multiplying on the right by
Em,1(πm,m) andEs,s+1 for 1≤ s≤m−1, respectively, and defineΘ := {ϕm}∪{ϕs | 1≤ s≤m−1}. As a result,
we getΛΠ ≃ Γ(C )Θ. It remains to proveΓ(C )Θ ≃Mm

(

Q(C )
)

. In fact, by Lemma 2.3, one can check that the
canonical inclusion fromΓ(C ) to Mm

(

D(C )
)

is the universal localization ofΓ(C ) at {ϕs | 1≤ s≤m−1}.
Observe that the universal localizationD(C )πm,m of D(C ) at πm,m is equal toQ(C ) by Lemma 2.9. Now,
combining Lemma 2.7 with Corollary [8, Corollary 3.4], we have

Γ(C )Θ ≃Mm
(

D(C )
)

ϕ′m
≃Mm

(

D(C )πm,m

)

≃Mm
(

Q(C )
)

,

whereϕ′m : Mm
(

D(C )
)

Em,m→Mm
(

D(C )
)

E1,1 is the canonical homomorphism induced byEm,1(πm,m). Thus
ΛΠ ≃Mm

(

Q(C )
)

.
Step(3). We show thatSΣ is Morita equivalent to the adèle ringAU defined in Lemma 3.9.
Indeed, by Lemma 3.6(3), we haveRU /R≃

⊕
i∈I

⊕
V∈C i V[∞](δV ), whereδV := dimEndR(V)Ext1R(V,R) =

dimEndR(V)op(τV) 6= 0. We claim that there existsd ∈ N such thatδV ≤ d for all V ∈ U .
In fact, let{Sj | 1≤ j ≤ r} be a complete set of isomorphism classes of simpleR-modules for somer ∈N.

For eachX ∈R-mod, denote by dimX ∈Nr the dimension vector ofX. Now, let<−,−>:Nr×Nr→Z be the
Euler form of the tame hereditaryk-algebraR, that is,< dimY, dimZ>:= dimk HomR(Y,Z)−dimk Ext1R(Y,Z)
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withY,Z∈R-mod, and further, letq :Nr→Z be the quadratic form ofR, that is,q(dimY) :=< dimY, dimY>,
and leth = (hi)1≤i≤r be the minimal positive radical vector ofq. It is known thath is equal to the sum of
the dimension vectors of all simple regularR-modules int′ for an arbitrary tubet′ of R. Therefore, we have
δU ≤ dimk(τU)≤ (∑i hi)(∑ j dimk Sj)< ∞ for U ∈S . In particular, if we taked = (∑i hi)(∑ j dimk Sj), then
δV ≤ d for all V ∈ U , as claimed.

Set
N :=

⊕

i∈I

⊕

V∈C i

V[∞] and Γ := EndR(N).

By the above claim, one can check that HomR(RU /R,N) is a finitely generated, projective generator for
S-Mod, and thereforeS is Morita equivalent toΓ. Note that Morita equivalences preserve universal local-
izations by [8, Corollary 3.4]. Thus, we conclude from Step(1) and the definition ofΣ that SΣ is Morita
equivalent toΓΦ with

Φ := {HomR(N,πV) |V ∈ U }.

Now, letU = L ∪̇W be an arbitrary decomposition such thatL is a union of cliquesC i with i in an index
setI0 and thatW is a union of cliquesC j with j in an index setI1. Note thatI = I0∪̇I1. Moreover, ifi, j ∈ I
with i 6= j, then HomR(U [∞],V[∞]) = 0 for allU ∈ C i andV ∈ C j . Thus, by Lemma 3.2, we get the following
isomorphisms:

(∗) Γ≃∏
i∈I

EndR
(
⊕

V∈C i

V[∞]
)

≃∏
i∈I

Γ(C i)≃∏
i∈I0

Γ(C i)×∏
i∈I1

Γ(C i).

We writeΓ0 := ∏i∈I0 Γ(C i) andΓ1 := ∏i∈I1 Γ(C i) and decomposeΦ = Φ0∪Φ1 where

Φ0 := {HomR(N,πV) |V ∈ L } and Φ1 := {HomR(N,πW) |W ∈W }.

Under these isomorphisms(∗), we can regardΦ0 (respectively,Φ1) as the set of homomorphisms between
finitely generated projectiveΓ0-modules (respectively,Γ1-modules). With these identifications, one can prove
ΓΦ ≃ (Γ0)Φ0× (Γ1)Φ1.

Next, we assume that each clique inW is of rank one, and each cliqueL ∈ L is of rank greater than one.
Clearly,L is a finite set.

On the one hand, by the foregoing discussion and Step(2), we obtain

(Γ0)Φ0 ≃∏
i∈I0

Mc(C i)
(

Q(C i)
)

.

On the other hand, we haveΓ1 = ∏i∈I1 D(C i) . Now, we claim(Γ1)Φ1 ≃ AW , where

AW :=

{

( fi)i∈I1 ∈∏
i∈I1

Q(C i) | fi ∈ D(C i) for almost alli ∈ I1

}

.

This ring is similar to the so called adèle ring appearing inthe algebraic number theory (see [24, Chapter 5,
Section 1]).

Actually, for eachi ∈ I1, the cliqueC i consists of only one simple regular module. Hence we write
D(C i) = EndR(C i), which is a discrete valuation ring with a unique maximal ideal generated byπi .

We defineei :=
(

β j
)

j∈I1
∈ Γ1 by βi = 1 andβ j = 0 if j 6= i, and defineεi :=

(

θ j
)

j∈I1
∈ Γ1 by θi = πi and

θ j = 1 if j 6= i. Let ϕi : Γ1ei → Γ1ei be the right multiplication map defined byg 7→ gπi for anyg∈ D(C i).
Under the isomorphisms(∗), we can identifyΦ1 with {ϕ j | j ∈ I1}. Note that the right multiplication

mapεi defined byεi has the following form:

εi =

(

ϕi 0
0 1

)

: Γ1ei ⊕Γ1(1−ei)−→ Γ1ei ⊕Γ1(1−ei).
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SetΨ := {ε j | j ∈ I1}. It is easy to see that(Γ1)Φ1 is isomorphic to the universal localization(Γ1)Ψ of Γ1

at Ψ. We consider the minimal multiplicative subsetϒ of Γ1 containing allε j for j ∈ I1. Clearly, (Γ1)Ψ
is isomorphic to the universal localization ofΓ1 at ϒ, that is, the universal localization ofΓ1 at all right
multiplication maps induced by the elements ofϒ. One can check

ϒ =

{

( fi)i∈I1 ∈∏
i∈I1

{

(πi)
n | n∈ N

}

∣

∣

∣

∣

fi = 1 for almost alli ∈ I1

}

⊆ Γ1.

We claim thatϒ is a left and right denominator subset ofΓ1 (see Definition 2.4).
Indeed, leta= (ai)i∈I1 ∈ Γ1 ands= (πni

i )i∈I1 ∈ ϒ with ni ∈N. SinceD(C i) is a discrete valuation ring for
eachi ∈ I1, we haveD(C i)πni

i = πni
i D(C i), and thereforeΓ1s= ∏i∈I1 D(C i)πni

i = ∏i∈I1 πni
i D(C i). This means

sa∈ ϒa∩ Γ1s 6= /0, which verifies the condition(i) in Definition 2.4. On the other hand, ifas= 0, then
aiπni

i = 0. Sinceπni
i 6= 0 andD(C i) is a domain fori ∈ I1, we haveai = 0, and soa= 0, which verifies the

condition(ii) in Definition 2.4. Thus,ϒ is a left denominator subset ofΓ1. Similarly, we can prove thatϒ is
also a right denominator subset ofΓ1.

It remains to proveϒ−1Γ1 ≃ AW . In fact, it follows from Lemma 2.5 that the universal localization of
Γ1 at ϒ is the same as the Ore localizationϒ−1Γ1 of Γ1 at ϒ. Moreover, by Lemma 2.9, we see that, for each
j ∈ I1, the Ore localization ofD(C j) at{(π j)

n | n∈N} is the division ringQ(C j) of fractions ofD(C j). Thus,
by the definition of Ore localizations (see Lemma 2.5), one can easily proveϒ−1Γ1≃ AW .

Summing up what we have proved, we get

ΓΦ ≃ (Γ0)Φ0× (Γ1)Φ1 ≃∏
i∈I0

Mc(C i)

(

Q(C i)
)

× AW ,

the latter is Morita equivalent toAU . As SΣ is Morita equivalent toΓΦ, we see thatSΣ is Morita equivalent to
AU . This completes the whole proof.�

Proof of Theorem 1.1. Recall thatB = EndR(RU ⊕RU /R) andS := EndR(RU /R). By Corollary 2.6,
there is a recollement of derived module categories:

(∗) D(SΣ) // D(B) //
ff

xx
D(R)

ff

xx
,

whereSΣ is the universal localization ofSat Σ := {S⊗R fU |U ∈ U }.
Now we writeU = U 0∪U 1 ⊆ S such thatU 0 contains no cliques andU 1 is a union of cliquesC i

with i ∈ I , an index set. We conclude from Lemma 3.8 thatSΣ is isomorphic to the universal localization
ΛΘ of Λ at Θ with Λ := EndRU0

(RU /RU 0) andΘ := {Λ⊗RU0
(RU 0 ⊗R fV) | V ∈ U 1}. Note thatRU 0 is a

finite-dimensional tame hereditaryk-algebra, and thatU 1 is a union of cliques when regarded as a set of
simple regularRU 0-modules. Now, by applying Lemma 3.9 toRU 0 andU 1, we can deduce thatΛΘ is Morita
equivalent to the adèle ringAU in Theorem 1.1.

Thus, we have proved thatSΣ is Morita equivalent toAU . If we substituteD(SΣ) by D(AU ) in (∗), then
we obtain the desired recollement of derived module categories in Theorem 1.1:

D(AU ) // D(B) //
ff

xx
D(R)

ff

xx
.

This completes the proof of the first part of Theorem 1.1.
As for the second part, we note that, ifk is algebraically closed, then, for each cliqueC of R, the rings

D(C ) andQ(C ) are isomorphic tok[[x]] andk((x)) by Lemma 3.1(5), respectively. Now, combining this with
the first part of Theorem 1.1, we know thatAU is isomorphic toAI . This finishes the proof.�
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If we takeU = S , then the tiltingR-moduleRS ⊕RS /R is a Reiten-Ringel tilting module (see [27]).
This tilting module is actually of the formG(n)⊕

⊕
U∈S U [∞](δU), whereG is the unique genericR-module

with n= dimEndR(G)G, andδU = dimEndR(U)Ext1R(U,R) for U ∈S (see [3, Proposition 1.8]). Recall thatS

is parameterized by the projective lineP1(k) if k is algebraically closed. As a consequence of Theorem 1.1,
we have the following corollary.

Corollary 3.10. If k is an algebraically closed field and T is the Reiten-Ringel tilting R-module TS , then
there is a recollement

D(AP1(k)) // D(EndR(T)) //
ii

uu
D(R)

hh

vv
.

4 Stratifications of derived module categories

In this section, we shall use Theorem 1.1 to get stratifications of the derived categories of the endomorphism
rings of tilting modules of the formRU ⊕RU /R. It turns out that our consideration for general tame hered-
itary algebras is converted into understanding the case of special tame hereditary algebras consisting of two
isomorphism classes of simple modules. In particular, ifk is an algebraically closed field, we are led to the
Kronecker algebra. In this way, we shall prove Corollary 1.2in this section.

4.1 Universal localizations of general tame hereditary algebras

In this subsection, we shall discuss the endomorphism algebras of tilting modules associated with universal
localizations of tame hereditary algebras at simple regular modules. The consideration here will be served as
a part of preparations for stratifications of derived categories in Subsection 4.3.

Throughout this subsection,R is an indecomposable finite-dimensional tame hereditary algebra over an
arbitrary fieldk, andS :=S (R) is the complete set of isomorphism classes of all simple regular R-modules.

Let U be an arbitrary subset ofS . The following result gives a characterization of the universal local-
izationRU of RatU from the view of derived equivalences.

Lemma 4.1. LetU ⊆S . Then there existsV ⊆S withU ∩V = /0 such that, forW :=U ∪V , the following
statements are true.

(1) There is a finite-dimensional tame hereditary k-algebraΛ with only two non-isomorphic simple mod-
ules, and a setS of simple regularΛ-modules such that RW coincides with the universal localizationΛS of
Λ at S .

(2) The RU -module T:= RW ⊕RW /RU is a classical tilting module. In particular, RU andEndRU (T)
are derived-equivalent.

Proof. SupposeU =U 0∪̇U 1⊆S such thatU 0 contains no cliques andU 1 is a union of cliques. Observe
that we may assumeU 0 = /0. In fact, if U 0 is not empty, we can replaceR by RU 0 andU byU 1 sinceRU 0 is
a tame hereditary algebra andU 1 can be seen as a set of simple regularRU 0-modules.

From now on, we supposeU 0 = /0, that is,U is a union of cliques. LetV be a maximal subset ofS with
respect to the following property:V ∩U = /0 andV contains no cliques. In other words, from each cliqueC
not contained inU , we choosec(C )−1 elements, and letV be the union of all these elements. Clearly, the
choice ofV is not unique in general.

LetW := U ∪̇V , and letU>1 be the union of all cliquesC i∈I in U of rank greater than one, whereI is a
finite set. We choosec(C i)−1 elements from eachC i for i ∈ I , and letV ′ be the set consisting of all of these
elements. Now, we defineL = V ∪V ′ and writeW = L ∪̇M .

We claim that the statement(1) holds true. Indeed, it follows from Lemma 3.5(1) thatRL is a tame
hereditary algebra such that all cliques ofRL consist of only one simple regular module. This means that
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RL has exactly two isomorphism classes of simple modules. By Lemma 3.5(3), we haveRW = (RL )M with

M := {RL ⊗RL | L ∈M }. Thus, settingΛ := RL andS :=M , we get the statement(1).
In the following, we shall show the statement(2). Note thatV contains no cliques. Thus, it follows from

Lemma 3.5(1) thatRV is a tame hereditary algebra andRV /R is a finitely presentedR-module. By Lemma
3.7(1), RW /RU ≃ RU ⊗R (RV /R) as RU -R-bimodules. This implies thatRW /RU is a finitely presented
RU -module, and so is theRU -moduleT. Hence,T is a classicalRU -module.�

As a consequence of Lemma 4.1, we obtain the following result, which describesRU up to derived
equivalence by a triangular matrix ring such that the rings in the diagonal are relatively simple.

Corollary 4.2. Suppose thatU ⊆ S is a union of cliquesC i∈I with I an index set. LetV be a maximal
subset ofS such thatV ∩U = /0 andV contains no cliques, and letC (V ) = ∪̇ j∈JC j with J an index set.
DefineW := U ∪V and TU := RU ⊕RU /R. Then the following statements hold true:

(1) There is a canonical ring isomorphism:

EndR(TU )≃

(

RU HomR(RU , RU /R)
0 EndR(RU /R)

)

.

(2) EndR(RU /R) is Morita equivalent to∏i∈I Γ
(

C i
)

, whereΓ(C ) is defined in Lemma 3.2 for each clique
C of R.

(3) RU is derived-equivalent to the following triangular matrix ring

EndRU (RW ⊕RW /RU ) =

(

RW HomRU

(

RW , RW /RU
)

0 EndRU

(

RW /RU
)

)

such that
(a) RW is the universal localizationΛS of a finite-dimensional tame hereditary k-algebraΛ, which has

two isomorphism classes of simple modules, at a setS of simple regularΛ-modules, and
(b) EndRU (RW /RU ) is Morita equivalent to∏ j∈J Tc(C j )−1

(

EndR(Vj)
)

, where Vj ∈ C j is a fixed element
for each j∈ J, and Tn(A) stands for the n×n upper triangular matrix ring over a ring A.

Proof. Clearly,(1) follows from λ : R→ RU being a ring epimorphism and HomR(RU /R,RU ) = 0. (2)
follows from (∗) in Step(3) of the proof of Lemma 3.9. As to(3), we first show the statement(b). In fact, by
the proof of Lemma 4.1, we knowRW /RU ≃ RU ⊗R(RV /R) asRU -R-bimodules. SinceV ⊆ U +, we have
RU ⊗R (RV /R) ≃ RV /R asR-modules by Lemma 3.4, and thereforeRW /RU ≃ RV /R asR-modules. This
implies that EndRU (RW /RU )≃ EndR(RW /RU )≃ EndR(RV /R). Now, by Lemma 3.6(2), one can prove

RV /R≃
⊕

j∈J

c(C j )−1⊕

i=1

Ui, j [c(C j)− i](δi, j ),

whereδi, j > 0 andV ∩C j = {Ui, j | 1≤ i < c(C j)} such thatUi+1, j = τ−Ui, j for all 1≤ i < c(C j)−1. Further,
for any j ∈ J, one can check

EndR
(

c(C j )−1⊕

i=1

Ui, j [c(C j)− i]
)

≃ Tc(C j )−1
(

EndR(Vj)
)

,

whereVj is a fixed element ofC j with j ∈ J. Note that EndR(Vj) is independent of the choice of elements of
C j up to isomorphism. Thus EndRU (RW /RU ) is Morita equivalent to∏ j∈J Tc(C j )−1

(

EndR(Vj)
)

, since there is
no non-trivial homomorphism between two different tubes.

Note that the other conclusions in(3) are consequences of Lemma 4.1 and of properties of injectivering
epimorphisms (see also [8, Lemma 6.4(2)]). This completes the proof.�
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Thus, by Corollary 4.2(3), the consideration of the derivedcategoryD(RU ) needs first to understand uni-
versal localizations of tame hereditary algebras with two isomorphism classes of simple modules, at simple
regular modules. Ifk is an algebraically closed field, then each tame hereditary algebra with two isomor-
phism classes of simple modules is Morita equivalent to the Kronecker algebra. So, in the next subsection,
we shall focus our attention on the universal localizationsof the Kronecker algebra.

4.2 Universal localizations of the Kronecker algebra at simple regular modules

In this subsection, we shall consider the particular tame hereditary algebra, the Kronecker algebra. The
results obtained here will be served again as a preparation for the discussion of stratifications of derived
module categories in the next subsection.

Throughout this subsection,k is a field, andR is the Kronecker algebra

(

k k2

0 k

)

, where thek-k-

bimodule structure ofk2 is given bya(b,c)d = (abd,acd) with a,b,c,d ∈ k. It is known thatR can be
interpreted as the path algebra of the quiver

Q : 2
α //
β

// 1 ,

and thatR-Mod (respectively,R-mod) is equivalent to the category of (respectively, finite-dimensional) rep-
resentations ofQ overk.

In this subsection, we denote byV the representationk
0 //
1

// k . By Lemma 2.3, one can check that

RV = M2(k[x]), and the universal localizationλ : R→ RV is given by

(

a (c,d)
0 b

)

7→

(

a c+dx
0 b

)

for

a,b,c,d ∈ k. In particular, the restriction functorλ∗ : RV-Mod→ R-Mod induced byλ is fully faithful. Let

e=

(

1 0
0 0

)

∈ RV . Clearly, the tensor functorRV e⊗k[x]− : k[x]-Mod→ RV-Mod is an equivalence. Now,

we defineF : k[x]-Mod→R-Mod to be the composition of the functorsRV e⊗k[x]− andλ∗. ThenF is a fully

faithful exact functor, and sends eachk[x]-moduleM to the representationM
1 //
x

// M . Moreover, we have

the following result.

Lemma 4.3. [26, Theorem 4]The functor F induces an equivalence between the category offinite-dimensional
k[x]-modules and the category of finite-dimensional regular R-modules with regular composition factors not
isomorphic to V .

Let P be the set of all monic irreducible polynomials ink[x]. For eachp(x) ∈ P , we denote bykp(x) the

extension fieldk[x]/(p(x)) of k, and byVp(x) the representationkp(x)
1 //
x

// kp(x) , which is the image ofkp(x)

underF . Since simplek[x]-modules are parameterized by monic irreducible polynomials, it follows from
Lemma 4.3 thatS := {V}∪{Vp(x) | p(x) ∈ P } is a complete set of isomorphism classes of simple regular
R-modules. Ifk is algebraically closed, thenP = {x−a | a∈ k}, and thereforeS can be identified with the
projective lineP1(k).

The following corollary gives a characterization of the endomorphisms rings of Prüfer modules.

Corollary 4.4. Let t be a variable and p(x) ∈ P . Then there are isomorphisms of rings:

EndR
(

V[∞]
)

≃ k[[t]] and EndR
(

Vp(x)[∞]
)

≃ kp(x) [[t]].
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Proof. Recall that, for any simple regularR-moduleU , we have EndR
(

U [∞]
)

≃ lim
←−

n

EndR(U [n]) as

rings. If U = V, then EndR(U [n]) ≃ k[t]/(tn) for any n > 0, and therefore EndR
(

U [∞]
)

≃ lim
←−

n

k[t]/(tn) ≃

k[[t]]. SupposeU =Vp(x). It follows from Lemma 4.3 thatU [n] ≃ F
(

k[x]/(p(x)n)
)

asR-modules, and that
EndR(U [n]) ≃ Endk[x]

(

k[x]/(p(x)n)
)

≃ k[x]/(p(x)n) for any n > 0. Thus EndR
(

U [∞]
)

≃ lim
←−

n

k[x]/(p(x)n).

This implies that EndR
(

U [∞]
)

is a complete commutative discrete valuation ring (see Lemma 3.1(5)), and
therefore it is a regular ring of Krull dimension 1. Recall that a regular ring is by definition a commutative
noetherian ring of finite global dimension. For regular rings, the global dimension agrees with the Krull
dimension.

It remains to prove lim
←−

n

k[x]/(p(x)n)≃ kp(x) [[t]]. Actually, this follows straightforward from the following

classical result (see [11, Theorem 15] for details):
Let Sbe a complete regular local ring of Krull dimensionm with the residue class fieldK. If Scontains

a field, thenS is isomorphic to the formal power series ringK[[t1, · · · , tm]] overK in variablest1, · · · , tm.

Hence EndR
(

U [∞]
)

≃ lim
←−

n

k[x]/(p(x)n)≃ kp(x) [[t]], which finishes the proof.�

In the remainder of this subsection, let∆ be a subset ofP , and letU := {V}∪ {Vp(x) | p(x) ∈ ∆}. We
define the∆-adèle ring ofk[x] as follows:

A(∆) := k((t))×

{

(

θp(x)

)

p(x)∈∆ ∈ ∏
p(x)∈∆

kp(x) ((t))
∣

∣ θp(x) ∈ kp(x) [[t]] for almost all p(x) ∈ ∆
}

.

Combining Theorem 1.1 with Corollary 4.4, we get the following result.

Corollary 4.5. Let B be the endomorphism ring of the tilting R-module RU ⊕RU /R. Then there is a recolle-
ment of derived categories:

D(A(∆)) // D(B) //
gg

ww
D(R)

ff

xx
.

In Corollary 4.5, if∆ = P , then theP -adèle ringA(P ) of k[x] coincides with the adèle ringAk(x) of the
fraction fieldk(x), which appears in global class field theory (see [24, ChapterVI] and [16, Theorem 2.1.4]).

Finally, we prove the following lemma as the last preparation for the proof of Corollary 1.2.

Lemma 4.6. Let D be the smallest subring of the fraction field k(x) of k[x] containing both k[x] and 1
p(x) with

all p(x) ∈ ∆. Then RU ≃M2(D), the2×2 matrix ring over D. In particular, RU is Morita equivalent to the
Dedekind integral domain D.

Proof. DefineW := {RV ⊗RVp(x) | p(x) ∈ ∆}. ThenRU = (RV)W by Lemma 3.5(3). Recall thatRV =
M2(k[x]) andλ : R→RV is the universal localization ofRatV. On the one hand, for eachp(x) ∈ ∆, it follows
from Vp(x) = F

(

kp(x)
)

= λ∗
(

RV e⊗k[x] kp(x)
)

that

RV⊗RVp(x) ≃Vp(x) = RV e⊗k[x] kp(x) =

(

kp(x)

kp(x)

)

asRV-modules. On the other hand, by [8, Corollary 3.4], Morita equivalences preserve universal localiza-
tions. Consequently, we haveRU =

(

M2(k[x])
)

W
≃ M2

(

k[x]Θ
)

with Θ := {kp(x) | p(x) ∈ ∆} ⊆ k[x]-Mod.
Now, one may readily see thatk[x]Θ coincides with the localization ofk[x] at the smallest multiplicative sub-
set ofk[x] containing{p(x) | p(x) ∈ ∆}, which is exactly the ringD defined in Lemma 4.6. Sincek[x] is a
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Dedekind integral domain and since localizations of Dedekind integral domains are again Dedekind integral
domains, we see thatD is a Dedekind integral domain. As a result, we haveRU ≃M2(D). This completes
the proof.�

Remarks.(1) If k is an algebraically closed field, then, for any simple regular R-moduleU , we can choose
an automorphismσ : R→R, such that the induced functorσ∗ : R-Mod→R-Mod byσ is an equivalence with
σ∗(U)≃V. This implies that, up to isomorphism, Lemma 4.6 provides a complete description ofRV for any
subsetV of S . In particular,RV is Morita equivalent to a Dedekind integral domain.

(2) If we localizeR at all non-isomorphic simple regular modulesS which is indexed by all monic
irreducible polynomials, then, by Lemma 4.6, we haveRS ≃M2(k(x)) since the smallest subring containing
the inverses of all irreducible polynomialsp(x) is justk(x).

4.3 Stratifications of derived module categories

The main purpose of this subsection is to prove Corollary 1.2. We first recall the definition of stratifications
of derived categories of rings.

As in [1], the derived module categoryD(A) of a ringA is called derived simple if it is not a non-trivial
recollement of any derived categories of rings. A stratification of D(A) of a ringA by derived categories of
rings is defined to be a sequence of iterated recollements of the following form: a recollement ofA, if it is
not derived simple,

D(A1) // D(A) //
ff

xx
D(A2)ff

xx
,

a recollement of the ringA1, if it is not derived simple,

D(A11) // D(A1) //
gg

ww
D(A12)gg

ww
,

and a recollement of the ringA2, if it is not derived simple,

D(A21) // D(A2) //
gg

ww
D(A22)gg

ww

and recollements of the ringsAi j with 1≤ i, j ≤ 2, if they are not derived simple, and so on, until one arrives
at derived simple rings at all positions, or continue to infinitum. All the derived simple rings appearing in this
procedure are called composition factors of the stratification. The cardinality of the set of all composition
factors (counting the multiplicity) is called the length ofthe stratification. If the length of a stratification is
finite, we say that this stratification is finite or of finite length.

Proof of Corollary 1.2. Under the assumption thatk is an algebraically closed field, the following
two facts are known:(a) For any simple regularR-moduleU , the algebras EndR(U) and EndR(U [∞]) are
isomorphic tok andk[[x]] (see Lemma 3.1(5)), respectively, and(b) each tame hereditary algebra having two
isomorphism classes of simple modules is Morita equivalentto the Kronecker algebra.

One the one hand, it follows from Theorem 1.1 thatD(B) is stratified byD(R) and D(AI ), where
I = {1,2, · · · ,s} is an index set of the cliques contained inU , and the ringAI is defined in Introduction.
SinceU is a union of finitely many cliques ofS , we know thatAI is equal tok((x))s, the direct product of
s copies ofk((x)). ThusD(AI) has a stratification by derived module categories withs composition factors
k((x)). Note thatD(R) has a stratification by derived module categories withr copies of the composition
factork, wherer is the number of non-isomorphic simpleR-modules. ThusD(B) has a stratification of length
r +swith the composition factork of multiplicity r, and the composition factork((x)) of multiplicity s.

On the other hand, by Corollary 4.2, we know thatD(B) can be stratified byD(RW ), D(EndRU (RW /RU ))
andD(EndR(RU /R)), whereW is defined in Corollary 4.2. Here, we have used the known fact that every
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2×2 triangular matrix ring yields a recollement of derived module categories of the rings in the diagonal. In
the following, we shall calculate composition factors ofD(B).

First, it follows from Corollary 4.2(3) and Lemma 4.6 thatRW is Morita equivalent to a Dedekind in-
tegral domain and that EndRU (RW /RU ) is Morita equivalent to∏ j∈J Tc(C j )−1(k). It is known from [1] that
every Dedekind domain is derived simple. ThusRW contributes one composition factor toD(B). It is
easy to see thatD(Tc(C j )−1(k)) has a stratification withc(C j)− 1 copies of the composition factork. Thus
D(EndRU (RW /RU )) admits a stratification with∑ j∈J

(

c(C j)−1
)

copies of the composition factork.
Second, combining Corollary 4.2(2) with Corollary 3.3, we see that EndR(RU /R) is Morita equivalent to

∏s
i=1Γ

(

c(C i)
)

, whereU is assumed to be a union ofs cliquesC i with 1≤ i ≤ s, and whereΓ(m) is defined
in Corollary 3.3 for each positive integerm. Note that the canonical inclusionf of Γ(m) into Mm(k[[x]]) is a
ring epimorphism and thatMm(k[[x]]) is projective as a leftΓ(m)-module. Thus the sequence

0→ Γ(m)
f
−→Mm(k[[x]])→ coker( f )→ 0

is an add
(

Γ(m)Em,m
)

-split sequence in the category of all leftΓ(m)-modules, and therefore EndΓ(m)

(

Γ(m)⊕
Mm(k[[x]])

)

and EndΓ(m)

(

Mm(k[[x]])⊕ coker( f )
)

are derived-equivalent by [20, Theorem 1.1]. Clearly, the
former ring is Morita equivalent toΓ(m) and the latter is Morita equivalent to EndΓ(m)

(

Mm(k[[x]])Em,m⊕
coker( f )

)

. HenceΓ(m) is derived-equivalent to EndΓ(m)

(

Mm(k[[x]])⊕coker( f )
)

which is just the following
matrix ring:













k[[x]] 0 · · · 0

k k
. . .

...
...

.. . . . . 0
k · · · k k













.

m×m

For a general consideration of derived equivalences between subrings of matrix rings, we refer to [9]. Thus,
we see thatD(Γ(m)) has a stratification with the composition factork[[x]] of multiplicity one, and the compo-
sition factork of multiplicity m−1. Therefore,D(EndR(RU /R)) admits a stratification with the composition
factors:scopies ofk[[x]] and∑s

i=1

(

c(C i)−1
)

copies ofk.
Finally, by summarizing up the above discussions, we conclude thatD(B) has a stratification of length

r +s−1 with the following composition factors:r−2 copies ofk, s copies ofk[[x]] and one copy of a fixed
Dedekind domain. Here, we use the well known fact:∑C

(

c(C )−1
)

= r −2, whereC runs over all of the
cliques ofR. Thus the proof is completed.�

Let us end this section by mentioning the following questions suggested by our results.

(1) For tilting modules of the formRU ⊕RU /R, we have provided a recollement of the derived categories
of their endomorphism rings. It would be interesting to havea similar result for tilting modules of other types
described in [3].

(2) In Corollary 1.2, it would be nice to know thatD(B) has no other composition factors (up to derived
equivalence) except the ones displayed there.

(3) It would be interesting to generalize the results in thispaper to hereditary orders.
(4) Suppose the derived categoryD(A) of a ring A admits a stratification of finite length by derived

categories of rings. DoesD(A) then have only finitely many derived composition factors? (up to derived
equivalence).
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