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Global Uniqueness for an Inverse Stochastic

Hyperbolic Equation with Three Unknowns∗

Qi Lü † and Xu Zhang‡

Abstract

This paper is addressed to an inverse stochastic hyperbolic equation with three unknowns, i.e.,
a source term, an initial displacement and an initial velocity. The global uniqueness is proved
by a new global Carleman estimate for the stochastic hyperbolic equation. It is found that both
the formulation of stochastic inverse problems and the tools to solve them differ considerably
from their deterministic counterpart.
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1 Introduction

Let T > 0, G ⊂ R
n (n ∈ N) be a given bounded domain with a C2 boundary Γ, and let Γ0 be a

suitable chosen nonempty subset (to be given later) of Γ. Put Q
△
= (0, T )×G and Σ

△
= (0, T ) × Γ.

Fix a complete filtered probability space (Ω,F , {Ft}t≥0, P ) on which a one dimensional standard
Brownian motion {B(t)}t≥0 is defined. For any Banach space H, denote by L2

F (0, T ;H) the Banach
space consisting of all H-valued {Ft}t≥0-adapted processes X(·) such that E(|X(·)|2

L2(0,T ;H)) < ∞,

by L∞
F (0, T ;H) the Banach space consisting of all H-valued {Ft}t≥0-adapted bounded processes,

and by L2
F (Ω;C([0, T ];H)) the Banach space consisting of all H-valued {Ft}t≥0-adapted processes

X(·) such that E(|X(·)|2
C([0,T ];H)) < ∞. All of these spaces are endowed with the canonical norm

(Similarly, one can define L2
F (Ω;C

k([0, T ];H)) for any positive integer k).
Throughout this paper, we assume that the functions bij ∈ C1(G) (i, j = 1, 2, · · · , n) satisfy

bij = bji and, for some constant s0 > 0,

n
∑

i,j=1

bijξiξj ≥ s0|ξ|2, ∀ (x, ξ) ∈ G× R
n. (1.1)

∗This work is partially supported by the NSF of China under grants 10831007 and 60974035 and the ERCAdvanced
Grant FP7-246775 NUMERIWAVES, the Grant PI2010-04 of the Basque Government, the ESF Research Networking
Programme OPTPDE and Grant MTM2008-03541 of the MICINN, Spain.

†Basque Center for Applied Mathematics (BCAM), Bizkaia Technology Park, Building 500, 48160, Derio, Basque
Country, Spain; and School of Mathematical Sciences, University of Electronic Science and Technology of China,
Chengdu 610054, China. E-mail: qlu@bcamath.org.

‡Yangtze Center of Mathematics, Sichuan University, Chengdu 610064, China; and Key Laboratory of Systems
and Control, Academy of Mathematics and Systems Sciences, Chinese Academy of Sciences, Beijing 100190, China.
E-mail: xuzhang@amss.ac.cn.

1

http://arxiv.org/abs/1107.3310v1


Consider the following stochastic hyperbolic equation:



























dzt −
n
∑

i,j=1

(bijzxi
)xj

dt = (b1zt + b2 · ∇z + b3z) dt+ (b4z + g)dB(t) in Q,

z = 0 on Σ,

z(0) = z0, zt(0) = z1 in G.

(1.2)

Here, zt =
∂z
∂t
, zxi

= ∂z
∂xi

, and bi (1 ≤ i ≤ 4) are some suitable (known) functions to be given later;

while (z0, z1) ∈ L2(Ω,F0, P ;H1
0 (G) × L2(G)) and g ∈ L2

F (0, T ;L
2(G)) are unknown. Physically, g

stands for the intensity of a random force of the white noise type. Put

HT
△
= L2

F (Ω;C([0, T ];H1
0 (G)))

⋂

L2
F (Ω;C

1([0, T ];L2(G))). (1.3)

It is clear that HT is a Banach space with the canonical norm. Under suitable assumptions (the
assumptions in this paper are enough), for any given (z0, z1) and g, one can show that the equation
(1.2) admits one and only one solution z = z(z0, z1, g)(t, x, ω) ∈ HT (see [12]). We will also denote
by z(z0, z1, g) or z(z0, z1, g)(t) the solution of (1.2).

In this article, the random force
∫ t

0 gdB is assumed to cause the random vibration starting
from some initial state (z0, z1). Roughly speaking, our aim is to determine the unknown random
force intensity g and the unknown initial displacement z0 and initial velocity z1 from the (partial)
boundary observation ∂z

∂ν

∣

∣

(0,T )×Γ0

and the measurement on the terminal displacement z(T ), where

ν = ν(x) denotes the unit outer normal vector of G at x ∈ Γ, and Γ0 is a suitable open subset
(to be specified later) of Γ. More precisely, we are concerned with the following global uniqueness
problem: Do ∂z

∂ν
(z0, z1, g)

∣

∣

(0,T )×Γ0

= 0 and z(z0, z1, g)(T ) = 0 in G, P -a.s. imply that g = 0 in Q

and z0 = z1 = 0 in G, P -a.s.?
In the deterministic setting, there exist numerous literatures addressing the inverse problem of

PDEs (See [5, 6] and the rich references cited therein). A typical (deterministic) inverse problem
close to the above one is as follows: Fix suitable (known) functions a(·, ·) and f1(·, ·) satisfying
min

(t,x)∈Q
|f1(t, x)| > 0, and consider the following hyperbolic equation:















ztt −∆z = a(t, x)z + f1(t, x)f2(x) in Q,

z = 0 on Σ,

z(0) = 0, zt(0) = z1 in G.

(1.4)

In (1.4), both z1 and f2 are unknown and one expects to determine them through the boundary
observation ∂z

∂ν

∣

∣

(0,T )×Γ0

. As shown in [11], by assuming suitable regularity on functions a(·, ·), fi(·, ·)
(i = 1, 2) and z1(·), and using the transformation

y = y(t, x) =
d

dt

(

z(t, x)

f1(t, x)

)

, (1.5)

this inverse problem can be reduced to deriving the so-called observability for the following wave
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equation with memory











































ytt −∆y = a1yt + a2 · ∇y + a3y

+

∫ t

0
[c1(t, s, x)y(s, x) + c2(t, s, x) · ∇y(s, x)] ds in Q,

y = 0 on Σ,

y(0, x) =
z1(x)

f1(0, x)
, yt(0, x) = f2(x)−

2∂tf1(0, x)

|f1(0, x)|2
z1(x) in G,

where ai(·, ·) (i = 1, 2, 3) and ci(·, ·, ·) (i = 1, 2) are suitable functions. Concerning this problem,
if z1 is known and both functions a(·, ·) and f1(·, ·) are independent of the space variable x, i.e.,
there is only one unknown in (1.4), then the corresponding inverse problem is now well-understood
(e.g. [9, 10] and the references therein). The main tool in the later case is to use the Duhamel
principle, instead the transform (1.5), to reduce the problem to the observability estimate for some
wave equation (without memory).

Stochastic partial differential equations (PDEs for short) are used to describe a lot of random
phenomena appeared in physics, chemistry, biology, control theory and so on. In many situations,
stochastic PDEs are more realistic mathematical models than the deterministic ones. Nevertheless,
compared to the deterministic setting, there exist a very limited works addressing inverse problems
for stochastic PDEs (See [1, 2, 4], etc.). Especially, as far as we know, there is no paper considering
the inverse problem for stochastic hyperbolic equations.

One will meet substantially new difficulties in the study of inverse problems for stochastic
PDEs. For instance, unlike the deterministic PDEs, the solution of a stochastic PDE is usually
non-differentiable with respect to the variable with noise (say, the time variable considered in
this paper). Also, the usual compactness embedding result does not remain true for the solution
spaces related to stochastic PDEs. These new phenomenons lead that some useful methods for
solving inverse problems for deterministic PDEs (see [5, 9] for example) cannot be used to solve
the corresponding inverse problems in the stochastic setting. Especially, one can see that none of
the methods for solving the above inverse problem for the equation (1.4) can be easily adopted to
solve our inverse problem for the stochastic hyperbolic equation (1.2), even if g is assumed to be
of the form

g(t, x, ω) = g1(t, ω)g2(x), ∀ (t, x, ω) ∈ Q× Ω, (1.6)

with a known stochastic process g1(·, ·) ∈ L2
F (0, T ) and an unknown function g2(·) ∈ L2(G). For

these reasons, it is necessary to develop new methodology for treating inverse problems for stochastic
PDEs.

In this paper, we will use a suitable Carleman estimate to solve the above formulated inverse
problem for the equation (1.2). To the best of our knowledge, [12] is the only published reference
addressing the Carleman estimate for stochastic hyperbolic equations. In [12], under suitable
assumptions, the following estimate was proved for the solution z of (1.2):

|(z(T ), zt(T ))|L2(Ω,FT ,P ;H1

0
(G)×L2(G)) ≤ C

[

∣

∣

∣

∣

∂z

∂ν

∣

∣

∣

∣

L2

F
(0,T ;L2(Γ0))

+ |g|L2

F
(0,T ;L2(G))

]

. (1.7)

(Here and henceforth, C is a generic positive constant, depending only on T , G, Γ0 and s0, which
may be different from one place to another). Noting that g appears in the right hand side of
(1.7), and therefore, the estimate obtained in [12] does not apply to the inverse problem in this
paper. In order to solve our stochastic inverse problem, we need to establish a new Carleman
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estimate for (1.2) so that the source term g can be bounded above by the observed data. Hence,
we need to avoid employing the usual energy estimate because, when applying this estimate to
(1.2), the source term g would appear as a bad term. Meanwhile, noting that we are also expected
to identity the initial data, hence we need to bound above the initial data by the observed data,
too. Because of this, we need to obtain the estimate on the initial data and source term in the
Carleman inequality simultaneously. Therefore we cannot use the usual “Carleman estimate” +
“energy estimate” method (which works well for the deterministic wave equation, see [3]) to derive
the desired estimates. This is the main difficulty that we need to overcome in this paper.

The rest of this paper is organized as follows. In Section 2, we state the main result of this paper.
Some preliminary results are collected in Section 3. Finally, Section 4 is addressed to proving the
main result.

2 Statement of the main result

To begin with, we introduce the following conditions:

Condition 2.1 There exists a positive function d(·) ∈ C2(G) satisfying the following:

1) For some constant µ0 > 0, it holds that

n
∑

i,j=1

{

n
∑

i′,j′=1

[

2bij
′

(bi
′jdxi′

)xj′
− bijxj′

bi
′j′dxi′

]}

ξiξj ≥ µ0

n
∑

i,j=1

bijξiξj ,

∀(x, ξ1, · · · , ξn) ∈ G× R
n;

(2.1)

2) There is no critical point of d(·) in G, i.e.,

min
x∈G

|∇d(x)| > 0. (2.2)

Remark 2.1 If (bij)1≤i,j≤n is the identity matrix, then, by taking d(x) = |x−x0|2 with x0 /∈ G, one
sees that Condition 2.1 is satisfied. Condition 2.1 was introduced in [3] to show the observability
estimate for hyperbolic equations. We refer to [3] for more explanation on Condition 2.1 and further
nontrivial examples.

It is easy to see that if d(·) ∈ C2(G) satisfies Condition 2.1, then for any given constants a ≥ 1
and b ∈ R, the function d̃ = ad+ b still satisfies Condition 2.1 with µ0 replaced by aµ0. Therefore
we may choose µ0 as large as we need in Condition 2.1. Now we choose 0 < c0 < c1 < 1, µ0 > 4
and T satisfying the following condition:

Condition 2.2














1) µ0 − 4c1 − c0 > 0,

2)
µ0

(8c1 + c0)

n
∑

i,j=1

bijdxi
dxj

> 4c21T
2 >

n
∑

i,j=1

bijdxi
dxj

.

Remark 2.2 Since

n
∑

i,j=1

bijdxi
dxj

> 0, it is easy to see that one can always choose µ0 in Condi-

tion 2.1 large enough so that Condition 2.2 holds true. We put it here simply to emphasize the
relationship among 0 < c0 < c1 < 1, µ0 > 4 and T .
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In the sequel, we choose

Γ0
△
=

{

x ∈ Γ :
n
∑

i,j=1

bijdxi
(x)νj(x) > 0

}

. (2.3)

Also, we assume that

b1 ∈ L∞
F (0, T ;L∞(G)), b2 ∈ L∞

F (0, T ;L∞(G;Rn)),

b3 ∈ L∞
F (0, T ;Ln(G)), b4 ∈ L∞

F (0, T ;L∞(G)).
(2.4)

In what follows, we use the notation:

A △
= |b1|2L∞

F
(0,T ;L∞(G)) + |b2|2L∞

F
(0,T ;L∞(G;Rn)) + |b3|2L∞

F
(0,T ;Ln(G)) + |b4|2L∞

F
(0,T ;L∞(G)) + 1. (2.5)

The main result of this paper can be stated as follows.

Theorem 2.1 Let bi (1 ≤ i ≤ 4) satisfy (2.4), and let Condition 2.1 and Condition 2.2 hold.
Assume that the solution z ∈ HT of (1.2) satisfies that ∂z

∂ν
= 0 on (0, T ) × Γ0 and z(T ) = 0 in G,

P -a.s. Then g = 0 in Q and z0 = z1 = 0 in G, P -a.s.

Several remarks are in order.

Remark 2.3 Similar to the inverse problem for (1.4), and stimulated by Theorem 2.1, it seems
natural to expect a similar uniqueness result for the following equation



























dzt −
n
∑

i,j=1

(bijzxi
)xj

dt = (b1zt + b2 · ∇z + b3z + f)dt+ b4zdB(t) in Q,

z = 0 on Σ,

z(0) = z0, zt(0) = z1 in G,

(2.6)

in which z0, z1 and f are unknown and one expects to determine them through the boundary
observation ∂z

∂ν

∣

∣

(0,T )×Γ0

and the terminal measurement z(T ). However the same conclusion as that

in Theorem 2.1 does not hold true even for the deterministic wave equation. Indeed, we choose any
y ∈ C∞

0 (Q) so that it does not vanish in some subdomain of Q. Putting f = utt −∆u, it is obvious
that y solves the following wave equation















ytt −∆y = f in Q,

y = 0, on Σ,

y(0) = 0, yt(0) = 0 in G.

One can show that y(T ) = 0 in G and ∂y
∂ν

= 0 on Σ. However, it is clear that f does not vanish
in Q. This counterexample shows that the formulation of the stochastic inverse problem may differ
considerably from its deterministic counterpart.

Remark 2.4 From the computational point of view, it is quite interesting to study the following
stability problem (for the inverse stochastic hyperbolic equation (1.2)): Is the map

∂z

∂ν
(z0, z1, g)

∣

∣

∣

∣

(0,T )×Γ0

× z(z0, z1, g)(T ) −→ (z0, z1, g)
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continuous in some suitable Hilbert spaces? Unfortunately, we are not able to prove this stability
result at this moment. Instead, from the proof of Theorem 2.1 (See Theorem 4.1 in Section 4), it
is easy to show the following partial stability result, i.e., for any solution z ∈ HT of the equation
(1.2) satisfying z(T ) = 0 in G, P -a.s., it holds that

|(z0, z1)|L2(Ω,F0,P ;H1

0
(G)×L2(G)) + |

√
T − tg|L2

F
(0,T ;L2(G)) ≤ C

∣

∣

∣

∣

∂z

∂ν

∣

∣

∣

∣

L2

F
(0,T ;L2(Γ0))

.

Especially, if g is of the form (1.6) (with g1(·, ·) ∈ L2
F (0, T ) and g2(·) ∈ L2(G)), then the following

estimate holds

|(z0, z1)|L2(Ω,F0,P ;H1

0
(G)×L2(G)) + |g2|L2(G) ≤ C

∣

∣

∣

∣

∂z

∂ν

∣

∣

∣

∣

L2

F
(0,T ;L2(Γ0))

.

Remark 2.5 The inverse problem considered in this work is a sort of inverse source problem,
which is a linear inverse problem. It would be quite interesting to study some nonlinear inverse
problem, say inverse coefficient problem for stochastic PDEs but this remains to be done, and it
seems to be a very difficult problem.

Remark 2.6 It is also interesting to study the same inverse problems but for other stochastic
PDEs, say the stochastic parabolic equation, the stochastic Schödinger equation, the stochastic plate
equation and so on. However, it seems that the technique developed in this paper cannot be applied
to these equations.

3 Some preliminaries

In this section, we collect some preliminaries which will be useful later.
First, we show the following hidden regularity result for the solution z to the equation (1.2) (This

result means that the observation of the normal derivative of z makes sense, i.e., | ∂z
∂ν
|L2

F
(0,T ;L2(Γ0)) <

+∞).

Proposition 3.1 Let bi (1 ≤ i ≤ 4) satisfy (2.4). Then, for any solution of equation (1.2), it holds
that

∣

∣

∣

∂z

∂ν

∣

∣

∣

L2

F
(0,T ;L2(Γ))

≤ eCA
[

|(z0, z1)|L2(Ω,F0,P ;H1

0
(G)×L2(G)) + |g|L2

F
(0,T ;L2(G))

]

. (3.1)

Remark 3.1 In [12], the author proved Proposition 3.1 when (bij)1≤i,j≤n is an identity matrix.
The proof of Proposition 3.1 for the general coefficient matrix (bij)1≤i,j≤n is similar, and therefore
we give below only a sketch of the proof.

Proof of Proposition 3.1 : Since Γ ∈ C2, one can find a vector field h = (h1, · · · , hn) ∈
C1(Rn;Rn) such that h = ν on Γ (see [7]). A direct computation shows that

−
n
∑

i=1

[

2(h · ∇z)

n
∑

j=1

bijzxj
+ hi

(

z2t −
n
∑

i,j=1

bijzxi
zxj

)]

xi

dt

= 2
{[

dzt −
n
∑

i,j=1

(bijzxi
)xj

]

h · ∇z − d(zth · ∇z)−
n
∑

i,j,k=1

bijzxi
zxk

hkxj

}

dt

−z2t divhdt+

n
∑

i,j=1

zxj
zxi

div (bijh)dt.

(3.2)
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Integrating the identity (3.2) in Q, taking expectation in Ω and using integration by parts, we
obtain the inequality (3.1) immediately.

Next, we recall the following known result, which will play an important role in the proof of
Theorem 2.1.

Lemma 3.1 ([12, Theorem 4.1]) Let pij ∈ C1((0, T ) × R
n) satisfy

pij = pji, i, j = 1, 2, · · · , n, (3.3)

l, f, Ψ ∈ C2((0, T )× R
n). Assume that u is an H2

loc(R
n)-valued {Ft}t≥0-adapted process such that

ut is an L2(Rn)-valued semimartingale. Set θ = el and v = θu. Then, for a.e. x ∈ R
n and P-a.s.

ω ∈ Ω,

θ
(

− 2ltvt + 2
n
∑

i,j=1

pijlxi
vxj

+Ψv
)[

dut −
n
∑

i,j=1

(pijuxi
)xj

dt
]

+
n
∑

i,j=1

[

n
∑

i′,j′=1

(

2pijpi
′j′lxi′

vxi
vxj′

− pijpi
′j′lxi

vxi′
vxj′

)

− 2pijltvxi
vt + pij lxi

v2t

+Ψpijvxi
v −

(

Alxi
+

Ψxi

2

)

pijv2
]

j
dt

+d
[

n
∑

i,j=1

pij ltvxi
vxj

− 2

n
∑

i,j=1

pij lxi
vxj

vt + ltv
2
t −Ψvtv +

(

Alt +
Ψt

2

)

v2
]

=
{[

ltt +

n
∑

i,j=1

(pij lxi
)j −Ψ

]

v2t − 2

n
∑

i,j=1

[(pij lxj
)t + pijltj ]vxi

vt

+
n
∑

i,j=1

[

(pij lt)t +
n
∑

i′,j′=1

(

2pij
′

(pi
′jlxi′

)j′ − (pijpi
′j′lxi′

)j′
)

+Ψpij
]

vxi
vxj

+Bv2 +
(

− 2ltvt + 2

n
∑

i,j=1

pij lxi
vxj

+Ψv
)2}

dt+ θ2lt(dut)
2,

(3.4)

where (dut)
2 denotes the quadratic variation process of ut, A and B are stated as follows:



























A
△
= (l2t − ltt)−

n
∑

i,j=1

(pij lxi
lxj

− pijxj
lxi

− pijlxixj
)−Ψ,

B
△
= AΨ+ (Alt)t −

n
∑

i,j=1

(Apij lxi
)xj

+
1

2

[

Ψtt −
n
∑

i,j=1

(pijΨxi
)xj

]

.

(3.5)

4 Proof of the main result

This section is devoted to proving Theorem 2.1. As mentioned before, we will prove Theorem 2.1
by establishing a new Carleman estimate for the equation (1.2).

The desired Carleman estimate for (1.2) is as follows.
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Theorem 4.1 There exists a constant λ̃ > 0 such that for any λ ≥ λ̃ and any solution z ∈ HT of
the equation (1.2) satisfying z(T ) = 0 in G, P -a.s., it holds that

E

∫

G

θ2(λ|z1|2 + λ|∇z0|2 + λ3|z0|2)dx+ λE

∫

Q

(T − t)θ2g2dxdt

≤ CλE

∫ T

0

∫

Γ0

θ2
∣

∣

∣

∂z

∂ν

∣

∣

∣

2
dΓdt.

(4.1)

Proof of Theorem 4.1 : We borrow some idea from [8] and [12]. In what follows, we shall apply
Lemma 3.1 to the equation (1.2) with

u = z, pij = bij , l = λ
[

d(x)− c1(t− T )2
]

, Ψ = ltt +

n
∑

i,j=1

(bij lxi
)xj

− λc0,

and then estimate the terms in (3.4) one by one.
In the sequel, for λ ∈ R, we use O(λr) to denote a function of order λr for large λ. The proof

is divided into three steps.

Step 1. In this step, we analyze the terms which stand for the “energy” of the solution of (1.2).
As the Carleman estimate for deterministic partial differential equation, the point is to compute
the order of λ in the coefficients of |vt|2, |∇v|2 and |v|2. Since the computation is very close to that
in the proof of [8, Theorem 1.2.1], we give here only a sketch.

First, it is clear that the coefficient of |vt|2 reads:

ltt +

n
∑

i,j=1

(bij lxi
)xj

−Ψ = λc0. (4.2)

Further, noting that bij (1 ≤ i, j ≤ n) are independent of t and ltxj
= lxjt = 0, we find that

n
∑

i,j=1

(bijlxj
)t + bij ltxj

vxi
vt = 0. (4.3)

Further, by Condition 2.1, we see that

n
∑

i,j=1

{

(bij lt)t +

n
∑

i′,j′=1

[

2bij
′

(bi
′jlxi′

)xj′
− (bijbi

′j′lxi′
)xj′

]

+Ψbij
}

vxi
vxj

≥ λ(µ0 − 4c1 − c0)

n
∑

i,j=1

bijvxi
vxj

.

(4.4)

Further, in order to compute the coefficient B of |v|2, recalling (3.5), we find that

A = λ2
[

4c21(t− T )2 −
n
∑

i,j=1

bijdxi
dxj

]

+O(λ). (4.5)

Hence, by the definition of B (in (3.5)), we conclude that

B = (4c1 + c0)

n
∑

i,j=1

bijdxi
dxj

λ3 +

n
∑

i,j

n
∑

i′,j′=1

bijdxi
(bi

′j′dxi′
dxj′

)xj
λ3

−4(8c31 + c0c
2
1)(t− T )2λ3 +O(λ2).

(4.6)
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Recall the following estimate in [8]:

µ0

n
∑

i,j=1

bijdxi
dxj

≤
n
∑

i,j=1

n
∑

i′,j′=1

bijdxi
(bi

′j′dxi′
dxj′

)xj
. (4.7)

Therefore, by Condition 2.2, we obtain that

B ≥ (4c1 + c0)

n
∑

i,j=1

bijdxi
dxj

λ3 + µ0

n
∑

i,j=1

bijdxi
dxj

λ3

−4(8c1 + c0)c
2
1(t− T )2λ3 +O(λ2) (4.8)

= (4c1 + c0)

n
∑

i,j=1

bijdxi
dxj

λ3 +O(λ2).

Hence, there exists a λ0 > 0 such that for any λ ≥ λ0, it holds that

Bv2 ≥ Cλ3v2. (4.9)

Step 2. In this step, we analyze the terms corresponding to t = 0 and t = T . For the time
t = 0, we have

n
∑

i,j=1

bij ltvxi
vxj

− 2

n
∑

i,j=1

bij lxi
vxj

vt + ltv
2
t −Ψvtv +

(

Alt +
1

2
Ψt

)

v2

= 2c1Tλ
n
∑

i,j=1

bijvxi
vxj

− 2λ
n
∑

i,j=1

bijdxi
vxj

vt − λ
(

− 2c1 +
n
∑

i,j=1

(bijdxi
)xj

− c0

)

vtv

+2c1Tλv
2
t +

[

2c1T
(

4c21T
2 −

n
∑

i,j=1

bijdxi
dxj

)

λ3 +O(λ2)
]

v2

≥ 2c1Tλ

n
∑

i,j=1

bijvxi
vxj

− λ
(

n
∑

i,j=1

bijdxi
dxj

)
1

2

n
∑

i,j=1

bijvxi
vxj

− λ
(

n
∑

i,j=1

bijdxi
dxj

)
1

2

v2t

+2c1Tλv
2
t − v2t +

[

2c1T
(

4c21T
2 −

n
∑

i,j=1

bijdxi
dxj

)

λ3 +O(λ2)
]

v2.

(4.10)

By Condition (2.2), it follows that

4c21T
2 −

n
∑

i,j=1

bijdxi
dxj

> 0

and that

2c1T −
(

n
∑

i,j=1

bijdxi
dxj

)
1

2

> 0.

Hence there exists a λ1 > 0 such that for any λ ≥ λ1 and when t = 0, it holds that

n
∑

i,j=1

bij ltvxi
vxj

− 2
n
∑

i,j=1

bij lxi
vxj

vt + ltv
2
t −Ψvtv +

(

Alt +
1

2
Ψt

)

v2

≥ C
[

λ(v2t + |∇v|2) + λ3v2
]

.

(4.11)
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On the other hand, since lt(T ) = 0, for t = T , it holds that

n
∑

i,j=1

bij ltvxi
vxj

− 2

n
∑

i,j=1

bij lxi
vxj

vt + ltv
2
t −Ψvtv +

(

Alt +
1

2
Ψt

)

v2

= −2
n
∑

i,j=1

bij lxi
vxj

vt −Ψvtv.

(4.12)

Noting that z(T ) = 0 in G, P -a.s., we have v(T ) = 0 and vxj
(T ) = 0 in G (j = 1, 2, · · · , n), P -a.s.

Thus, from the equality (4.12), we end up with






n
∑

i,j=1

bij ltvxi
vxj

− 2
n
∑

i,j=1

bijlxi
vxj

vt + ltv
2
t −Ψvtv +

(

Alt +
1

2
Ψt

)

v2







∣

∣

∣

∣

∣

∣

t=T

= 0, P -a.s. (4.13)

Step 3. Integrating (3.4) in Q, taking expectation in Ω and by the argument above, for
λ ≥ max{λ0, λ1}, we obtain that

E

∫

Q

θ
{(

− 2ltvt + 2
n
∑

i,j=1

bij lxi
vxj

+Ψv
)[

dzt −
n
∑

i,j=1

(bijzxi
)xj

dt
]}

dx

+λE

∫

Σ

n
∑

i,j=1

n
∑

i′,j′=1

(

2bijbi
′j′dxi′

vxi
vxj′

− bijbi
′j′dxi

vxi′
vxj′

)

νjdΣ

≥ C
{

E

∫

Q

[

θ2
(

λz2t + λ|∇z|2 + λ3z2
)

+
(

− 2ltvt + 2
n
∑

i,j=1

bij lxi
vxj

+Ψv
)2]

dxdt

+E

∫

G

θ2
[

λ(|∇z0|2 + |z1|2) + λ3|z0|2
]

dx+ E

∫

Q

θ2lt(dzt)
2
}

.

(4.14)

For the boundary term, noting that z = 0 on Σ, it is easy to show that

E

∫

Σ

n
∑

i,j=1

n
∑

i′,j′=1

(

2bijbi
′j′dxi′

vxi
vxj′

− bijbi
′j′dxi

vxi′
vxj′

)

νjdΣ

= E

∫

Σ

(

n
∑

i,j=1

bijνxi
νj

)(

n
∑

i′,j′=1

bi
′j′dxi′

νj′
)
∣

∣

∣

∂v

∂ν

∣

∣

∣

2
dΣ.

(4.15)

From inequality (4.14) and equality (4.15), we obtain that

E

∫

Q

θ
{(

− 2ltvt + 2

n
∑

i,j=1

bij lxi
vxj

+Ψv
)[

dut −
n
∑

i,j=1

(bijuxi
)xj

dt
]}

dx

+λE

∫

Σ

(

n
∑

i,j=1

bijνxi
νj

)(

n
∑

i′,j′=1

bi
′j′dxi′

νj′
)
∣

∣

∣

∂v

∂ν

∣

∣

∣

2
dΣ

≥ C
{

E

∫

Q

[

θ2
(

λz2t + λ|∇z|2 + λ3z2
)

+
(

− 2ltvt + 2

n
∑

i,j=1

bij lxi
vxj

+Ψv
)2]

dxdt

+E

∫

G

θ2
[

λ(|∇z0|2 + |z1|2) + λ3|z0|2
]

dx+ λE

∫

Q

(T − t)θ2(b4z + g)2dxdt
}

.

(4.16)
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By means of

(b4z + g)2 ≥ 1

2
g2 − 2b24z

2,

we get

λE

∫

Q

(T − t)θ2(b4z + g)2dxdt ≥ 1

2
λE

∫

Q

(T − t)θ2g2dxdt− 2λTE

∫

Q

θ2b24z
2dxdt. (4.17)

On the other hand, by equation (1.2), it is clear that

E

∫

Q

θ
{(

− 2ltvt + 2

n
∑

i,j=1

bijlxi
vxj

+Ψv
)[

dzt −
n
∑

i,j=1

(bijzxi
)xj

dt
]}

dx

≤ E

∫

Q

(

− 2ltvt +

n
∑

i,j=1

bij lxi
vxj

+Ψv
)2

dxdt+ C

{

|b1|2L∞
F
(0,T ;L∞(G))E

∫

Q

θ2z2t dxdt

+
[

|b2|2L∞
F
(0,T ;L∞(G,Rn)) + |b3|2L∞

F
(0,T ;Ln(G))

]

E

∫

Q

θ2|∇z|2dxdt

+λ2|b3|2L∞
F
(0,T ;Ln(G))E

∫

Q

θ2z2dxdt

}

.

(4.18)

Finally, taking λ̃ = max
{

CA, λ0, λ1

}

, combining (2.3), (4.16), (4.17) and (4.18), for any λ ≥ λ̃,
we conclude the desired estimate (4.1).

We are now in a position to prove Theorem 2.1.

Proof of Theorem 2.1 : Since ∂z
∂ν

= 0 on Σ0, P -a.s., we know the right hand side of inequality
(4.1) is zero. Therefore, it follows that

E

∫

G

θ2(λ|z1|2 + λ|∇z0|2 + λ3|z0|2)dx = 0 (4.19)

and that

E

∫

Q

(T − t)θ2g2dxdt = 0. (4.20)

From the equality (4.19), we find z0 = z1 = 0 in G, P -a.s. By means of the equality (4.20), we see
g = 0 in Q, P -a.s.
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