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Advanced FNN control of mini underwater vehicles
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Abstract：Fuzzy neural networks(FNN)based on Gaussian membership functions Call eriectively

control the motion of underwater vehicles．However．their operating processes and training algorithms

are complicated。placing great demands on embedded hardware．This paper presents all advanced FNN

with an S membership function matching the motion characteristics of mini underwater vehicles with

wings．A learning algorithm was then developed．Simulation results showed that the modified FNN is a
simpler algorithm with faster calculations and improves responsiveness，compared with a Gaussian
membership function．based FNN．It is applicable for mini underwater vehicles that don’t need accurate

positioning but must have good maneuverability．
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1 Introduction

Autonomous underwater vehicles(AUVs)work in

unknown ocean environment． Owing to the

time-varying of motion and the complexity and

uncertainty of environment．it is dimcult to construct

the dynamic model for underwater vehicles．

Furthermore，as the dynamic system of autonomous

underwater vehicle is nonlinear and time．varying．it is
hard to estimate or measure the hydrodynamic

parameters．Therefore，many factors should be taken

into account during the design of the control system of

an AUV At the same time．it is very important to

strengthen the AUV’s autonomy and adaptability to

improve its performance．From this point of view，the
control system should have the capability of

self-adapting and self-learning。“．

删combines basic fuzzy logic eontrol cell and
network structure of neural network to form a fuzzy
neural network that can teach itself．Neural network is

used to construct the fuzzy controller．The

self-learning method of the neural network is used to

realize the self-leaming and self-adapting of the fuzzy

contr01．

The traditional n州takes Gauss function as the
membership function．Because Gauss function has the
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property of radial symmetry and its derivative can be

got easily．So if neural network takes it as the

membership function，it will have excellent ability of

approximating and high convergence speed．However,

Gauss function is complicated． In practice，

complication of algorithm will greatly affect the

incorporated property ofFNNo引．

In this paper,we provided the advanced FNN with S

membership function·based，which is a compromise

between incorporated property and complication of

algorithm．The training algorithm of neural network is

also changed accordingly．

2 Structure of advanced FNN

The advanced FNN consists of 4 layers．As depicted

in Fig．1，FNN consists of input linguistic nodes layer，

input term nodes layer，rule nodes layer and output

linguistic nodes layer【2·51．

A typical rule has the following form：

R if五=纠and x2=卅，then Y=岛
where
x1，x2 and岛are the，th fuzzy parameters

which are associated with e，毒and y．e and吾

are input variables of FNN．They represent error and

error change．纠and 4 are values of—and x2，
the domain of which is{一6,-5，⋯，0，1，⋯，5,6)．Y is

the output of this syst6m，l=0，1，2，⋯，12．The number

ofrules is 169
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Fig．1 Neural iletwork snlJctLlre ofFNN

The validity口，of each rule antecedent iS evaluated

by finding the intersection‘‘AND”between premises

in the antecedent．This is accomplished by taking the

minimum membership value ∥ between the

evaluated membership functions for the input partition

referenced in each premise：

∞=4f(五)A4(而)． (1)

The final output of FNN iS

(2)

where wt is the weight of neural network，and the

membership function is S function．x：represents ith

input ofthe kth layer,net：represents the input ofjth

node in the kth layer,y：represents the output ofjth

node in the kth layer．It can be known that矿=巧k“，
SO the operation in every layer of FNN can be got as

follows：

1)The first layer：input linguistic nodes layer．
There are two nodes in this layer．They represent e

and毒．Each of them sends the input to the nodes of

the next layer directly：

net(。1)=≯1’ (i=0，1)， (3)

爿D=《1’ (i=0，1)． (4)

The nodes in the first layer just transport the signals．

The weights oflayer”u=1(i=0，1)．

2、The second layer：input term nodes layer．

There ale 13+13=26 nodes．Every input node represents

one of the 1 3 fuzzy membership functions．In order to

ke印symmetry of this controller,the membership

functions of 12 inputs xj(卸，1，2，⋯，5,7，⋯，12)ale S

functions．111e middle one is Gauss function．
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netⅡ(2)=x}2)一孵’， (5)

埒’=1／[1+exp(a×net铲’)】
(f-0，1；户0，2，⋯，5)(a>0)， (6)

y铲’=1／[1+exp(一0xnet(／j2’)】
(i=O，1；产7，⋯，12)(驴0)， (7)

y铲)_‘志唧(一》(砩(8)
where m／j ale thresholds ofthe nodes．They ale also the

centers of缸珂memberships．The outputs ofthis layer
are sent to the next layer directly,Ⅵ{3’=1(瑚，⋯，1 68)．

31 The third layer：rule nodes layer．

There are 13X13=169 nodes in this layer．That iS the

total number of the rules．Every node accomplishes

one fuzzy ratiocination operation．Use the AND

algorithm to deal with the output of every rule．

netl3’=min【≈扪，x(3’，1】(f．o，1，2，3，⋯，12)， (9)

螺’=netl3’ (婷o，1，2∥3一，168)． (10)

41 The foml layer： output linguistic nodes

(Defuzzification)layer．
There is just one output in this layer．The output is the

controller force(moment)along the main axis of

coordinates，which is normalized．

net(4)=Xi．

168 168

YH’=(Ewt4’netl4’)／(∑14’)．
i=0 i=0

(11)

The weight of nepal networks and the positions of S

functions are adjusted in this paper．The positions of S

functions ale expressed with聊i， (瑚，1；

j=o，1，⋯，5，7，12)．111ey are set in 26 nodes of the

second layer．

3 The learning algorithm for advanced

FNN

Seen from the network structure，the FNN has the

form of multilevel perception，SO the adjustable
parameters can be corrected by backpropagation．

Define the objective function as follows：

E：{(d一“·，)：：丢P：，
where d is the teaching signal．The error signal will be

sent back．

M％曰
㈣∑脚
=y
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where i=0，1，2，⋯，168．

21 Rule Nodes layer．

△wf：婺：兰了t锄et(14)：p∥0△wf 2瓦2—ne—t14)丽■副?⋯。∥，
where户0，1，⋯，168．

(12)

(13)
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4 Contrast between advanced FNN

and traditional FNN with Gauss

membership function

4．1 The difference between two FNNs in the

membership functions of the input variables

The membership function of the traditional FNN with

Gauss membership function：

(14) 弛)=击e卅学)．
The membership function of advanced FNN

旦：望望：fy旦盟望]：
锄。’酬2’锄“’l午讹2)酬2’锄“’j(151

l∑壤3卜蹬’(一一2’)(1一一2’)(一口)l，
where(f_0，1，⋯，5；k=-O，1，⋯，5,7，⋯，12；

．j=0，1，⋯，168)．

一aE：塑望：fy旦塑望]：
锄o’耕2’锄o’I争加et2。酬2’锄o’／l(16)

l∑壤3卜跨’(一一2’)(1一y}2))口I，
where(i=7，⋯，12；k=-0，1，⋯，5,7，⋯，12；

j=0，1，⋯，168)．

When#2)=∥is the minimum input value of the

尼柳rule node．

s=笨=筹乩 ∽，

or else,毛=器=筹-o． ㈣，

Then the algorithm can be given for adjusting the

wi(k+1)：wf(七)一77兰， (19)

聊；2)-耐21一叩．羔俨1，2，⋯，12)，(20)
om"一’

where ai is constant，which can be chosen according to

the range of input variables．In this paper,ai=1 0．2，r／

is the learning rate of neural network，which can be

decided according to experience．It can be either

constant or variable[6-1 21．

厂(x)=
l

l+exp(一q(z一，卵))’

where af can be changed according to the range of

controller parameters．

4．2 The differences in property between，two

membership functionsll3l

From the expressions of two functions，it can be

known that the Gauss function has the property of

radial symmetry．So it has better ability of

approximating．And it has higher classification

efficiency than S function，especially in higher

dimensional space．The space criterion of pattem
classification of S function is an open hyperplane，

while the space criterion of pattern classification of

Gauss function is an open hypersphere，and the paaern

recognition accuracy iS higher than S function．

But Gauss function iS more complicated than S function．

The complexity of operation process and training

algorithm can be ignored in theoretical research．But in

the controller of AUV the number of samples would be

very large．The complication of Gauss function will

reduce the incorporated property ofcontroller．However,

the expression of S function iS simple．

4．3 Contrast between trainings of the two networks

The program code of FNN with Gauss membership

function is long，and the speed of training is slow．

While the program code of advanced F。NN with S

membership function iS short，and only middle part of

S function are used in the program，SO the speed of

training is quick．From the results given in the

following。it Can be known that when these two kinds

of networks are trained with the same samples，the

training times of advanced F7NN with S membership

function iS smaller．
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5 Simulation experiments

In order to validate this algorithm，the advanced FNN

with S membership function，the FNN with Gauss

membership function，and the simulation program

under VC++6．0 environment were established．The

object of these two controllers iS some min-AUv-

which has one propeller,two wings and two rudders．

The samples for training the FNN are shown in Table 1

They are got from maritime trial．

Table 1 The samples for training

In order to accelerate the training of the networks，the

distributions of the error and error change are set in

the same way．

In this paper,the two FNNs have the same network

structure．The only difierence between them is the

membership function．Before connected to the plan

system，these two FNNs have been trained．If taking
the training function away from the program，they are

fuzzy contr01．

After training the FNN with S membership function，

the distribution curves of its membership functions

can be got as shown in Fig．2．
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Fig．2 Distribution of the membership function

In the movement simulation，the objective position of

longitudinal position was 5 m．The objective position
of yaw was 30。．The initial position was 0．There’S no

current．The results are shown in Figs．3～4．

6

4

2
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Fig．3 Longitudinal motion control curves oftwo FNNs

Because Gauss function has the property of radial

symmetry and approximation of function，the motion

curve of the FNN with Gauss membership function iS

very smooth and the variance of motion is very slow．

、矾th the change of position error,the velocity

modulability of Gauss membership function．based

controller is beUen

Because the training speed of S functions is high，the

response of this controller iS fast．It makes the AUV

get the objective position earlier．Because of the

distribution of its membership function．when the

velocity reaches a relative stable value，it is not easy

for this controller to change its velocity according to

the change of position error．That means its velocity

stability iS well．Such velocity stability makes it

unavoidable to produce overshoot．But from the

results of experiment，it can be known that it call keep

AUV stable at objective point at last．When the

objective position iS 5 m．the overshoot iS 1．0 1 4 2％．

In practice．5％overshoot iS permiRed．

e

薹

tls

Fig．4 The yawmotion control curves oftwo FNNs

In the beginning，the line is horizontal because the

operation ofrudders is limited by the velocity ofAUV．

—口＼IIo{一∞o△一时口一口t1=M口。一
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When the velocity of AUV is lower,the lift forces of

rudders are very small．Then the effect of rudders is

not obvious．and they will add the resistance ofAUV

so the operation of rudders was confined．Only when

the velocity of AUV gets a certain value can the

signals be sent to set certain angles of rudders for

changing the yaw ofAUv．

As there is a Gauss function in the middle．at first the

advanced FNN with S membership function has

similar acceleration with the刚with Gauss
membership function．Because of the property of S

function，it will catch up with the plan system faster

than the FNN with Gauss membership function．and it

will get near to the objective point quickly．Just
because of the reasons analyzed above，the velocity

stability makes it unavoidable to produce overshoot．

From the experiment，conclusions can be drawn that

when the objective yaw is 30。．the overshoot is

1．933％．Its stable error is 0．It can satisfy the real

application．

6 Conclusions

Because of the task property of this autonomous

underwater vehicle。it doesn’t need to have the ability

of positioning accurately．It only needs to respond

quickly when coming across obstacles，so that it can

voyage in the ocean safely．The advanced FNN with S

membership function can satisfy this requirement．

Furthermore，because its algorithm is simple，its

program code is shorter and the intermediate data are

fewer correspondingly， it requires less from the

hardware of embedded computer(such as internal

storage capacity)．From the results of simulation，it

can be known that the advanced FNN with S

membership function can achieve the favorable result

in the AUV controiler．
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