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Abstract

A square matrix is called Hessenberg whenever each entry below the subdiagonal is
zero and each entry on the subdiagonal is nonzero. Let V denote a nonzero finite-
dimensional vector space over a field K. We consider an ordered pair of linear trans-
formations A : V → V and A∗ : V → V which satisfy both (i), (ii) below.

(i) There exists a basis for V with respect to which the matrix representing A is
Hessenberg and the matrix representing A∗ is diagonal.

(ii) There exists a basis for V with respect to which the matrix representing A is
diagonal and the matrix representing A∗ is Hessenberg.

We call such a pair a thin Hessenberg pair (or TH pair). By the diameter of the pair
we mean the dimension of V minus one. There is an “oriented” version of a TH pair
called a TH system. In this paper we investigate a connection between TH systems
and double Vandermonde matrices. We have two main results. For the first result we
give a bijection between any two of the following three sets:

• The set of isomorphism classes of TH systems over K of diameter d.

• The set of normalized west-south Vandermonde systems in Matd+1(K).

• The set of parameter arrays over K of diameter d.

For the second result we give a bijection between any two of the following five sets:

• The set of affine isomorphism classes of TH systems over K of diameter d.

• The set of isomorphism classes of RTH systems over K of diameter d.

• The set of affine classes of normalized west-south Vandermonde systems in Matd+1(K).

• The set of normalized west-south Vandermonde matrices in Matd+1(K).

• The set of reduced parameter arrays over K of diameter d.
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1 Introduction

This paper is about a linear algebraic object called a thin Hessenberg pair [1]. To recall its
definition, we will use the following term. A square matrix is called Hessenberg whenever
each entry below the subdiagonal is zero and each entry on the subdiagonal is nonzero.
Throughout the paper, K will denote a field.

Definition 1.1. [1, Definition 1.1] Let V denote a nonzero finite-dimensional vector space
over K. By a thin Hessenberg pair (or TH pair) on V , we mean an ordered pair of linear
transformations A : V → V and A∗ : V → V which satisfy both (i), (ii) below.

(i) There exists a basis for V with respect to which the matrix representing A is Hessenberg
and the matrix representing A∗ is diagonal.

(ii) There exists a basis for V with respect to which the matrix representing A is diagonal
and the matrix representing A∗ is Hessenberg.

We call V the underlying vector space and say that A,A∗ is over K. By the diameter of
A,A∗ we mean the dimension of V minus one.

Note 1.2. It is a common notational convention to use A∗ to represent the conjugate-
transpose of A. We are not using this convention. In a TH pair A,A∗ the linear transforma-
tions A and A∗ are arbitrary subject to (i), (ii) above.

A TH pair is a generalization of a Leonard pair [4]. Roughly speaking, a Leonard pair is a
pair of linear transformations as in Definition 1.1, with the Hessenberg requirement replaced
by an irreducible tridiagonal requirement. Leonard pairs have been extensively studied; for
more information see [5] and the references therein.

In [1] we introduced the concept of a TH pair and began a systematic study of these
objects. We now summarize the content of [1]. In [1, Definition 2.2] we introduced an
“oriented” version of a TH pair called a TH system. A TH system is described as follows.
Let A,A∗ denote a TH pair on V of diameter d. By definition A is diagonalizable. It turns
out that each eigenspace of A has dimension one [1, Lemma 2.1]. Therefore a basis from
Definition 1.1(ii) induces an ordering {Vi}

d
i=0 of the eigenspaces of A. For 0 ≤ i ≤ d, let Ei

denote the primitive idempotent of A that corresponds to Vi. We call {Ei}
d
i=0 a standard

ordering of the primitive idempotents of A. A standard ordering of the primitive idempotents
of A∗ is defined similarly. A TH system is a TH pair A,A∗ together with a standard ordering
of the primitive idempotents of A and a standard ordering of the primitive idempotents of
A∗. Let (A; {Ei}

d
i=0;A

∗; {E∗
i }

d
i=0) denote a TH system on V . In [1] we investigated six bases

for V with respect to which the matrices representing A and A∗ are attractive. We displayed
these matrices along with the transition matrices relating the bases. We classified the TH
systems up to isomorphism.

In the present paper, we continue our study of TH pairs and TH systems. Our focus is
on a connection between TH systems and double Vandermonde matrices. We establish two
main results. These results have the following form. In the first result we display three sets
and show any two are in bijection. In the second result we display five sets and show any
two are in bijection. We now describe the first result. To do this we display the three sets
and then discuss the meaning. The three sets are:
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• The set of isomorphism classes of TH systems over K of diameter d.

• The set of normalized west-south Vandermonde systems in Matd+1(K).

• The set of parameter arrays over K of diameter d.

We now describe the above three sets in more detail. The first set is clear, so consider
the second set. For an indeterminate λ let K[λ] denote the K-algebra consisting of the
polynomials in λ that have all coefficients in K. Let {fi}

d
i=0 denote a sequence of polynomials

in K[λ]. We say that {fi}
d
i=0 is graded whenever f0 = 1 and fi has degree i for 0 ≤ i ≤

d. By a normalized west-south Vandermonde system in Matd+1(K) we mean a sequence
(X, {θi}

d
i=0, {θ

∗
i }

d
i=0) such that: (i) X is a matrix in Matd+1(K); (ii) {θi}

d
i=0 is a sequence of

mutually distinct scalars in K; (iii) {θ∗i }
d
i=0 is a sequence of mutually distinct scalars in K;

(iv) there exists a graded sequence of polynomials {fi}
d
i=0 in K[λ] such that Xij = fj(θi)

for 0 ≤ i, j ≤ d; (v) there exists a graded sequence of polynomials {f ∗
i }

d
i=0 in K[λ] such

that Xij = f ∗
d−i(θ

∗
j ) for 0 ≤ i, j ≤ d. We now describe the third set. By a parameter array

over K of diameter d we mean a sequence ({θi}
d
i=0, {θ

∗
i }

d
i=0, {φi}

d
i=1) of scalars taken from K

such that: (i) {θi}
d
i=0 are mutually distinct; (ii) {θ∗i }

d
i=0 are mutually distinct; (iii) {φi}

d
i=1

are all nonzero. We have now described the three sets. We now describe the bijections
between these sets. We start by describing the bijection from the first set to the second
set. Let Φ = (A; {Ei}

d
i=0;A

∗; {E∗
i }

d
i=0) denote a TH system on V . Associated with Φ is

a certain matrix P ∈ Matd+1(K). This is the transition matrix from a basis in Definition
1.1(ii) to a basis in Definition 1.1(i), where the bases are normalized so that each entry in
the leftmost column and the bottom row of P is 1. For 0 ≤ i ≤ d let θi (resp. θ∗i ) denote
the eigenvalue of A (resp. A∗) that corresponds to Ei (resp. E∗

i ). Our bijection sends
the isomorphism class of Φ to (P, {θi}

d
i=0, {θ

∗
i }

d
i=0). We now describe the bijection from the

third set to the first set. Let ({θi}
d
i=0, {θ

∗
i }

d
i=0, {φi}

d
i=1) denote a parameter array over K of

diameter d. Let A denote the lower bidiagonal matrix in Matd+1(K) with entries Aii = θd−i

for 0 ≤ i ≤ d and Ai,i−1 = φi for 1 ≤ i ≤ d. Let A∗ denote the upper bidiagonal matrix
in Matd+1(K) with entries A∗

ii = θ∗i for 0 ≤ i ≤ d and A∗
i−1,i = 1 for 1 ≤ i ≤ d. Observe

that {θi}
d
i=0 (resp. {θ∗i }

d
i=0) is an ordering of the eigenvalues of A (resp. A∗). For 0 ≤ i ≤ d

let Ei (resp. E∗
i ) denote the primitive idempotent of A (resp. A∗) that corresponds to θi

(resp. θ∗i ). We show that Φ = (A; {Ei}
d
i=0;A

∗; {E∗
i }

d
i=0) is a TH system. Our bijection sends

({θi}
d
i=0, {θ

∗
i }

d
i=0, {φi}

d
i=1) to the isomorphism class of Φ.

We now describe our second result, which is a variation on the first result. We mentioned
above that the second result involves five sets. The five sets are:

• The set of affine isomorphism classes of TH systems over K of diameter d.

• The set of isomorphism classes of RTH systems over K of diameter d.

• The set of affine classes of normalized west-south Vandermonde systems in Matd+1(K).

• The set of normalized west-south Vandermonde matrices in Matd+1(K).

• The set of reduced parameter arrays over K of diameter d.
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We now describe the above five sets in more detail. Throughout the description let α, β, α∗, β∗

denote scalars in K with α, α∗ nonzero. We now describe the first set. Let
Φ = (A; {Ei}

d
i=0;A

∗; {E∗
i }

d
i=0) denote a TH system over K. Observe that the sequence

(αA + βI; {Ei}
d
i=0;α

∗A∗ + β∗I; {E∗
i }

d
i=0) is a TH system over K, said to be an affine trans-

formation of Φ. We now describe the second set. By an RTH system over K we mean
the sequence ({Ei}

d
i=0; {E

∗
i }

d
i=0) induced by a TH system (A; {Ei}

d
i=0;A

∗; {E∗
i }

d
i=0) over K.

We now describe the third set. Let (X, {θi}
d
i=0, {θ

∗
i }

d
i=0) denote a normalized west-south

Vandermonde system in Matd+1(K). One checks that (X, {αθi + β}di=0, {α
∗θ∗i + β∗}di=0)

is a normalized west-south Vandermonde system in Matd+1(K). These two systems are
said to be affine related. We now describe the fourth set. By a normalized west-south
Vandermonde matrix in Matd+1(K) we mean the matrix X induced by a normalized west-
south Vandermonde system (X, {θi}

d
i=0, {θ

∗
i }

d
i=0) in Matd+1(K). We now describe the fifth

set. Let ({θi}
d
i=0, {θ

∗
i }

d
i=0, {φi}

d
i=1) denote a parameter array over K. Observe that ({αθi +

β}di=0, {α
∗θ∗i + β∗}di=0, {αα

∗φi}
d
i=1) is a parameter array over K. These two parameter arrays

are said to be affine related. This affine relation is an equivalence relation; the equivalence
classes are called reduced parameter arrays. We have now described the five sets. We omit
the description of the bijections between these sets as they are not hard to guess.

This paper is organized as follows. In Sections 2, 3 we review some basic concepts
regarding TH pairs and TH systems. In Section 4 we summarize the classification of TH
systems given in [1]. In Section 5 we discuss affine transformations of a TH system. In
Sections 6, 7 we discuss how a given TH system yields three more TH systems called the
relatives. In Sections 8, 9 we discuss some scalars that are helpful in describing a given TH
system. In Section 10 we use these scalars to describe the relatives of a given TH system.
In Sections 11, 12 we discuss the transition matrix P and a related matrix P . In Section 13
we define the notion of a Vandermonde system. In Sections 14–16 we discuss the connection
between Vandermonde systems, graded sequences of polynomials, and Hessenberg matrices.
In Section 17 we discuss the double Vandermonde structure of the transition matrices P and
P . Sections 18, 19 contain the main results of the paper.

2 Thin Hessenberg systems

In our study of a TH pair, it is often helpful to consider a closely related object called a
TH system. Before defining this notion, we make some definitions and observations. For the
rest of the paper, fix an integer d ≥ 0. Let Matd+1(K) denote the K-algebra consisting of
the (d+ 1)× (d+ 1) matrices that have all entries in K. We index the rows and columns by
0, 1, . . . , d. Let Kd+1 denote the K-vector space consisting of the (d + 1) × 1 matrices that
have all entries in K. We index the columns by 0, 1, . . . , d. Observe that Matd+1(K) acts
on K

d+1 by left multiplication. For the rest of the paper, fix a vector space V over K with
dimension d+ 1. Let End(V ) denote the K-algebra consisting of the linear transformations
from V to V . Suppose that {vi}

d
i=0 is a basis for V . For X ∈ Matd+1(K) and Y ∈ End(V ),

we say that X represents Y with respect to {vi}
d
i=0 whenever Y vj =

∑d

i=0Xijvi for 0 ≤ j ≤ d.
For A ∈ End(V ) and W ⊆ V , we call W an eigenspace of A whenever W 6= 0 and there
exists θ ∈ K such that W = {v ∈ V | Av = θv}. In this case θ is called the eigenvalue
of A corresponding to W . We say that A is diagonalizable whenever V is spanned by the
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eigenspaces of A. We say that A is multiplicity-free whenever A is diagonalizable and each
eigenspace of A has dimension one.

Lemma 2.1. [1, Lemma 2.1] Let A,A∗ denote a TH pair on V . Then each of A,A∗ is
multiplicity-free.

We recall a few more concepts from linear algebra. Let A denote a multiplicity-free element
of End(V ). Let {Vi}

d
i=0 denote an ordering of the eigenspaces of A and let {θi}

d
i=0 denote

the corresponding ordering of the eigenvalues of A. For 0 ≤ i ≤ d, define Ei ∈ End(V )
such that (Ei − I)Vi = 0 and EiVj = 0 for j 6= i (0 ≤ j ≤ d). Here I denotes the identity
of End(V ). We call Ei the primitive idempotent of A corresponding to Vi (or θi). Observe
that (i) I =

∑d

i=0Ei; (ii) EiEj = δi,jEi (0 ≤ i, j ≤ d); (iii) Vi = EiV (0 ≤ i ≤ d); (iv)

A =
∑d

i=0 θiEi. Moreover

Ei =
∏

0≤j≤d

j 6=i

A− θjI

θi − θj
(0 ≤ i ≤ d). (1)

Note that each of {Ai}di=0, {Ei}
d
i=0 is a basis for the K-subalgebra of End(V ) generated by

A. Moreover
∏d

i=0(A− θiI) = 0.

We now define a TH system.

Definition 2.2. By a thin Hessenberg system (or TH system) on V we mean a sequence

Φ = (A; {Ei}
d
i=0;A

∗; {E∗
i }

d
i=0)

which satisfies (i)–(v) below.

(i) Each of A,A∗ is a multiplicity-free element of End(V ).

(ii) {Ei}
d
i=0 is an ordering of the primitive idempotents of A.

(iii) {E∗
i }

d
i=0 is an ordering of the primitive idempotents of A∗.

(iv) EiA
∗Ej =

{

0, if i− j > 1
6= 0, if i− j = 1

(0 ≤ i, j ≤ d).

(v) E∗
i AE

∗
j =

{

0, if i− j > 1
6= 0, if i− j = 1

(0 ≤ i, j ≤ d).

We refer to d as the diameter of Φ. We call V the underlying vector space and say that Φ is
over K.

We comment on how TH pairs and TH systems are related. Let (A; {Ei}
d
i=0;A

∗; {E∗
i }

d
i=0)

denote a TH system on V . For 0 ≤ i ≤ d, let vi (resp. v∗i ) denote a nonzero vector
in EiV (resp. E∗

i V ). Then the sequence {vi}
d
i=0 (resp. {v∗i }

d
i=0) is a basis for V which

satisfies Definition 1.1(ii) (resp. Definition 1.1(i)). Therefore the pair A,A∗ is a TH pair
on V . Conversely, let A,A∗ denote a TH pair on V . Then each of A,A∗ is multiplicity-free
by Lemma 2.1. Let {vi}

d
i=0 (resp. {v∗i }

d
i=0) denote a basis for V which satisfies Definition

1.1(ii) (resp. Definition 1.1(i)). For 0 ≤ i ≤ d, the vector vi (resp. v∗i ) is an eigenvector
for A (resp. A∗); let Ei (resp. E∗

i ) denote the corresponding primitive idempotent. Then
(A; {Ei}

d
i=0;A

∗; {E∗
i }

d
i=0) is a TH system on V .
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Definition 2.3. Let Φ = (A; {Ei}
d
i=0;A

∗; {E∗
i }

d
i=0) denote a TH system on V . Observe that

A,A∗ is a TH pair on V . We say that this pair is associated with Φ.

Remark 2.4. With reference to Definition 2.3, conceivably a given TH pair is associated
with many TH systems.

We now recall several definitions and results on TH systems.

Definition 2.5. Let Φ = (A; {Ei}
d
i=0;A

∗; {E∗
i }

d
i=0) denote a TH system on V . For 0 ≤ i ≤ d,

let θi (resp. θ∗i ) denote the eigenvalue of A (resp. A∗) corresponding to Ei (resp. E∗
i ). We

refer to {θi}
d
i=0 as the eigenvalue sequence of Φ. We refer to {θ∗i }

d
i=0 as the dual eigenvalue

sequence of Φ. We observe that {θi}
d
i=0 are mutually distinct and contained in K. Similarly

{θ∗i }
d
i=0 are mutually distinct and contained in K.

Definition 2.6. Let A,A∗ denote a TH pair. By an eigenvalue sequence (resp. dual eigen-
value sequence) of A,A∗, we mean the eigenvalue sequence (resp. dual eigenvalue sequence)
of an associated TH system. We emphasize that a given TH pair could have many eigenvalue
and dual eigenvalue sequences.

Let K[λ] denote the K-algebra consisting of the polynomials in λ that have all coefficients
in K.

Notation 2.7. Let {θi}
d
i=0, {θ

∗
i }

d
i=0 denote two sequences of scalars taken from K. For

0 ≤ i ≤ d+ 1, let τi, τ
∗
i , ηi, η

∗
i denote the following polynomials in K[λ].

τi =

i−1
∏

h=0

(λ− θh), ηi =

i−1
∏

h=0

(λ− θd−h),

τ ∗i =

i−1
∏

h=0

(λ− θ∗h), η∗i =

i−1
∏

h=0

(λ− θ∗d−h).

We observe that each of τi, ηi, τ
∗
i , η

∗
i is monic with degree i.

By (1), for 0 ≤ i ≤ d

Ei =
τi(A)ηd−i(A)

τi(θi)ηd−i(θi)
, E∗

i =
τ ∗i (A

∗)η∗d−i(A
∗)

τ ∗i (θ
∗
i )η

∗
d−i(θ

∗
i )

. (2)

By a decomposition of V we mean a sequence {Ui}
d
i=0 consisting of one-dimensional

subspaces of V such that

V = U0 + U1 + · · ·+ Ud (direct sum).

For notational convenience, set U−1 = 0 and Ud+1 = 0.
Let Φ = (A; {Ei}

d
i=0;A

∗; {E∗
i }

d
i=0) denote a TH system on V . Then {E∗

i V }di=0 is a de-
composition of V , said to be Φ-standard. Let 0 6= ξ0 ∈ E0V . The sequence {E∗

i ξ0}
d
i=0 is a

basis for V [1, Lemma 8.1], said to be Φ-standard. We recall another decomposition of V
associated with Φ. For 0 ≤ i ≤ d, let

6



Ui = (E∗
0V + E∗

1V + · · ·+ E∗
i V ) ∩ (E0V + E1V + · · ·+ Ed−iV ). (3)

The sequence {Ui}
d
i=0 is a decomposition of V [1, Section 4], said to be Φ-split. Moreover

for 0 ≤ i ≤ d, both

(A− θd−iI)Ui = Ui+1, (4)

(A∗ − θ∗i I)Ui = Ui−1. (5)

Setting i = d in (3) we find Ud = E0V . Combining this with (5) we find

Ui = η∗d−i(A
∗)E0V (0 ≤ i ≤ d). (6)

Recall 0 6= ξ0 ∈ E0V . From (6) we find that for 0 ≤ i ≤ d, the vector η∗d−i(A
∗)ξ0 is a basis

for Ui. By this and since {Ui}
d
i=0 is a decomposition of V , the sequence

η∗d−i(A
∗)ξ0 (0 ≤ i ≤ d) (7)

is a basis for V , said to be Φ-split. Let 1 ≤ i ≤ d. By (5) we have (A∗−θ∗i I)Ui = Ui−1, and by
(4) we have (A− θd−i+1I)Ui−1 = Ui. Therefore Ui is invariant under (A− θd−i+1I)(A

∗− θ∗i I)
and the corresponding eigenvalue is a nonzero element of K. We denote this eigenvalue by
φi. We call the sequence {φi}

d
i=1 the split sequence of Φ. For notational convenience, set

φ0 = 0 and φd+1 = 0.

Proposition 2.8. [1, Proposition 4.4] Let Φ = (A; {Ei}
d
i=0;A

∗; {E∗
i }

d
i=0) denote a TH system

on V with eigenvalue sequence {θi}
d
i=0, dual eigenvalue sequence {θ∗i }

d
i=0, and split sequence

{φi}
d
i=1. Then the matrices representing A and A∗ with respect to a Φ-split basis for V are

















θd 0

φ1 θd−1

φ2 θd−2

· ·
· ·

0 φd θ0

















,

















θ∗0 1 0

θ∗1 1
θ∗2 ·

· ·
· 1

0 θ∗d

















(8)

respectively.

Next we describe the matrices representing the primitive idempotents of A, A∗ with respect
to a Φ-split basis for V .

Proposition 2.9. Let Φ = (A; {Ei}
d
i=0;A

∗; {E∗
i }

d
i=0) denote a TH system on V with eigen-

value sequence {θi}
d
i=0, dual eigenvalue sequence {θ∗i }

d
i=0, and split sequence {φi}

d
i=1. For

0 ≤ r ≤ d, consider the matrices in Matd+1(K) that represent Er and E∗
r with respect to a

Φ-split basis. For 0 ≤ i, j ≤ d, their (i, j)-entry is described as follows. For Er this entry is

φ1φ2 · · ·φi

φ1φ2 · · ·φj

τd−i(θr)ηj(θr)

τr(θr)ηd−r(θr)
, (9)

and for E∗
r this entry is

τ ∗i (θ
∗
r)η

∗
d−j(θ

∗
r)

τ ∗r (θ
∗
r)η

∗
d−r(θ

∗
r)
. (10)

7



Proof: Fix a Φ-split basis for V . For notational convenience, identify each element of End(V )
with the matrix in Matd+1(K) that represents it with respect to this basis. We first show
that the (i, j)-entry of E∗

r is given by (10). Computing the (i, j)-entry of A∗E∗
r = θ∗rE

∗
r using

matrix multiplication, and taking into account the form of A∗ in (8), we find

(E∗
r )i+1,j = (θ∗r − θ∗i )(E

∗
r )ij

if i ≤ d− 1. Replacing i by i− 1 in the above line, we find

(E∗
r )ij = (θ∗r − θ∗i−1)(E

∗
r )i−1,j (11)

if i ≥ 1. Using the recursion (11), we routinely find

(E∗
r )ij = (θ∗r − θ∗i−1)(θ

∗
r − θ∗i−2) · · · (θ

∗
r − θ∗0)(E

∗
r )0j

= τ ∗i (θ
∗
r)(E

∗
r )0j . (12)

Computing the (0, j)-entry of E∗
rA

∗ = θ∗rE
∗
r using matrix multiplication, and taking into

account the form of A∗, we find

(E∗
r )0,j−1 = (θ∗r − θ∗j )(E

∗
r )0j

if j ≥ 1. Replacing j by j + 1 in the above line we find

(E∗
r )0j = (θ∗r − θ∗j+1)(E

∗
r )0,j+1 (13)

if j ≤ d− 1. Using the recursion (13), we routinely find

(E∗
r )0j = (θ∗r − θ∗j+1)(θ

∗
r − θ∗j+2) · · · (θ

∗
r − θ∗d)(E

∗
r )0d

= η∗d−j(θ
∗
r)(E

∗
r )0d. (14)

Combining (12), (14), we find

(E∗
r )ij = τ ∗i (θ

∗
r)η

∗
d−j(θ

∗
r)c, (15)

where we abbreviate c = (E∗
r )0d. We now find c. Since A∗ is upper triangular, and since E∗

r

is a polynomial in A∗, we see E∗
r is upper triangular. Recall E∗2

r = E∗
r , so the diagonal entry

of (E∗
r )rr equals 0 or 1. We show (E∗

r )rr = 1. Setting i = r, j = r in (15),

(E∗
r )rr = τ ∗r (θ

∗
r)η

∗
d−r(θ

∗
r)c. (16)

Observe τ ∗r (θ
∗
r) 6= 0 and η∗d−r(θ

∗
r) 6= 0 by Notation 2.7, and since {θ∗i }

d
i=0 are distinct. Observe

c 6= 0; otherwise E∗
r = 0 in view of (15). Apparently the right side of (16) is not 0, so

(E∗
r )rr 6= 0, and we conclude (E∗

r )rr = 1. Setting (E∗
r )rr = 1 in (16), solving for c, and

evaluating (15) using the result, we find the (i, j)-entry of E∗
r is given by (10).

We now show that the (i, j)-entry of Er is given by (9). Let G ∈ Matd+1(K) denote the
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diagonal matrix with (i, i)-entry φ1φ2 · · ·φi for 0 ≤ i ≤ d and set A′ := GAtG−1, where A is
the matrix on the left of (8). The matrix A′ is equal to

















θd 1 0

θd−1 1
θd−2 ·

· ·
· 1

0 θ0

















(17)

Let E ′
r denote the primitive idempotent of A′ associated with the eigenvalue θr. We find E ′

r

in two ways. On one hand, applying (10) to A′, we find E ′
r has (i, j)-entry

τd−j(θr)ηi(θr)

τr(θr)ηd−r(θr)
(18)

for 0 ≤ i, j ≤ d. On the other hand, by elementary linear algebra

E ′
r = GEt

rG
−1,

so E ′
r has (i, j)-entry

Gii(Er)jiG
−1
jj =

φ1φ2 · · ·φi

φ1φ2 · · ·φj

(Er)ji (19)

for 0 ≤ i, j ≤ d. Equating (18) and the right side of (19), and solving for (Er)ji, we routinely
obtain the result. ✷

Example 2.10. Referring to Proposition 2.9, assume d = 2. With respect to a Φ-split basis,
the matrices representing E0, E1, E2 are





0 0 0
0 0 0

φ1φ2

(θ0−θ2)(θ0−θ1)
φ2

θ0−θ1
1



 ,





0 0 0
φ1

θ1−θ2
1 0

φ1φ2

(θ1−θ0)(θ1−θ2)
φ2

θ1−θ0
0



 ,





1 0 0
φ1

θ2−θ1
0 0

φ1φ2

(θ2−θ0)(θ2−θ1)
0 0



 ,

respectively. Moreover the matrices representing E∗
0 , E

∗
1 , E

∗
2 are





1 1
θ∗
0
−θ∗

1

1
(θ∗

0
−θ∗

1
)(θ∗

0
−θ∗

2
)

0 0 0
0 0 0



 ,







0 1
θ∗
1
−θ∗

0

1
(θ∗

1
−θ∗

0
)(θ∗

1
−θ∗

2
)

0 1 1
θ∗
1
−θ∗

2

0 0 0






,







0 0 1
(θ∗

2
−θ∗

1
)(θ∗

2
−θ∗

0
)

0 0 1
θ∗
2
−θ∗

1

0 0 1






,

respectively.

We now give some characterizations of the split sequence.

Lemma 2.11. Let (A; {Ei}
d
i=0;A

∗; {E∗
i }

d
i=0) denote a TH system with eigenvalue sequence

{θi}
d
i=0, dual eigenvalue sequence {θ∗i }

d
i=0, and split sequence {φi}

d
i=1. Then

E∗
0ηi(A)E

∗
0 =

φ1φ2 · · ·φi

(θ∗0 − θ∗1)(θ
∗
0 − θ∗2) · · · (θ

∗
0 − θ∗i )

E∗
0 (0 ≤ i ≤ d). (20)

9



Proof: Let Φ denote the TH system in question and assume V is the underlying vector space.
Let {Ui}

d
i=0 denote the Φ-split decomposition of V . Setting i = 0 in (3) we find U0 = E∗

0V .
By this and (4), (5) we obtain

(A∗ − θ∗1I)(A
∗ − θ∗2I) · · · (A

∗ − θ∗i I)ηi(A) = φ1φ2 · · ·φiI (21)

on E∗
0V . To obtain (20), multiply both sides of (21) on the left by E∗

0 and use E∗
0A

∗ = θ∗0E
∗
0 .

✷

Corollary 2.12. Let (A; {Ei}
d
i=0;A

∗; {E∗
i }

d
i=0) denote a TH system with eigenvalue sequence

{θi}
d
i=0, dual eigenvalue sequence {θ∗i }

d
i=0, and split sequence {φi}

d
i=1. Then for 0 ≤ i ≤ d,

φ1φ2 · · ·φi = (θ∗0 − θ∗1)(θ
∗
0 − θ∗2) · · · (θ

∗
0 − θ∗i )trace(ηi(A)E

∗
0). (22)

Moreover ηi(A)E
∗
0 has nonzero trace.

Proof: To obtain (22), in (20) take the trace of each side and simplify the result using the
fact that trace(E∗

0) = 1 and trace(E∗
0ηi(A)E

∗
0) = trace(ηi(A)E

∗
0E

∗
0) = trace(ηi(A)E

∗
0). This

gives (22). The last assertion follows since φi 6= 0 for 1 ≤ i ≤ d. ✷

Corollary 2.13. Let (A; {Ei}
d
i=0;A

∗; {E∗
i }

d
i=0) denote a TH system with eigenvalue sequence

{θi}
d
i=0, dual eigenvalue sequence {θ∗i }

d
i=0, and split sequence {φi}

d
i=1. Then

φi = (θ∗0 − θ∗i )trace(ηi(A)E
∗
0)/trace(ηi−1(A)E

∗
0) (1 ≤ i ≤ d). (23)

Proof: Routine by Corollary 2.12. ✷

In Section 7 we give some more characterizations of the split sequence.

3 Isomorphisms for TH pairs and TH systems

In this section we discuss the notion of isomorphism for TH pairs and TH systems.

Lemma 3.1. For X ∈ Matd+1(K) the following (i)–(iii) are equivalent.

(i) X is diagonal.

(ii) DX = XD for all diagonal D ∈ Matd+1(K).

(iii) There exists a diagonal D ∈ Matd+1(K) that has mutually distinct diagonal entries and
DX = XD.

Proof: (i) ⇒ (ii) Clear.
(ii) ⇒ (iii) Clear.
(iii) ⇒ (i) For 0 ≤ i, j ≤ d with i 6= j, we show Xij = 0. Comparing the (i, j)-entry of DX
and XD, we find DiiXij = XijDjj. By assumption Dii 6= Djj, so Xij = 0. ✷

Let A,A∗ denote a TH pair on V . In general, End(V ) may not be generated by A,A∗.
Moreover there may exist a subspaceW of V such that AW ⊆ W,A∗W ⊆ W,W 6= 0,W 6= V .
However we do have the following result.
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Lemma 3.2. Let A,A∗ denote a TH pair on V . Let ∆ denote an element of End(V ) such
that ∆A = A∆ and ∆A∗ = A∗∆. Then ∆ ∈ KI.

Proof: Pick a basis for V from Definition 1.1(i). For notational convenience, identify each
element of End(V ) with the matrix that represents it with respect to this basis. Thus the
matrix A is Hessenberg and the matrix A∗ is diagonal. Moreover the diagonal entries of A∗

are mutually distinct by Lemma 2.1. Applying Lemma 3.1 with D = A∗ and X = ∆, we
find ∆ is diagonal. For 1 ≤ i ≤ d, comparing the (i, i − 1)-entry of ∆A and A∆, we find
∆iiAi,i−1 = Ai,i−1∆i−1,i−1. Observe that Ai,i−1 6= 0 since A is Hessenberg, so ∆ii = ∆i−1,i−1.
Therefore ∆ii is independent of i for 0 ≤ i ≤ d. Consequently ∆ ∈ KI. ✷

For the rest of this section, let W denote a vector space over K with dimension d + 1.
Let Γ : V → W denote a K-vector space isomorphism. Then there exists a unique K-
algebra isomorphism γ : End(V ) → End(W ) such that Sγ = ΓSΓ−1 for all S ∈ End(V ).
Conversely let γ : End(V ) → End(W ) denote a K-algebra isomorphism. By the Skolem-
Noether theorem [2, Corollary 9.122] there exists a K-vector space isomorphism Γ : V → W
such that Sγ = ΓSΓ−1 for all S ∈ End(V ). Moreover Γ is unique up to multiplication by a
nonzero scalar in K.

Definition 3.3. Let A,A∗ denote a TH pair on V and let B,B∗ denote a TH pair on W .
By an isomorphism of TH pairs from A,A∗ to B,B∗ we mean a K-algebra isomorphism
γ : End(V ) → End(W ) such that B = Aγ and B∗ = A∗γ . We say that the TH pairs A,A∗

and B,B∗ are isomorphic whenever there exists an isomorphism of TH pairs from A,A∗ to
B,B∗.

Lemma 3.4. Let A,A∗ and B,B∗ denote isomorphic TH pairs over K. Then the isomor-
phism of TH pairs from A,A∗ to B,B∗ is unique.

Proof: Let γ and γ′ denote isomorphisms of TH pairs from A,A∗ to B,B∗. We show that
γ = γ′. By the comments above Definition 3.3, there exists a K-vector space isomorphism
Γ : V → W (resp. Γ′ : V → W ) such that Sγ = ΓSΓ−1 (resp. Sγ′

= Γ′SΓ′−1) for all
S ∈ End(V ). Consider the composition ∆ = Γ−1Γ′. Observe that ∆ is an invertible element
of End(V ). By construction, ∆A = A∆ and ∆A∗ = A∗∆. Therefore ∆ ∈ KI by Lemma 3.2.
By these comments, there exists 0 6= α ∈ K such that ∆ = αI. Hence Γ′ = αΓ, so γ = γ′. ✷

Definition 3.5. Let Φ = (A; {Ei}
d
i=0;A

∗; {E∗
i }

d
i=0) denote a TH system on V and let Ψ =

(B; {Fi}
d
i=0;B

∗; {F ∗
i }

d
i=0) denote a TH system on W . By an isomorphism of TH systems

from Φ to Ψ we mean a K-algebra isomorphism γ : End(V ) → End(W ) such that

B = Aγ , B∗ = A∗γ , Fi = Eγ
i , F ∗

i = E∗γ
i (0 ≤ i ≤ d).

We say that the TH systems Φ and Ψ are isomorphic whenever there exists an isomorphism
of TH systems from Φ to Ψ.

Lemma 3.6. Let Φ and Ψ denote isomorphic TH systems over K. Then the isomorphism
of TH systems from Φ to Ψ is unique.

Proof: Similar to the proof of Lemma 3.4. ✷

We give another interpretation of isomorphism for TH pairs and TH systems.
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Lemma 3.7. Let A,A∗ denote a TH pair on V and let B,B∗ denote a TH pair on W . Then
the following (i), (ii) are equivalent.

(i) The TH pairs A,A∗ and B,B∗ are isomorphic.

(ii) There exists a K-vector space isomorphism Γ : V → W such that BΓ = ΓA and
B∗Γ = ΓA∗.

Moreover assume (i), (ii) hold. Then Γ is unique up to a multiplication by a nonzero scalar
in K.

Lemma 3.8. Let Φ = (A; {Ei}
d
i=0;A

∗; {E∗
i }

d
i=0) denote a TH system on V and let Ψ =

(B; {Fi}
d
i=0;B

∗; {F ∗
i }

d
i=0) denote a TH system on W . Then the following (i), (ii) are equiva-

lent.

(i) The TH systems Φ and Ψ are isomorphic.

(ii) There exists a K-vector space isomorphism Γ : V → W such that

BΓ = ΓA, B∗Γ = ΓA∗, FiΓ = ΓEi, F ∗
i Γ = ΓE∗

i (0 ≤ i ≤ d).

Moreover assume (i), (ii) hold. Then Γ is unique up to a multiplication by a nonzero scalar
in K.

4 The classification of TH systems

In [1] we classified the TH systems up to isomorphism. We recall the result in this section.

Definition 4.1. Let Φ denote a TH system. By the parameter array of Φ we mean the
sequence ({θi}

d
i=0, {θ

∗
i }

d
i=0, {φi}

d
i=1), where {θi}

d
i=0 (resp. {θ∗i }

d
i=0) is the eigenvalue (resp.

dual eigenvalue) sequence of Φ and {φi}
d
i=1 is the split sequence of Φ.

Theorem 4.2. [1, Theorem 6.3] Let

({θi}
d
i=0, {θ

∗
i }

d
i=0, {φi}

d
i=1) (24)

denote a sequence of scalars taken from K. Then there exists a TH system Φ over K with
parameter array (24) if and only if (i)–(iii) hold below.

(i) θi 6= θj if i 6= j (0 ≤ i, j ≤ d).

(ii) θ∗i 6= θ∗j if i 6= j (0 ≤ i, j ≤ d).

(iii) φi 6= 0 (1 ≤ i ≤ d).

Moreover assume (i)–(iii) hold. Then Φ is unique up to isomorphism of TH systems.

Definition 4.3. By a parameter array over K of diameter d we mean a sequence of scalars
({θi}

d
i=0, {θ

∗
i }

d
i=0, {φi}

d
i=1) taken from K that satisfies conditions (i)–(iii) of Theorem 4.2.
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Corollary 4.4. The map which sends a given TH system to its parameter array induces a
bijection from the set of isomorphism classes of TH systems over K of diameter d, to the set
of parameter arrays over K of diameter d.

Proof: Immediate from Theorem 4.2. ✷

To illuminate the bijection in Corollary 4.4 we now describe its inverse in concrete terms.
Let π denote the bijection in Corollary 4.4.

Proposition 4.5. Let ({θi}
d
i=0, {θ

∗
i }

d
i=0, {φi}

d
i=1) denote a parameter array over K of diam-

eter d. Let A (resp. A∗) denote the matrix on the left (resp. right) in (8). Observe that
A (resp. A∗) is multiplicity-free with eigenvalues {θi}

d
i=0 (resp. {θ∗i }

d
i=0). For 0 ≤ i ≤ d

let Ei (resp. E∗
i ) denote the primitive idempotent of A (resp. A∗) that corresponds to θi

(resp. θ∗i ). Then Φ = (A; {Ei}
d
i=0;A

∗; {E∗
i }

d
i=0) is a TH system over K. Moreover π−1 sends

({θi}
d
i=0, {θ

∗
i }

d
i=0, {φi}

d
i=1) to the isomorphism class of Φ.

Proof: This is proven as part of the proof of [1, Theorem 6.3]. ✷

5 The affine transformations of a TH system

A given TH system can be modified in several ways to get a new TH system. In this section
we describe one way. In the next section we describe another way.

Lemma 5.1. Let Φ = (A; {Ei}
d
i=0;A

∗; {E∗
i }

d
i=0) denote a TH system on V . Let α, β, α∗, β∗

denote scalars in K with α, α∗ nonzero. Then the sequence

(αA+ βI; {Ei}
d
i=0;α

∗A∗ + β∗I; {E∗
i }

d
i=0) (25)

is a TH system on V .

Proof: Routine. ✷

Definition 5.2. Referring to Lemma 5.1, we call the TH system (25) the affine transforma-
tion of Φ associated with α, β, α∗, β∗.

Definition 5.3. Let Φ and Φ′ denote TH systems over K. We say that Φ and Φ′ are affine
isomorphic whenever Φ is isomorphic to an affine transformation of Φ′. Observe that affine
isomorphism is an equivalence relation.

Lemma 5.4. With reference to Lemma 5.1, let ({θi}
d
i=0, {θ

∗
i }

d
i=0, {φi}

d
i=1) denote the param-

eter array of Φ. Then the parameter array of the TH system (25) is ({αθi + β}di=0, {α
∗θ∗i +

β∗}di=0, {αα
∗φi}

d
i=1).

Proof: Let Φ′ denote the TH system (25). By Definition 2.5, for 0 ≤ i ≤ d the scalar θi is the
eigenvalue of A associated with Ei, so αθi + β is the eigenvalue of αA+ βI associated with
Ei. Thus {αθi + β}di=0 is the eigenvalue sequence of Φ′. Similarly {α∗θ∗i + β∗}di=0 is the dual
eigenvalue sequence of Φ′. In (23), if we replace A by αA + βI and replace θj (resp. θ∗j ) by
αθj + β (resp. α∗θ∗j + β∗) for 0 ≤ j ≤ d, then the left-hand side becomes αα∗φi. Therefore
{αα∗φi}

d
i=1 is the split sequence of Φ′. ✷
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6 The relatives of a TH system

Let Φ denote a TH system. In the previous section we modified Φ in a certain way to get
another TH system. In this section we modify Φ in a different way to obtain two more TH
systems. These TH systems are called Φ∗ and Φ̃. We start with Φ∗.

Definition 6.1. Let Φ = (A; {Ei}
d
i=0;A

∗; {E∗
i }

d
i=0) denote a TH system on V . Observe that

(A∗; {E∗
i }

d
i=0;A; {Ei}

d
i=0) is a TH system on V , which we denote by Φ∗.

Lemma 6.2. [1, Lemma 6.4] Let Φ denote a TH system with parameter array
({θi}

d
i=0, {θ

∗
i }

d
i=0, {φi}

d
i=1). Then the TH system Φ∗ has parameter array ({θ∗i }

d
i=0, {θi}

d
i=0, {φd−i+1}

d
i=1).

We now consider Φ̃. For the rest of this section, let W denote a vector space over K

with dimension d + 1. For K-algebras A and A′, by a K-algebra anti-isomorphism from
A to A′ we mean a K-vector space isomorphism † : A → A′ such that (RS)† = S†R†

for all R, S ∈ A. By a K-algebra anti-automorphism of A we mean a K-algebra anti-
isomorphism from A to A. The anti-automorphisms of Matd+1(K) are described as follows.
Let R denote an invertible element of Matd+1(K). Then there exists a unique K-algebra anti-
automorphism † of Matd+1(K) such that S† = RStR−1 for all S ∈ Matd+1(K). Conversely,
let † denote a K-algebra anti-automorphism of Matd+1(K). By the Skolem-Noether theorem
[2, Corollary 9.122], there exists an invertible R ∈ Matd+1(K) such that S† = RStR−1 for all
S ∈ Matd+1(K). Moreover R is unique up to a multiplication by a nonzero scalar in K.

Define Z ∈ Matd+1(K) such that Zij = δi+j,d for 0 ≤ i, j ≤ d. Observe that Z−1 = Z.
Define ς to be the K-algebra anti-automorphism of Matd+1(K) such that Sς = ZStZ for
all S ∈ Matd+1(K). For S ∈ Matd+1(K), Sς is obtained from S by reflecting about the
diagonal connecting the top right corner of S and the bottom left corner of S. In other
words, (Sς)ij = Sd−j,d−i for 0 ≤ i, j ≤ d. For example,

S =





1 2 3
4 5 6
7 8 9



 , Sς =





9 6 3
8 5 2
7 4 1



 .

Observe that (Sς)ς = S for all S ∈ Matd+1(K). Note that if H ∈ Matd+1(K) is Hessenberg
then H ς is Hessenberg.

Lemma 6.3. Let A denote a multiplicity-free element of End(V ) with eigenvalues {θi}
d
i=0.

For 0 ≤ i ≤ d, let Ei ∈ End(V ) denote the primitive idempotent of A corresponding to θi.
For any anti-isomorphism † : End(V ) → End(W ), the following (i), (ii) hold.

(i) A† is a multiplicity-free element of End(W ) with eigenvalues {θi}
d
i=0.

(ii) For 0 ≤ i ≤ d, E†
i is the primitive idempotent of A† corresponding to θi.

Proof: (i) For f ∈ K[λ] we have f(A) = 0 if and only if f(A†) = 0. Therefore A and A†

have the same minimal polynomial. The minimal polynomial of A is
∏d

i=0(λ − θi) so the

minimal polynomial of A† is
∏d

i=0(λ− θi). By this and since {θi}
d
i=0 are mutually distinct,

A† is diagonalizable with eigenvalues {θi}
d
i=0. Recall dimW = d+1 so A† is multiplicity-free.

(ii) Apply † to (1). ✷
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Proposition 6.4. Let (A; {Ei}
d
i=0;A

∗; {E∗
i }

d
i=0) denote a TH system on V . Let † denote an

anti-isomorphism from End(V ) to End(W ). Then (A†; {E†
d−i}

d
i=0;A

∗†; {E∗†
d−i}

d
i=0) is a TH

system on W .

Proof: Define Ψ = (A†; {E†
d−i}

d
i=0;A

∗†; {E∗†
d−i}

d
i=0). In order to show that Ψ is a TH sys-

tem on W , we show that Ψ satisfies conditions (i)–(v) of Definition 2.2. By Lemma
6.3, Ψ satisfies conditions (i)–(iii). We now show that Ψ satisfies condition (iv). Since
(A; {Ei}

d
i=0;A

∗; {E∗
i }

d
i=0) is a TH system, we have

EiA
∗Ej =

{

0, if i− j > 1
6= 0, if i− j = 1

(0 ≤ i, j ≤ d). (26)

Applying † to (26), we find

E†
jA

∗†E†
i =

{

0, if i− j > 1
6= 0, if i− j = 1

(0 ≤ i, j ≤ d). (27)

Relabelling the indices in (27), we find

E†
d−iA

∗†E†
d−j =

{

0, if i− j > 1
6= 0, if i− j = 1

(0 ≤ i, j ≤ d).

Therefore Ψ satisfies condition (iv). Similarly Ψ satisfies condition (v). Therefore Ψ is a TH
system on W . ✷

Definition 6.5. Let Φ = (A; {Ei}
d
i=0;A

∗; {E∗
i }

d
i=0) denote a TH system on V and let Ψ =

(B; {Fi}
d
i=0;B

∗; {F ∗
i }

d
i=0) denote a TH system on W . By an anti-isomorphism of TH systems

from Φ to Ψ we mean a K-algebra anti-isomorphism † : End(V ) → End(W ) such that

B = A†, B∗ = A∗†, Fi = E†
d−i, F ∗

i = E∗†
d−i (0 ≤ i ≤ d).

Observe that if † is an anti-isomorphism of TH systems from Φ to Ψ, then †−1 is an anti-
isomorphism of TH systems from Ψ to Φ. We say that the TH systems Φ and Ψ are
anti-isomorphic whenever there exists an anti-isomorphism of TH systems from Φ to Ψ.

Lemma 6.6. Let Φ denote a TH system over K. Then there exists a TH system Ψ over
K such that Φ and Ψ are anti-isomorphic. Moreover Ψ is unique up to isomorphism of TH
systems.

Proof: We first show that Ψ exists. Write Φ = (A; {Ei}
d
i=0;A

∗; {E∗
i }

d
i=0) and assume V is

the vector space underlying Φ. By elementary linear algebra, there exists a K-algebra anti-
automorphism † of End(V ). Define Ψ = (A†; {E†

d−i}
d
i=0;A

∗†; {E∗†
d−i}

d
i=0). By Proposition 6.4,

Ψ is a TH system on V . By Definition 6.5, Φ and Ψ are anti-isomorphic. We have shown
that Ψ exists. Next we show that Ψ is unique. Suppose that Ψ′ is a TH system on W
such that Φ and Ψ′ are anti-isomorphic. We show that Ψ and Ψ′ are isomorphic. Let †′

denote an anti-isomorphism of TH systems from Φ to Ψ′. Then the composition †′†−1 is an
isomorphism of TH systems from Ψ to Ψ′. Therefore Ψ and Ψ′ are isomorphic. ✷
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Lemma 6.7. Let Φ and Ψ denote anti-isomorphic TH systems over K. Then the anti-
isomorphism of TH systems from Φ to Ψ is unique.

Proof: Let † and †′ denote anti-isomorphisms of TH systems from Φ to Ψ. We show that
† = †′. Observe that the composition †−1†′ is an isomorphism of TH systems from Φ to Φ.
The map †−1†′ is the identity by Lemma 3.6, so † = †′. ✷

Proposition 6.8. Let Φ denote a TH system over K with parameter array
({θi}

d
i=0, {θ

∗
i }

d
i=0, {φi}

d
i=1). Let Ψ denote a TH system over K. Then the following (i), (ii)

are equivalent.

(i) Φ and Ψ are anti-isomorphic.

(ii) The parameter array of Ψ is ({θd−i}
d
i=0, {θ

∗
d−i}

d
i=0, {φd−i+1}

d
i=1).

Proof: (ii)⇒(i) Write Φ = (A; {Ei}
d
i=0;A

∗; {E∗
i }

d
i=0) and Ψ = (B; {Fi}

d
i=0;B

∗; {F ∗
i }

d
i=0). As-

sume V (resp. W ) is the vector space underlying Φ (resp. Ψ). For notational convenience,
fix a Φ-split basis for V (resp. Ψ-split basis for W ) and identify each element of End(V )
(resp. End(W )) with the matrix in Matd+1(K) that represents it with respect to this basis.
By Proposition 2.8,

A =

















θd 0

φ1 θd−1

φ2 θd−2

· ·
· ·

0 φd θ0

















, A∗ =

















θ∗0 1 0

θ∗1 1
θ∗2 ·

· ·
· 1

0 θ∗d

















.

Moreover

B =

















θ0 0

φd θ1
φd−1 θ2

· ·
· ·

0 φ1 θd

















, B∗ =

















θ∗d 1 0

θ∗d−1 1
θ∗d−2 ·

· ·
· 1

0 θ∗0

















.

Recall the K-algebra anti-automorphism ς of Matd+1(K) from above Lemma 6.3. Observe
that B = Aς and B∗ = A∗ς . By this and (1) we find Fi = Eς

d−i and F ∗
i = E∗ς

d−i for
0 ≤ i ≤ d. Therefore ς is an anti-isomorphism of TH systems from Φ to Ψ, so Φ and Ψ are
anti-isomorphic.
(i)⇒(ii) Routine by Theorem 4.2, Lemma 6.6, and the previous part. ✷

We now discuss the notion of anti-isomorphism for TH pairs.

Definition 6.9. Let A,A∗ denote a TH pair on V and let B,B∗ denote a TH pair on
W . By an anti-isomorphism of TH pairs from A,A∗ to B,B∗ we mean a K-algebra anti-
isomorphism † : End(V ) → End(W ) such that B = A† and B∗ = A∗†. Observe that if † is an
anti-isomorphism of TH pairs from A,A∗ to B,B∗, then †−1 is an anti-isomorphism of TH
pairs from B,B∗ to A,A∗. We say that the TH pairs A,A∗ and B,B∗ are anti-isomorphic
whenever there exists an anti-isomorphism of TH pairs from A,A∗ to B,B∗.
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Lemma 6.10. Let A,A∗ denote a TH pair over K. Then there exists a TH pair B,B∗

over K such that A,A∗ and B,B∗ are anti-isomorphic. Moreover B,B∗ is unique up to
isomorphism of TH pairs.

Proof: Similar to the proof of Lemma 6.6. ✷

Lemma 6.11. Let A,A∗ and B,B∗ denote anti-isomorphic TH pairs over K. Then the
anti-isomorphism of TH pairs from A,A∗ to B,B∗ is unique.

Proof: Similar to the proof of Lemma 6.7. ✷

We recall some more terms and facts from elementary linear algebra. A map 〈 , 〉 :
V ×W → K is called a bilinear form whenever the following conditions hold for all v, v′ ∈ V ,
w,w′ ∈ W , and α ∈ K: (i) 〈v + v′, w〉 = 〈v, w〉 + 〈v′, w〉; (ii) 〈αv, w〉 = α〈v, w〉; (iii)
〈v, w+ w′〉 = 〈v, w〉+ 〈v, w′〉; (iv) 〈v, αw〉 = α〈v, w〉. We observe that a scalar multiple of a
bilinear form is a bilinear form.

Let 〈 , 〉 : V × W → K denote a bilinear form. Then the following are equivalent: (i)
there exists a nonzero v ∈ V such that 〈v, w〉 = 0 for all w ∈ W ; (ii) there exists a nonzero
w ∈ W such that 〈v, w〉 = 0 for all v ∈ V . The form 〈 , 〉 is said to be degenerate whenever
(i), (ii) hold and nondegenerate otherwise.

Bilinear forms are related to anti-isomorphisms as follows. Let 〈 , 〉 : V ×W → K denote
a nondegenerate bilinear form. Then there exists a unique anti-isomorphism † : End(V ) →
End(W ) such that 〈Sv, w〉 = 〈v, S†w〉 for all v ∈ V , w ∈ W , and S ∈ End(V ). Conversely,
given an anti-isomorphism † : End(V ) → End(W ) there exists a nonzero bilinear form
〈 , 〉 : V ×W → K such that 〈Sv, w〉 = 〈v, S†w〉 for all v ∈ V , w ∈ W , and S ∈ End(V ).
This bilinear form is nondegenerate, and uniquely determined by † up to multiplication by
a nonzero scalar in K. We say that the form 〈 , 〉 is associated with †.

Define Ṽ to be the dual space of V , consisting of all K-linear transformations from V to
K. By elementary linear algebra, Ṽ is a vector space over K and dim Ṽ = dimV . Define
a bilinear form 〈 , 〉 : V × Ṽ → K such that 〈v, f〉 = f(v) for all v ∈ V and f ∈ Ṽ .
The form 〈 , 〉 is nondegenerate. We call 〈 , 〉 the canonical bilinear form between V and
Ṽ . Let σ : End(V ) → End(Ṽ ) denote the anti-isomorphism associated with 〈 , 〉. Thus
〈Sv, f〉 = 〈v, Sσf〉 for all v ∈ V , f ∈ Ṽ , and S ∈ End(V ). We call σ the canonical anti-
isomorphism from End(V ) to End(Ṽ ).

Definition 6.12. Let Φ = (A; {Ei}
d
i=0;A

∗; {E∗
i }

d
i=0) denote a TH system on V with pa-

rameter array ({θi}
d
i=0, {θ

∗
i }

d
i=0, {φi}

d
i=1). Define Φ̃ = (Aσ; {Eσ

d−i}
d
i=0;A

∗σ; {E∗σ
d−i}

d
i=0), where

σ : End(V ) → End(Ṽ ) is the canonical anti-isomorphism. By Proposition 6.4, Φ̃ is a TH
system on Ṽ . By Definition 6.5, Φ and Φ̃ are anti-isomorphic. By Proposition 6.8, Φ̃ has
parameter array ({θd−i}

d
i=0, {θ

∗
d−i}

d
i=0, {φd−i+1}

d
i=1).

7 The Z2 × Z2 action

Let Φ = (A; {Ei}
d
i=0;A

∗; {E∗
i }

d
i=0) denote a TH system. We saw in the previous section that

each of the following is a TH system:

Φ∗ = (A∗; {E∗
i }

d
i=0;A; {Ei}

d
i=0),

Φ̃ = (Aσ; {Eσ
d−i}

d
i=0;A

∗σ; {E∗σ
d−i}

d
i=0).
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Viewing ∗, ∼ as permutations on the set of all TH systems,

∗2 = ∼2 = 1, ∗ ∼ = ∼ ∗. (28)

The group generated by symbols ∗, ∼ subject to the relations (28) is the group Z2 × Z2.
Thus ∗, ∼ induce an action of Z2 × Z2 on the set of all TH systems. Two TH systems will
be called relatives whenever they are in the same orbit of this Z2 × Z2 action. The relatives
of Φ are as follows:

name relative
Φ (A; {Ei}

d
i=0;A

∗; {E∗
i }

d
i=0)

Φ∗ (A∗; {E∗
i }

d
i=0;A; {Ei}

d
i=0)

Φ̃ (Aσ; {Eσ
d−i}

d
i=0;A

∗σ; {E∗σ
d−i}

d
i=0)

Φ̃∗ (A∗σ; {E∗σ
d−i}

d
i=0;A

σ; {Eσ
d−i}

d
i=0)

Corollary 7.1. Let Φ denote a TH system with parameter array ({θi}
d
i=0, {θ

∗
i }

d
i=0, {φi}

d
i=1).

Then the parameter arrays of its relatives are as follows:

name parameter array
Φ ({θi}

d
i=0, {θ

∗
i }

d
i=0, {φi}

d
i=1)

Φ∗ ({θ∗i }
d
i=0, {θi}

d
i=0, {φd−i+1}

d
i=1)

Φ̃ ({θd−i}
d
i=0, {θ

∗
d−i}

d
i=0, {φd−i+1}

d
i=1)

Φ̃∗ ({θ∗d−i}
d
i=0, {θd−i}

d
i=0, {φi}

d
i=1)

Proof: Immediate from Lemma 6.2 and Proposition 6.8. ✷

We will use the following notational convention.

Definition 7.2. Let Φ denote a TH system. For g ∈ Z2×Z2 and for an object f associated
with Φ, let f g denote the corresponding object associated with Φg.

We end this section by giving some more characterizations of the split sequence, as promised
at the end of Section 2.

Lemma 7.3. Let (A; {Ei}
d
i=0;A

∗; {E∗
i }

d
i=0) denote a TH system with parameter array

({θi}
d
i=0, {θ

∗
i }

d
i=0, {φi}

d
i=1). Then the following (i)–(iii) hold for 0 ≤ i ≤ d.

(i) E0η
∗
i (A

∗)E0 =
φdφd−1 · · ·φd−i+1

(θ0 − θ1)(θ0 − θ2) · · · (θ0 − θi)
E0.

(ii) E∗
dτi(A)E

∗
d =

φdφd−1 · · ·φd−i+1

(θ∗d − θ∗d−1)(θ
∗
d − θ∗d−2) · · · (θ

∗
d − θ∗d−i)

E∗
d .

(iii) Edτ
∗
i (A

∗)Ed =
φ1φ2 · · ·φi

(θd − θd−1)(θd − θd−2) · · · (θd − θd−i)
Ed.

Proof: Let Φ denote the TH system in question.
(i) Apply Lemma 2.11 to Φ∗.
(ii) Apply Lemma 2.11 to Φ̃ and then apply σ−1 to each side of the resulting equations.
(iii) Apply (ii) to Φ∗. ✷
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Corollary 7.4. Let (A; {Ei}
d
i=0;A

∗; {E∗
i }

d
i=0) denote a TH system with parameter array

({θi}
d
i=0, {θ

∗
i }

d
i=0, {φi}

d
i=1). Then the following (i)–(iii) hold for 0 ≤ i ≤ d.

(i) φdφd−1 · · ·φd−i+1 = (θ0 − θ1)(θ0 − θ2) · · · (θ0 − θi)trace(η
∗
i (A

∗)E0).

(ii) φdφd−1 · · ·φd−i+1 = (θ∗d − θ∗d−1)(θ
∗
d − θ∗d−2) · · · (θ

∗
d − θ∗d−i)trace(τi(A)E

∗
d).

(iii) φ1φ2 · · ·φi = (θd − θd−1)(θd − θd−2) · · · (θd − θd−i)trace(τ
∗
i (A

∗)Ed).

Moreover each of η∗i (A
∗)E0, τi(A)E

∗
d , τ

∗
i (A

∗)Ed has nonzero trace.

Proof: Let Φ denote the TH system in question.
(i) Apply Corollary 2.12 to Φ∗.
(ii) In the equation of Lemma 7.3(ii), take the trace of each side and simplify the result using
the fact that trace(E∗

d) = 1 and trace(E∗
dτi(A)E

∗
d) = trace(τi(A)E

∗
dE

∗
d) = trace(τi(A)E

∗
d).

(iii) Apply (ii) to Φ∗.
The last assertion follows since φi 6= 0 for 1 ≤ i ≤ d. ✷

Corollary 7.5. Let (A; {Ei}
d
i=0;A

∗; {E∗
i }

d
i=0) denote a TH system with parameter array

({θi}
d
i=0, {θ

∗
i }

d
i=0, {φi}

d
i=1). Then the following (i)–(iii) hold for 1 ≤ i ≤ d.

(i) φi = (θ0 − θd−i+1)trace(η
∗
d−i+1(A

∗)E0)/trace(η
∗
d−i(A

∗)E0).

(ii) φi = (θ∗d − θ∗i−1)trace(τd−i+1(A)E
∗
d)/trace(τd−i(A)E

∗
d).

(iii) φi = (θd − θd−i)trace(τ
∗
i (A

∗)Ed)/trace(τ
∗
i−1(A

∗)Ed).

Proof: Routine by Corollary 7.4. ✷

8 The scalars {ℓi}
d
i=0

Let Φ denote a TH system. In this section we associate with Φ a sequence of scalars {ℓi}
d
i=0

that will help us describe Φ.

Definition 8.1. Let Φ denote a TH system with dual eigenvalue sequence {θ∗i }
d
i=0. For

0 ≤ i ≤ d, define

ℓi =
η∗d(θ

∗
0)

τ ∗i (θ
∗
i )η

∗
d−i(θ

∗
i )

=
(θ∗0 − θ∗1)(θ

∗
0 − θ∗2) · · · (θ

∗
0 − θ∗d)

(θ∗i − θ∗0)(θ
∗
i − θ∗1) · · · (θ

∗
i − θ∗i−1)(θ

∗
i − θ∗i+1) · · · (θ

∗
i − θ∗d−1)(θ

∗
i − θ∗d)

.

Observe that ℓ0 = 1.
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Lemma 8.2. Let Φ denote a TH system with eigenvalue sequence {θi}
d
i=0 and dual eigenvalue

sequence {θ∗i }
d
i=0. Then for 0 ≤ i ≤ d,

ℓ∗i =
ηd(θ0)

τi(θi)ηd−i(θi)

=
(θ0 − θ1)(θ0 − θ2) · · · (θ0 − θd)

(θi − θ0)(θi − θ1) · · · (θi − θi−1)(θi − θi+1) · · · (θi − θd−1)(θi − θd)
,

ℓ̃i =
τ ∗d (θ

∗
d)

η∗i (θ
∗
d−i)τ

∗
d−i(θ

∗
d−i)

=
(θ∗d − θ∗d−1)(θ

∗
d − θ∗d−2) · · · (θ

∗
d − θ∗0)

(θ∗d−i − θ∗d)(θ
∗
d−i − θ∗d−1) · · · (θ

∗
d−i − θ∗d−i+1)(θ

∗
d−i − θ∗d−i−1) · · · (θ

∗
d−i − θ∗1)(θ

∗
d−i − θ∗0)

,

ℓ̃∗i =
τd(θd)

ηi(θd−i)τd−i(θd−i)

=
(θd − θd−1)(θd − θd−2) · · · (θd − θ0)

(θd−i − θd)(θd−i − θd−1) · · · (θd−i − θd−i+1)(θd−i − θd−i−1) · · · (θd−i − θ1)(θd−i − θ0)
.

Moreover ℓ̃i =
τ ∗d (θ

∗
d)

η∗d(θ
∗
0)
ℓd−i and ℓ̃∗i =

τd(θd)

ηd(θ0)
ℓ∗d−i.

Proof: Combine Corollary 7.1 and Definition 8.1. ✷

We give one significance of the sequence {ℓi}
d
i=0.

Lemma 8.3. Let (A; {Ei}
d
i=0;A

∗; {E∗
i }

d
i=0) denote a TH system. Then EdE

∗
i E0 = ℓiEdE

∗
0E0

for 0 ≤ i ≤ d.

Proof: Let Φ denote the TH system in question and assume V is the underlying vector space.
For notational convenience, fix a Φ-split basis for V and identify each element of End(V )
with the matrix in Matd+1(K) that represents it with respect to this basis. We show that
Ed(E

∗
i − ℓiE

∗
0)E0 = 0. By (9) the entries of all but the first column of Ed are zero and the

entries of all but the last row of E0 are zero. Therefore for 0 ≤ m,n ≤ d, the (m,n)-entry of
Ed(E

∗
i − ℓiE

∗
0)E0 is

(Ed)m0(E
∗
i − ℓiE

∗
0)0d(E0)dn. (29)

By (10) the middle factor in (29) is 0, so (29) is 0. Therefore Ed(E
∗
i − ℓiE

∗
0)E0 = 0 and the

result follows. ✷

Corollary 8.4. Let (A; {Ei}
d
i=0;A

∗; {E∗
i }

d
i=0) denote a TH system. Then the following (i)–

(iii) hold for 0 ≤ i ≤ d.

(i) E∗
dEiE

∗
0 = ℓ∗iE

∗
dE0E

∗
0 .

(ii) EdE
∗
i E0 = ℓ̃d−iEdE

∗
dE0.

(iii) E∗
dEiE

∗
0 = ℓ̃∗d−iE

∗
dEdE

∗
0 .
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Proof: Let Φ denote the TH system in question.
(i) Apply Lemma 8.3 to Φ∗.
(ii) Apply Lemma 8.3 to Φ̃ and then apply σ−1 to each side of the resulting equations.
(iii) Apply (ii) to Φ∗. ✷

Definition 8.5. Let Φ denote a TH system of diameter d. We associate with Φ a diagonal
matrix L ∈ Matd+1(K) with (i, i)-entry ℓi for 0 ≤ i ≤ d.

9 The scalar ν

Let Φ denote a TH system. In this section we associate with Φ a scalar ν that will help us
describe Φ.

Definition 9.1. Let (A; {Ei}
d
i=0;A

∗; {E∗
i }

d
i=0) denote a TH system. By [1, Lemma 7.5],

trace(E0E
∗
0) is nonzero. Let ν denote the reciprocal of trace(E0E

∗
0).

We give one significance of the scalar ν.

Lemma 9.2. [1, Lemma 7.4] Let (A; {Ei}
d
i=0;A

∗; {E∗
i }

d
i=0) denote a TH system. Then both

νE0E
∗
0E0 = E0, νE∗

0E0E
∗
0 = E∗

0 .

Lemma 9.3. Let Φ denote a TH system with parameter array ({θi}
d
i=0, {θ

∗
i }

d
i=0, {φi}

d
i=1) and

let ν denote the scalar from Definition 9.1. Then

ν =
(θ0 − θ1)(θ0 − θ2) · · · (θ0 − θd)(θ

∗
0 − θ∗1)(θ

∗
0 − θ∗2) · · · (θ

∗
0 − θ∗d)

φ1φ2 · · ·φd

, (30)

ν̃ =
(θd − θd−1)(θd − θd−2) · · · (θd − θ0)(θ

∗
d − θ∗d−1)(θ

∗
d − θ∗d−2) · · · (θ

∗
d − θ∗0)

φ1φ2 · · ·φd

.

Moreover ν∗ = ν and ν̃∗ = ν̃.

Proof: Line (30) holds by [1, Lemma 7.6]. The remaining assertions follow from Corollary
7.1. ✷

Lemma 9.4. Let (A; {Ei}
d
i=0;A

∗; {E∗
i }

d
i=0) denote a TH system. Then both

ν̃EdE
∗
dEd = Ed, ν̃E∗

dEdE
∗
d = E∗

d .

Proof: Let Φ denote the TH system in question. Apply Lemma 9.2 to Φ̃ and then apply σ−1

to each side of the resulting equations. ✷
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10 Anti-isomorphic TH systems and the bilinear form

Let Φ denote a TH system on V and let Φ̃ denote the relative of Φ from Definition 6.12.
Recall that Φ and Φ̃ are anti-isomorphic. In this section, we discuss further the relationship
between Φ and Φ̃. Recall the canonical bilinear form 〈 , 〉 : V × Ṽ → K from above
Definition 6.12. Let U (resp. Ũ) denote a subspace of V (resp. Ṽ ). We say that U and Ũ
are orthogonal whenever 〈x, y〉 = 0 for all x ∈ U and y ∈ Ũ . Let {Vi}

d
i=0 (resp. {Ṽi}

d
i=0)

denote a decomposition of V (resp. Ṽ ). We say that {Vi}
d
i=0 and {Ṽi}

d
i=0 are dual whenever

Vi and Ṽj are orthogonal for 0 ≤ i, j ≤ d, i 6= j. By elementary linear algebra, for any
decomposition {Vi}

d
i=0 (resp. {Ṽi}

d
i=0) of V (resp. Ṽ ) there exists a unique decomposition

{Ṽi}
d
i=0 (resp. {Vi}

d
i=0) of Ṽ (resp. V ) such that {Vi}

d
i=0 and {Ṽi}

d
i=0 are dual. Let {vi}

d
i=0

(resp. {ṽi}
d
i=0) denote a basis for V (resp. Ṽ ). We say that {vi}

d
i=0 and {ṽi}

d
i=0 are dual

whenever 〈vi, ṽj〉 = δij for 0 ≤ i, j ≤ d. By elementary linear algebra, for any basis {vi}
d
i=0

(resp. {ṽi}
d
i=0) for V (resp. Ṽ ) there exists a unique basis {ṽi}

d
i=0 (resp. {vi}

d
i=0) for Ṽ (resp.

V ) such that {vi}
d
i=0 and {ṽi}

d
i=0 are dual. Given any sequence {αi}

d
i=0, by the inversion of

{αi}
d
i=0 we mean the sequence {αd−i}

d
i=0.

Recall the Φ-standard decomposition {E∗
i V }di=0 from above (3). Observe by Definition

6.12 that {E∗σ
d−iṼ }di=0 is the Φ̃-standard decomposition. We now compare these two decom-

positions.

Lemma 10.1. With reference to Definition 6.12, the following (i), (ii) are inverted dual.

(i) The Φ-standard decomposition of V .

(ii) The Φ̃-standard decomposition of Ṽ .

Proof: For distinct i, j (0 ≤ i, j ≤ d) we show that E∗
i V and E∗σ

j Ṽ are orthogonal. Let

u ∈ E∗
i V and v ∈ E∗σ

j Ṽ . Simplify the equation 〈A∗u, v〉 = 〈u,A∗σv〉 using A∗u = θ∗i u and
A∗σv = θ∗jv to obtain (θ∗i − θ∗j )〈u, v〉 = 0. Now 〈u, v〉 = 0 since θ∗i 6= θ∗j . Therefore E∗

i V and

E∗σ
j Ṽ are orthogonal and the result follows. ✷

Let 0 6= ξ0 ∈ E0V and recall the Φ-standard basis {E∗
i ξ0}

d
i=0 for V from above (3). Let

0 6= ξ̃d ∈ Eσ
d Ṽ and observe by Definition 6.12 that {E∗σ

d−iξ̃d}
d
i=0 is a Φ̃-standard basis for Ṽ .

These two bases are related as follows.

Proposition 10.2. With reference to Definition 6.12, let 0 6= ξ0 ∈ E0V and 0 6= ξ̃d ∈ Eσ
d Ṽ .

Then for 0 ≤ i, j ≤ d,

〈E∗
i ξ0, E

∗σ
j ξ̃d〉 = δijℓi〈E

∗
0ξ0, ξ̃d〉,

where ℓi is from Definition 8.1.

Proof: Using the definition of σ from above Definition 6.12 along with Lemma 8.3, we find

〈E∗
i ξ0, E

∗σ
j ξ̃d〉 = 〈E∗

i E0ξ0, E
∗σ
j Eσ

d ξ̃d〉

= 〈E∗
jE

∗
i E0ξ0, E

σ
d ξ̃d〉

= δij〈E
∗
i E0ξ0, E

σ
d ξ̃d〉
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= δij〈EdE
∗
i E0ξ0, ξ̃d〉

= δijℓi〈EdE
∗
0E0ξ0, ξ̃d〉

= δijℓi〈E
∗
0E0ξ0, E

σ
d ξ̃d〉

= δijℓi〈E
∗
0ξ0, ξ̃d〉.

✷

Corollary 10.3. With reference to Definition 6.12, let {vi}
d
i=0 (resp. {wi}

d
i=0) denote a basis

for V (resp. Ṽ ). Suppose that {vi}
d
i=0 and {wi}

d
i=0 are inverted dual. Then the following (i),

(ii) are equivalent.

(i) {ℓivi}
d
i=0 is a Φ-standard basis for V .

(ii) {wi}
d
i=0 is a Φ̃-standard basis for Ṽ .

Proof: Use Proposition 10.2. ✷

By Definition 6.1, the sequence {EiV }di=0 is the Φ∗-standard decomposition. By Defi-
nition 6.12, the sequence {Eσ

d−iṼ }di=0 is the Φ̃∗-standard decomposition. We now compare
these two decompositions.

Lemma 10.4. With reference to Definition 6.12, the following (i), (ii) are inverted dual.

(i) The Φ∗-standard decomposition of V .

(ii) The Φ̃∗-standard decomposition of Ṽ .

Proof: Apply Lemma 10.1 to Φ∗. ✷

Let 0 6= ξ∗0 ∈ E∗
0V and observe by Definition 6.1 that {Eiξ

∗
0}

d
i=0 is a Φ∗-standard basis

for V . Let 0 6= ξ̃∗d ∈ E∗σ
d Ṽ and observe by Definition 6.12 that {Eσ

d−iξ̃
∗
d}

d
i=0 is a Φ̃∗-standard

basis for Ṽ . These two bases are related as follows.

Proposition 10.5. With reference to Definition 6.12, let 0 6= ξ∗0 ∈ E∗
0V and 0 6= ξ̃∗d ∈ E∗σ

d Ṽ .
Then for 0 ≤ i, j ≤ d,

〈Eiξ
∗
0, E

σ
j ξ̃

∗
d〉 = δijℓ

∗
i 〈E0ξ

∗
0 , ξ̃

∗
d〉,

where ℓ∗i is from Lemma 8.2.

Proof: Apply Proposition 10.2 to Φ∗. ✷

Corollary 10.6. With reference to Definition 6.12, let {vi}
d
i=0 (resp. {wi}

d
i=0) denote a basis

for V (resp. Ṽ ). Suppose that {vi}
d
i=0 and {wi}

d
i=0 are inverted dual. Then the following (i),

(ii) are equivalent.

(i) {ℓ∗i vi}
d
i=0 is a Φ∗-standard basis for V .

(ii) {wi}
d
i=0 is a Φ̃∗-standard basis for Ṽ .
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Proof: Apply Corollary 10.3 to Φ∗. ✷

Let {Ui}
d
i=0 denote the Φ-split decomposition of V . Recall from (3) that for 0 ≤ i ≤ d,

Ui = (E∗
0V + E∗

1V + · · ·+ E∗
i V ) ∩ (E0V + E1V + · · ·+ Ed−iV ). (31)

Let {Ũi}
d
i=0 denote the Φ̃-split decomposition of Ṽ . Combining Definition 6.12 and (31), we

find that for 0 ≤ i ≤ d,

Ũi = (E∗σ
d Ṽ + E∗σ

d−1Ṽ + · · ·+ E∗σ
d−iṼ ) ∩ (Eσ

d Ṽ + Eσ
d−1Ṽ + · · ·+ Eσ

i Ṽ ). (32)

We now compare these two decompositions.

Lemma 10.7. With reference to Definition 6.12, the following (i), (ii) are inverted dual.

(i) The Φ-split decomposition of V .

(ii) The Φ̃-split decomposition of Ṽ .

Proof: We use the notation from above this lemma. For 0 ≤ i, j ≤ d with i+ j 6= d, we show
that Ui and Ũj are orthogonal. We consider two cases: i+ j < d and i+ j > d. First suppose
that i+j < d. AbbreviateM = E∗

0V +E∗
1V +· · ·+E∗

i V andN = E∗σ
d Ṽ +E∗σ

d−1Ṽ +· · ·+E∗σ
d−jṼ .

Observe that Ui ⊆ M by (31) and Ũj ⊆ N by (32). Moreover M and N are orthogonal by
our assumption and Lemma 10.1. Therefore Ui and Ũj are orthogonal. Next suppose that
i+ j > d. Abbreviate S = E0V + E1V + · · ·+ Ed−iV and T = Eσ

d Ṽ + Eσ
d−1Ṽ + · · ·+ Eσ

j Ṽ .

Observe Ui ⊆ S by (31) and Ũj ⊆ T by (32). Moreover S and T are orthogonal by our
assumption and Lemma 10.4. Therefore Ui and Ũj are orthogonal and the result follows. ✷

Let 0 6= ξ0 ∈ E0V and recall from (7) that the sequence

η∗d−i(A
∗)ξ0 (0 ≤ i ≤ d) (33)

is a Φ-split basis for V . Let 0 6= ξ̃d ∈ Eσ
d Ṽ and observe by Definition 6.12 that the sequence

τ ∗d−i(A
∗σ)ξ̃d (0 ≤ i ≤ d) (34)

is a Φ̃-split basis for Ṽ . The bases (33), (34) are related as follows.

Proposition 10.8. With reference to Definition 6.12, let 0 6= ξ0 ∈ E0V and 0 6= ξ̃d ∈ Eσ
d Ṽ .

Then for 0 ≤ i, j ≤ d,

〈η∗i (A
∗)ξ0, τ

∗
j (A

∗σ)ξ̃d〉 = δi+j,d η
∗
d(θ

∗
0)〈E

∗
0ξ0, ξ̃d〉.

Proof: First suppose i + j 6= d. Then the result holds by Lemma 10.7 and the comments
above this proposition. Next suppose that i + j = d. Using (2), Proposition 10.2, and the
definition of σ from above Definition 6.12, we find

〈η∗i (A
∗)ξ0, τ

∗
j (A

∗σ)ξ̃d〉 = 〈η∗d−j(A
∗)ξ0, τ

∗
j (A

∗σ)ξ̃d〉

= 〈τ ∗j (A
∗)η∗d−j(A

∗)ξ0, ξ̃d〉

= τ ∗j (θ
∗
j )η

∗
d−j(θ

∗
j )〈E

∗
j ξ0, ξ̃d〉

= τ ∗j (θ
∗
j )η

∗
d−j(θ

∗
j )〈E

∗
jE

∗
j ξ0, ξ̃d〉

= τ ∗j (θ
∗
j )η

∗
d−j(θ

∗
j )〈E

∗
j ξ0, E

∗σ
j ξ̃d〉

= τ ∗j (θ
∗
j )η

∗
d−j(θ

∗
j )ℓj〈E

∗
0ξ0, ξ̃d〉

= η∗d(θ
∗
0)〈E

∗
0ξ0, ξ̃d〉.
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✷

Corollary 10.9. With reference to Definition 6.12, let {vi}
d
i=0 (resp. {wi}

d
i=0) denote a basis

for V (resp. Ṽ ). Suppose that {vi}
d
i=0 and {wi}

d
i=0 are inverted dual. Then the following (i),

(ii) are equivalent.

(i) {vi}
d
i=0 is a Φ-split basis for V .

(ii) {wi}
d
i=0 is a Φ̃-split basis for Ṽ .

Proof: Use Proposition 10.8. ✷

At the end of of Section 17, we give the relationship between a Φ-standard (resp. Φ∗-
standard) basis for V and a Φ̃∗-standard (resp. Φ̃-standard) basis for Ṽ . This relationship
is of a different type than the ones in the present section.

11 The transition matrices for a TH system

Let Φ denote a TH system. In this section we consider several transition matrices associated
with Φ. First we clarify our terms. Let {ui}

d
i=0 and {vi}

d
i=0 denote bases for V . By the

transition matrix from {ui}
d
i=0 to {vi}

d
i=0, we mean the matrix T ∈ Matd+1(K) such that

vj =
∑d

i=0 Tijui for 0 ≤ j ≤ d.

Definition 11.1. [1, Definition 10.6] Let Φ = (A; {Ei}
d
i=0;A

∗; {E∗
i }

d
i=0) denote a TH system

on V . Let 0 6= ξ0 ∈ E0V and 0 6= ξ∗0 ∈ E∗
0V . Recall the Φ-standard basis {E∗

i ξ0}
d
i=0 for V

and the Φ∗-standard basis {Eiξ
∗
0}

d
i=0 for V . Let P ∈ Matd+1(K) denote the transition matrix

from {Eiξ
∗
0}

d
i=0 to {E∗

i ξ0}
d
i=0, with ξ0, ξ

∗
0 chosen so that ξ∗0 = E∗

0ξ0.

Theorem 11.2. [1, Theorem 10.8] Let Φ denote a TH system with parameter array
({θi}

d
i=0, {θ

∗
i }

d
i=0, {φi}

d
i=1) and let P denote the matrix from Definition 11.1. For 0 ≤ i, j ≤ d,

the (i, j)-entry of P is equal to ℓj times

d
∑

h=0

(θi − θd)(θi − θd−1) · · · (θi − θd−h+1)(θ
∗
j − θ∗0)(θ

∗
j − θ∗1) · · · (θ

∗
j − θ∗h−1)

φ1φ2 · · ·φh

, (35)

where ℓj is from Definition 8.1.

Corollary 11.3. With reference to Definition 11.1, for 0 ≤ i ≤ d both

Pi0 = 1, Pdi = ℓi,

where ℓi is from Definition 8.1.

Proof: Use Theorem 11.2. ✷

The following definition is motivated by Definition 11.1 and Corollary 11.3.

Definition 11.4. We call the matrix P from Definition 11.1 the west normalized transition
matrix of Φ.
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Motivated by the sum (35), we make a definition. Let λ, µ denote commuting indeterminates.
LetK[λ, µ] denote theK-algebra consisting of the polynomials in λ, µ that have all coefficients
in K.

Definition 11.5. Let Φ denote a TH system with parameter array ({θi}
d
i=0, {θ

∗
i }

d
i=0, {φi}

d
i=1).

Define p ∈ K[λ, µ] by

p =
d

∑

h=0

ηh(λ)τ
∗
h(µ)

φ1φ2 · · ·φh

, (36)

where {τ ∗i }
d
i=0 and {ηi}

d
i=0 are from Notation 2.7. We call p the two-variable polynomial of

Φ.

Example 11.6. With reference to Definition 11.5, assume d = 2. Then

p = 1 +
(λ− θ2)(µ− θ∗0)

φ1
+

(λ− θ2)(λ− θ1)(µ− θ∗0)(µ− θ∗1)

φ1φ2
.

Remark 11.7. With reference to Definition 11.5, for 0 ≤ i, j ≤ d the scalar p(θi, θ
∗
j ) is the

sum (35).

Definition 11.8. Let Φ denote a TH system with parameter array ({θi}
d
i=0, {θ

∗
i }

d
i=0, {φi}

d
i=1).

Let P ∈ Matd+1(K) denote the matrix with (i, j)-entry p(θi, θ
∗
j ) for 0 ≤ i, j ≤ d. Observe

that by Theorem 11.2 and Remark 11.7, the matrix P from Definition 11.1 is equal to PL,
where L is the matrix from Definition 8.5.

Example 11.9. With reference to Definition 11.8, assume d = 2. Then

P =







1 1 +
(θ0−θ2)(θ∗1−θ∗

0
)

φ1

1 +
(θ0−θ2)(θ∗2−θ∗

0
)

φ1

+
(θ0−θ2)(θ0−θ1)(θ∗2−θ∗

0
)(θ∗

2
−θ∗

1
)

φ1φ2

1 1 +
(θ1−θ2)(θ∗1−θ∗

0
)

φ1

1 +
(θ1−θ2)(θ∗2−θ∗

0
)

φ1

1 1 1






.

Corollary 11.10. With reference to Definition 11.8, for 0 ≤ i ≤ d both

Pi0 = 1, Pdi = 1.

Proof: Routine. ✷

We now interpret the matrix P as a transition matrix. Let {ui}
d
i=0 denote the inverted dual

of a Φ̃-standard basis for Ṽ . By Corollary 10.3, {ℓiui}
d
i=0 is a Φ-standard basis for V , where

ℓi is from Definition 8.1. Recall the canonical bilinear form 〈 , 〉 : V × Ṽ → K from above
Definition 6.12.

Corollary 11.11. Let Φ = (A; {Ei}
d
i=0;A

∗; {E∗
i }

d
i=0) denote a TH system on V . Let 0 6=

ξ∗0 ∈ E∗
0V and 0 6= ξ̃d ∈ Eσ

d Ṽ . Note by Lemma 10.1 that 〈ξ∗0 , ξ̃d〉 6= 0. Recall the Φ∗-
standard basis {Eiξ

∗
0}

d
i=0 for V and the Φ̃-standard basis {E∗σ

d−iξ̃d}
d
i=0 for Ṽ . Let P denote

the matrix from Definition 11.8. Then αP is the transition matrix from {Eiξ
∗
0}

d
i=0 to the

inverted dual of {E∗σ
d−iξ̃d}

d
i=0, where α is the reciprocal of 〈ξ∗0 , ξ̃d〉. In particular if we choose

ξ∗0 , ξ̃d so that 〈ξ∗0 , ξ̃d〉 = 1, then P is the transition matrix from {Eiξ
∗
0}

d
i=0 to the inverted dual

of {E∗σ
d−iξ̃d}

d
i=0.
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Proof: Choose ξ0 ∈ E0V so that ξ∗0 = E∗
0ξ0, and recall the Φ-standard basis {E∗

i ξ0}
d
i=0. The

matrix P from Definition 11.1 is the transition matrix from {Eiξ
∗
0}

d
i=0 to {E∗

i ξ0}
d
i=0. Now

by Definition 11.8, αP is the transition matrix from {Eiξ
∗
0}

d
i=0 to {αℓ−1

i E∗
i ξ0}

d
i=0. Moreover

by Proposition 10.2, {αℓ−1
i E∗

i ξ0}
d
i=0 is the inverted dual of {E∗σ

d−iξ̃d}
d
i=0. Therefore αP is the

transition matrix from {Eiξ
∗
0}

d
i=0 to the inverted dual of {E∗σ

d−iξ̃d}
d
i=0. ✷

The following definition is motivated by Corollary 11.10 and Corollary 11.11.

Definition 11.12. We call the matrix P from Definition 11.8 the west-south normalized
transition matrix of Φ.

12 The transition matrices P,P and their relatives

Let Φ denote a TH system. In the previous section we discussed two closely related transition
matrices P,P associated with Φ. In this section we find the relationship between P,P and
their relatives. There are two types of relations; one type is best expressed in terms of P
and its relatives, while the other is best expressed in terms of P and its relatives.

Proposition 12.1. [1, Proposition 10.9] With reference to Definition 11.1, both

PP ∗ = P ∗P = νI, P̃ P̃ ∗ = P̃ ∗P̃ = ν̃I,

where ν, ν̃ are from Definition 9.1.

Let {ui}
d
i=0 and {vi}

d
i=0 denote bases for V . Let T ∈ Matd+1(K) denote the transition

matrix from {ui}
d
i=0 to {vi}

d
i=0. By elementary linear algebra, T t is the transition matrix

from the dual of {vi}
d
i=0 to the dual of {ui}

d
i=0. Therefore T ς is the transition matrix from

the inverted dual of {vi}
d
i=0 to the inverted dual of {ui}

d
i=0.

Proposition 12.2. With reference to Definition 11.8, both

P ς = P̃∗, (P∗)ς = P̃. (37)

Proof: Choose 0 6= ξ∗0 ∈ E∗
0V and 0 6= ξ̃d ∈ Eσ

d Ṽ so that 〈ξ∗0 , ξ̃d〉 = 1. Recall the Φ∗-standard
basis {Eiξ

∗
0}

d
i=0 for V and the Φ̃-standard basis {E∗σ

d−iξ̃d}
d
i=0 for Ṽ . By Corollary 11.11, P

is the transition matrix from {Eiξ
∗
0}

d
i=0 to the inverted dual of {E∗σ

d−iξ̃d}
d
i=0. Moreover by

Corollary 11.11 applied to Φ̃∗, P̃∗ is the transition matrix from {E∗σ
d−iξ̃d}

d
i=0 to the inverted

dual of {Eiξ
∗
0}

d
i=0. By these comments and the ones above this proposition we obtain the

equation on the left in (37). The equation on the right in (37) is similarly obtained. ✷

The following lemma could be used to give another proof of Proposition 12.2.

Lemma 12.3. With reference to Definition 11.5, both

p(µ, λ) = p̃∗(λ, µ), p∗(µ, λ) = p̃(λ, µ).
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Proof: Combining Corollary 7.1 and Definition 11.5, we find

p̃∗(λ, µ) =
d

∑

h=0

τ ∗h(λ)ηh(µ)

φ1φ2 · · ·φh

.

Therefore p(µ, λ) = p̃∗(λ, µ). The proof for the other claim is similar. ✷

We will continue our discussion of the transition matrices P,P in Section 17. In Sections
13–16 we recall some linear algebra that will be needed in the discussion.

13 Vandermonde matrices and systems

Let Φ denote a TH system. In Section 17 we will show that each of the transition matrices
P,P of Φ has a certain structure said to be double Vandermonde. To prepare for that, over
the next few sections we discuss some linear algebra related to Vandermonde matrices.

Definition 13.1. Let n denote a nonnegative integer. Let {fi}
n
i=0 denote a sequence of

polynomials in K[λ]. We say that {fi}
n
i=0 is graded whenever

(i) f0 = 1;

(ii) the degree of fi is equal to i for 0 ≤ i ≤ n.

Definition 13.2. A matrix X ∈ Matd+1(K) is called west Vandermonde whenever the
following (i), (ii) hold.

(i) There exists a sequence of mutually distinct scalars {θi}
d
i=0 taken from K and a graded

sequence of polynomials {fi}
d
i=0 in K[λ] such that

Xij = Xi0fj(θi) (0 ≤ i, j ≤ d). (38)

(ii) Xi0 6= 0 for 0 ≤ i ≤ d.

With reference to Definition 13.2, assume X is west Vandermonde. As we will see,
the polynomials {fi}

d
i=0 are uniquely determined by the sequence of scalars {θi}

d
i=0 but the

sequence {θi}
d
i=0 is not unique. To facilitate our discussion of this issue, we introduce the

following term.

Definition 13.3. Let X ∈ Matd+1(K) denote a west Vandermonde matrix. Let {θi}
d
i=0

denote a sequence of scalars taken from K. We say that X and {θi}
d
i=0 are compatible

whenever

(i) θi 6= θj if i 6= j (0 ≤ i, j ≤ d);

(ii) there exists a graded sequence of polynomials {fi}
d
i=0 in K[λ] that satisfies (38).

Observe that if X and {θi}
d
i=0 are compatible, then X and {αθi + β}di=0 are compatible for

any α, β ∈ K with α 6= 0.
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Lemma 13.4. Let X ∈ Matd+1(K) denote a west Vandermonde matrix. Let {θi}
d
i=0 denote

a sequence of scalars taken from K. Then the following (i), (ii) are equivalent provided d ≥ 1.

(i) X and {θi}
d
i=0 are compatible.

(ii) There exists a, b ∈ K with a 6= 0 such that θi = aXi1/Xi0 + b for 0 ≤ i ≤ d.

Proof: (i) ⇒ (ii) By Definition 13.3, there exists a polynomial f1 ∈ K[λ] of degree 1 such
that Xi1 = Xi0f1(θi) for 0 ≤ i ≤ d. Write f1 = αλ+ β for some α, β ∈ K with α 6= 0. Thus
Xi1 = Xi0(αθi+β) for 0 ≤ i ≤ d. Rearranging terms, we find that there exists a, b ∈ K with
a 6= 0 such that θi = aXi1/Xi0 + b for 0 ≤ i ≤ d.
(ii) ⇒ (i) By Definition 13.2, there exists a sequence of scalars {θ′i}

d
i=0 taken from K that

is compatible with X . By the previous part, there exists a′, b′ ∈ K with a′ 6= 0 such that
θ′i = a′Xi1/Xi0 + b′ for 0 ≤ i ≤ d. Thus there exists α, β ∈ K with α 6= 0 such that
θi = αθ′i+β for 0 ≤ i ≤ d. Now X and {θi}

d
i=0 are compatible by the observation at the end

of Definition 13.3. ✷

Lemma 13.5. Let X ∈ Matd+1(K) denote a west Vandermonde matrix. Let {θi}
d
i=0 denote

a sequence of scalars taken from K that is compatible with X. Let {θ′i}
d
i=0 denote a sequence

of scalars taken from K. Then the following (i), (ii) are equivalent.

(i) X and {θ′i}
d
i=0 are compatible.

(ii) There exists α, β ∈ K with α 6= 0 such that θ′i = αθi + β for 0 ≤ i ≤ d.

Proof: (i) ⇒ (ii) Routine by Lemma 13.4.
(ii) ⇒ (i) This is the observation at the end of Definition 13.3. ✷

Lemma 13.6. Let {θi}
d
i=0 denote a sequence of mutually distinct scalars taken from K. Let

X ∈ Matd+1(K) denote a west Vandermonde matrix that is compatible with {θi}
d
i=0. Then

there exists a unique graded sequence of polynomials {fi}
d
i=0 in K[λ] that satisfies (38).

Proof: By Definition 13.3 there exists a graded sequence of polynomials {fi}
d
i=0 in K[λ]

that satisfies (38). We show that this sequence is unique. Suppose that {f ′
i}

d
i=0 is a graded

sequences of polynomials in K[λ] that satisfies (38). We show that f ′
i = fi for 0 ≤ i ≤ d.

Let i be given and define gi = f ′
i − fi. Using (38), we find gi(θj) = 0 for 0 ≤ j ≤ d. Since

{θi}
d
i=0 are mutually distinct and gi has degree at most i, it follows that gi = 0. Therefore

f ′
i = fi. We have shown that the sequence {fi}

d
i=0 is unique. ✷

Lemma 13.7. Let {θi}
d
i=0 denote a sequence of mutually distinct scalars taken from K.

Let {fi}
d
i=0 denote a graded sequence of polynomials in K[λ]. Let {ci}

d
i=0 denote a sequence

of nonzero scalars taken from K. Define X ∈ Matd+1(K) such that Xij = cifj(θi) for
0 ≤ i, j ≤ d. Then X is west Vandermonde and compatible with {θi}

d
i=0. Moreover {fi}

d
i=0

are the corresponding polynomials from Lemma 13.6.

Proof: Routine. ✷

Lemma 13.8. Let {θi}
d
i=0 denote a sequence of mutually distinct scalars taken from K. Let

X ∈ Matd+1(K) denote a west Vandermonde matrix that is compatible with {θi}
d
i=0 and let

{fi}
d
i=0 denote the corresponding polynomials from Lemma 13.6. Let X ′ ∈ Matd+1(K). Then

the following (i), (ii) are equivalent.
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(i) X ′ is a west Vandermonde matrix that is compatible with {θi}
d
i=0 and {fi}

d
i=0 are the

corresponding polynomials from Lemma 13.6.

(ii) There exists an invertible diagonal matrix D ∈ Matd+1(K) such that X ′ = DX.

Proof: (i) ⇒ (ii) Using (38), we find that for 0 ≤ i, j ≤ d,

X ′
ij

X ′
i0

=
Xij

Xi0
= fj(θi). (39)

Define a diagonal matrix D ∈ Matd+1(K) with (i, i)-entry X ′
i0/Xi0 for 0 ≤ i ≤ d. Observe

that D is invertible. Moreover X ′ = DX by (39).
(ii) ⇒ (i) Since X ′ = DX we find that for 0 ≤ i, j ≤ d,

X ′
ij = X ′

i0

Xij

Xi0
.

By this and (38), we find that X ′
ij = X ′

i0fj(θi) and (i) follows. ✷

Lemma 13.9. Let {θi}
d
i=0 denote a sequence of mutually distinct scalars taken from K. Let

X ∈ Matd+1(K) denote a west Vandermonde matrix that is compatible with {θi}
d
i=0 and let

{fi}
d
i=0 denote the corresponding polynomials from Lemma 13.6. Let D ∈ Matd+1(K) denote

an invertible diagonal matrix. Then XD is a west Vandermonde matrix that is compatible
with {θi}

d
i=0 and {Diifi/D00}

d
i=0 are the corresponding polynomials from Lemma 13.6.

Proof: Routine using (38). ✷

Definition 13.10. By a west Vandermonde system in Matd+1(K) we mean a sequence
(X, {θi}

d
i=0) such that

(i) X is a west Vandermonde matrix in Matd+1(K);

(ii) {θi}
d
i=0 is a sequence of mutually distinct scalars taken from K that is compatible with

X .

Definition 13.11. Let (X, {θi}
d
i=0) denote a west Vandermonde system in Matd+1(K). In

Lemma 13.6 we associated (X, {θi}
d
i=0) with some polynomials {fi}

d
i=0. For convenience, let

fd+1 =
∏d

i=0(λ− θi). We call {fi}
d+1
i=0 the polynomials of (X, {θi}

d
i=0).

Definition 13.12. Let X ∈ Matd+1(K). Let X ′ ∈ Matd+1(K) denote a matrix that is
obtained by rotating X clockwise 90 degrees. We call X south Vandermonde whenever X ′

is west Vandermonde.

The above notions regarding west Vandermonde matrices carry over to south Vandermonde
matrices.

We end this section with a comment.

Lemma 13.13. Let X ∈ Matd+1(K) denote a west or south Vandermonde matrix. Then X
is invertible.

Proof: First assume that X is west Vandermonde. Perform invertible row and column
operations on X so that the resulting matrix X ′ has (i, j)-entry θji for 0 ≤ i, j ≤ d. The
determinant of X ′ is equal to

∏

0≤i<j≤d(θj − θi). The {θi}
d
i=0 are mutually distinct so this

determinant is nonzero. Therefore X ′ is invertible so X is invertible. The case of south
Vandermonde is similar. ✷

30



14 Hessenberg matrices and graded sequences of poly-

nomials

Recall the notion of a Hessenberg matrix from Section 1. In the next section we discuss the
role Vandermonde matrices play in the diagonalization of Hessenberg matrices. To prepare
for that, in this section we discuss the relationship between Hessenberg matrices and graded
sequences of polynomials.

Lemma 14.1. Let H ∈ Matd+1(K) denote a Hessenberg matrix. Then the minimal polyno-
mial of H is equal to the characteristic polynomial of H.

Proof: Using the Hessenberg shape of H , we find I,H,H2, . . . , Hd are linearly independent.
Therefore the minimal polynomial of H has degree d+ 1. The result follows. ✷

Given a Hessenberg matrix H , we are interested in finding the polynomial in Lemma
14.1.

Notation 14.2. Let H ∈ Matd+1(K) denote a Hessenberg matrix. We denote by cH the
product

∏d

i=1Hi,i−1. Observe that cH is nonzero.

Definition 14.3. Let H ∈ Matd+1(K) denote a Hessenberg matrix. Define a sequence of
polynomials {fi}

d+1
i=0 in K[λ] such that

(i) f0 = 1;

(ii) λfj =
∑j+1

i=0 Hijfi for 0 ≤ j ≤ d− 1;

(iii) λfd = c−1
H fd+1 +

∑d

i=0Hidfi, where cH is from Notation 14.2.

We call {fi}
d+1
i=0 the polynomials of H .

Definition 14.4. A graded sequence of polynomials {fi}
d+1
i=0 in K[λ] is called standard when-

ever fd+1 is monic.

Lemma 14.5. Let H ∈ Matd+1(K) denote a Hessenberg matrix with polynomials {fi}
d+1
i=0 .

Then the following (i)–(iii) hold.

(i) For 0 ≤ i ≤ d, fi has degree i with λi coefficient (
∏i

j=1Hj,j−1)
−1.

(ii) fd+1 is monic with degree d+ 1.

(iii) The sequence {fi}
d+1
i=0 is graded and standard.

Proof: Routine. ✷

Let I denote the identity matrix in Matd+1(K). For 0 ≤ i ≤ d, let ǫi denote the ith

column of I. Observe that {ǫi}
d
i=0 is a basis for the vector space K

d+1.

Lemma 14.6. Let H ∈ Matd+1(K) denote a Hessenberg matrix. Then there exists a unique
standard graded sequence of polynomials {fi}

d+1
i=0 in K[λ] such that fi(H)ǫ0 = ǫi for 0 ≤ i ≤ d

and fd+1(H)ǫ0 = 0. The {fi}
d+1
i=0 are the polynomials of H from Definition 14.3.
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Proof: Concerning existence, let {fi}
d+1
i=0 denote the polynomials of H . By Lemma 14.5(iii)

the sequence {fi}
d+1
i=0 is graded and standard. We show that fi(H)ǫ0 = ǫi for 0 ≤ i ≤ d and

fd+1(H)ǫ0 = 0. Abbreviate vi = fi(H)ǫ0 for 0 ≤ i ≤ d + 1 and note that v0 = ǫ0. From
Definition 14.3, we have

Hvj =

j+1
∑

i=0

Hijvi (0 ≤ j ≤ d), (40)

where Hd+1,d = c−1
H . By the definition of {ǫi}

d
i=0, we have

Hǫj =

j+1
∑

i=0

Hijǫi (0 ≤ j ≤ d), (41)

where ǫd+1 = 0. Comparing (40), (41) and using v0 = ǫ0, we find vi = ǫi for 0 ≤ i ≤ d + 1.
Therefore fi(H)ǫ0 = ǫi for 0 ≤ i ≤ d and fd+1(H)ǫ0 = 0. Concerning uniqueness, let {f ′

i}
d+1
i=0

denote a standard graded sequence of polynomials in K[λ] such that f ′
i(H)ǫ0 = ǫi for 0 ≤

i ≤ d and f ′
d+1(H)ǫ0 = 0. We show that f ′

i = fi for 0 ≤ i ≤ d+ 1. Let i be given and define
gi = f ′

i − fi. Observe that gi(H)ǫ0 = 0. Thus gi(H)ǫj = gi(H)fj(H)ǫ0 = fj(H)gi(H)ǫ0 = 0
for 0 ≤ j ≤ d, so gi(H) = 0. Therefore the minimal polynomial of H divides gi. The
polynomial gi has degree at most d, and the minimal polynomial of H has degree d + 1 by
Lemma 14.1. Therefore gi = 0 so f ′

i = fi. ✷

Corollary 14.7. Let H ∈ Matd+1(K) denote a Hessenberg matrix with polynomials {fi}
d+1
i=0 .

Then fd+1 is both the minimal polynomial and the characteristic polynomial of H.

Proof: Using Lemma 14.6 we find that fd+1(H)ǫi = fd+1(H)fi(H)ǫ0 = fi(H)fd+1(H)ǫ0 = 0
for 0 ≤ i ≤ d. Therefore fd+1(H) = 0. The result follows by Lemma 14.1 and Lemma
14.5(ii). ✷

So far, given a Hessenberg matrix we obtain a graded sequence of polynomials. Now
turning things around, given a graded sequence of polynomials we obtain a Hessenberg
matrix.

Definition 14.8. Let {fi}
d+1
i=0 denote a graded sequence of polynomials in K[λ]. Observe

that for 0 ≤ j ≤ d, λfj is in the span of {fi}
j+1
i=0 . So for 0 ≤ j ≤ d, there exists a unique

sequence of scalars {cij}
j+1
i=0 taken from K such that λfj =

∑j+1
i=0 cijfi. We call the scalar cij

the (i, j)-connection coefficient for the given graded sequence of polynomials.

Definition 14.9. Let {fi}
d+1
i=0 denote a graded sequence of polynomials in K[λ]. By the

connection coefficient matrix of {fi}
d+1
i=0 , we mean the Hessenberg matrix H ∈ Matd+1(K)

such that Hij = cij for 0 ≤ i, j ≤ d, i − j ≤ 1. The scalars cij are from Definition 14.8.
Observe that the scalar cd+1,d plays no role in the definition of H .

Lemma 14.10. Let {fi}
d+1
i=0 (resp. {f ′

i}
d+1
i=0 ) denote a graded sequence of polynomials in K[λ]

with connection coefficient matrix H (resp. H ′). Then the following (i), (ii) are equivalent.

(i) H = H ′.
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(ii) fi = f ′
i for 0 ≤ i ≤ d and there exists 0 6= c ∈ K such that fd+1 = cf ′

d+1.

Proof: Routine by Definition 14.9. ✷

Lemma 14.11. Let {fi}
d+1
i=0 denote a standard graded sequence of polynomials in K[λ] and

let H ∈ Matd+1(K) denote a Hessenberg matrix. Then the following (i), (ii) are equivalent.

(i) {fi}
d+1
i=0 are the polynomials of H.

(ii) H is the connection coefficient matrix of {fi}
d+1
i=0 .

Proof: Routine. ✷

15 A Vandermonde matrix as a transition matrix

In this section we discuss the role that Vandermonde matrices play in the diagonalization of
a Hessenberg matrix.

Lemma 15.1. Let H ∈ Matd+1(K) denote a Hessenberg matrix with polynomials {fi}
d+1
i=0 .

Then the following (i)–(iii) are equivalent.

(i) H is diagonalizable.

(ii) H is multiplicity-free.

(iii) fd+1 has d+ 1 distinct roots in K.

Proof: Recall that the polynomial fd+1 has degree d+1 and it is the minimal polynomial of
H by Corollary 14.7. By elementary linear algebra a matrix in Matd+1(K) is diagonalizable
if and only if its minimal polynomial has distinct roots in K. The result follows. ✷

Let H ∈ Matd+1(K) denote a multiplicity-free Hessenberg matrix and let {θi}
d
i=0 denote

an ordering of the eigenvalues of H . Let D ∈ Matd+1(K) denote the diagonal matrix with
(i, i)-entry θi for 0 ≤ i ≤ d. By elementary linear algebra, there exists an invertible X ∈
Matd+1(K) such that H = X−1DX . We comment on the uniqueness ofX . Suppose that Y ∈
Matd+1(K) is invertible and H = Y −1DY . Then X−1DX = Y −1DY so DYX−1 = Y X−1D.
Therefore Y X−1 is diagonal by Lemma 3.1. By construction Y X−1 is invertible. By these
comments there exists an invertible diagonal matrix ∆ ∈ Matd+1(K) such that Y = ∆X .

Lemma 15.2. Let H ∈ Matd+1(K) denote a multiplicity-free Hessenberg matrix with polyno-
mials {fi}

d+1
i=0 . Let {θi}

d
i=0 denote an ordering of the eigenvalues of H and let D ∈ Matd+1(K)

denote the diagonal matrix with (i, i)-entry θi for 0 ≤ i ≤ d. For X ∈ Matd+1(K), the fol-
lowing (i), (ii) are equivalent.

(i) X is invertible and H = X−1DX.

(ii) (X, {θi}
d
i=0) is a west Vandermonde system with polynomials {fi}

d+1
i=0 .
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Proof: (i) ⇒ (ii) Observe that {θi}
d
i=0 are mutually distinct since H is multiplicity-free. We

show that

Xij = Xi0fj(θi) (0 ≤ i, j ≤ d). (42)

SinceH = X−1DX we have fj(H) = X−1fj(D)X soXfj(H) = fj(D)X . Hence ǫtiXfj(H)ǫ0 =
ǫtifj(D)Xǫ0. Simplify this equation using fj(H)ǫ0 = ǫj from Lemma 14.6 together with ma-
trix multiplication to obtain (42). By (42) and since X is invertible we find Xi0 6= 0 for
0 ≤ i ≤ d. By Corollary 14.7 we have fd+1 =

∏d

i=0(λ− θi). By these comments (X, {θi}
d
i=0)

is a west Vandermonde system with polynomials {fi}
d+1
i=0 .

(ii) ⇒ (i) By Lemma 13.13 X is invertible. We now show that H = X−1DX . For 0 ≤ i ≤ d,
evaluate the equations in Definition 14.3(ii),(iii) at λ = θi. In the resulting equations multiply
each side by Xi0 and simplify using (38) and Corollary 14.7 to obtain θiXij =

∑d

n=0HnjXin

for 0 ≤ j ≤ d. Therefore DX = XH so H = X−1DX . ✷

Corollary 15.3. Let (X, {θi}
d
i=0) denote a west Vandermonde system with polynomials

{fi}
d+1
i=0 . Let D ∈ Matd+1(K) denote the diagonal matrix with (i, i)-entry θi for 0 ≤ i ≤

d. Then X−1DX is the connection coefficient matrix of {fi}
d+1
i=0 . Moreover X−1DX is

multiplicity-free and Hessenberg.

Proof: Let H ∈ Matd+1(K) denote the connection coefficient matrix of {fi}
d+1
i=0 . Then H is

Hessenberg by Definition 14.9. We show that H = X−1DX and that H is multiplicity-free.
By Lemma 14.11 the {fi}

d+1
i=0 are the polynomials of H . Since fd+1 =

∏d

i=0(λ − θi) and
{θi}

d
i=0 are mutually distinct, we find using Corollary 14.7 that H is multiplicity-free. Now

by Lemma 15.2 we find H = X−1DX . The result follows. ✷

We have been discussing west Vandermonde systems. We now obtain analogous results for
south Vandermonde systems.

Definition 15.4. Let {fi}
d+1
i=0 denote a standard graded sequence of polynomials in K[λ]. Let

H ∈ Matd+1(K) denote the connection coefficient matrix of {fi}
d+1
i=0 . Recall from Definition

14.9 that H is Hessenberg, so H ς is Hessenberg. The polynomials of H ς will be denoted by
{f ς

i }
d+1
i=0 . The two polynomial sequences {fi}

d+1
i=0 and {f ς

i }
d+1
i=0 are said to be associated. Note

that f ς
d+1 = fd+1 by Corollary 14.7.

Lemma 15.5. Let H ∈ Matd+1(K) denote a multiplicity-free Hessenberg matrix with polyno-
mials {fi}

d+1
i=0 . Let {θi}

d
i=0 denote an ordering of the eigenvalues of H and let D ∈ Matd+1(K)

denote the diagonal matrix with (i, i)-entry θi for 0 ≤ i ≤ d. For X ∈ Matd+1(K), the fol-
lowing (i), (ii) are equivalent.

(i) X is invertible and H = XDX−1.

(ii) (X, {θi}
d
i=0) is a south Vandermonde system with polynomials {f ς

i }
d+1
i=0 .

Proof: (i) ⇒ (ii) In the equation H = XDX−1, apply ς to each side to obtain H ς =
(X ς)−1DςX ς . By this and Lemma 15.2 the sequence (X ς , {θd−i}

d
i=0) is a west Vandermonde

system with polynomials {f ς
i }

d+1
i=0 . Therefore (X, {θi}

d
i=0) is a south Vandermonde system

with polynomials {f ς
i }

d+1
i=0 .

34



(ii) ⇒ (i) By assumption (X, {θi}
d
i=0) is a south Vandermonde system with polynomials

{f ς
i }

d+1
i=0 . Therefore (X

ς , {θd−i}
d
i=0) is a west Vandermonde system with polynomials {f ς

i }
d+1
i=0 .

Applying Lemma 15.2 we find that X ς is invertible and H ς = (X ς)−1DςX ς . Applying ς we
find that X is invertible and H = XDX−1. ✷

Corollary 15.6. Let (X, {θi}
d
i=0) denote a south Vandermonde system with polynomials

{fi}
d+1
i=0 . Let D ∈ Matd+1(K) denote the diagonal matrix with (i, i)-entry θi for 0 ≤ i ≤

d. Then XDX−1 is the connection coefficient matrix of {f ς
i }

d+1
i=0 . Moreover XDX−1 is

multiplicity-free and Hessenberg.

Proof: Similar to the proof of Corollary 15.3. ✷

16 The inverse of a Vandermonde matrix

Let X ∈ Matd+1(K) denote a west or south Vandermonde matrix. In Lemma 13.13 we
showed that X is invertible. In this section we discuss the matrix X−1.

Proposition 16.1. Let (X, {θi}
d
i=0) denote a west Vandermonde system with polynomials

{fi}
d+1
i=0 . Then the following (i), (ii) hold.

(i) (X−1, {θi}
d
i=0) is a south Vandermonde system with polynomials {f ς

i }
d+1
i=0 , where {f

ς
i }

d+1
i=0

are the associated polynomials of {fi}
d+1
i=0 .

(ii) (X−1)dj =
cH

τj(θj)ηd−j(θj)Xj0
for 0 ≤ j ≤ d, where H is the connection coefficient matrix

of {fi}
d+1
i=0 and cH is from Notation 14.2.

Proof: (i) Let D ∈ Matd+1(K) denote the diagonal matrix with (i, i)-entry θi for 0 ≤ i ≤ d.
Observe that H is Hessenberg by Definition 14.9 and that {fi}

d+1
i=0 are the polynomials of

H by Lemma 14.11. Since fd+1 =
∏d

i=0(λ − θi) and {θi}
d
i=0 are mutually distinct, we find

using Corollary 14.7 that H is multiplicity-free and {θi}
d
i=0 is an ordering of the eigenvalues

of H . Therefore H = X−1DX by Lemma 15.2. Applying Lemma 15.5 to X−1, we find
(X−1, {θi}

d
i=0) is a south Vandermonde system with polynomials {f ς

i }
d+1
i=0 .

(ii) First assume that Xi0 = 1 for 0 ≤ i ≤ d. Let h ∈ K[λ] denote the polynomial
∑d

i=0(X
−1)ijfi. In the equation XX−1 = I, evaluate the jth-column using matrix multi-

plication to find that h(θi) = δij for 0 ≤ i ≤ d. Let ej ∈ K[λ] denote the polynomial
τjηd−j

τj(θj)ηd−j(θj)
. Observe that ej(θi) = δij for 0 ≤ i ≤ d. Thus h(θi) = ej(θi) for 0 ≤ i ≤ d. It

follows that h = ej since both h and ej have degree d. In particular, the leading coefficient of
h is equal to the leading coefficient of ej . By Lemma 14.5(i) the leading coefficient of fd is c

−1
H ,

so the leading coefficient of h is (X−1)djc
−1
H . The leading coefficient of ej is (τj(θj)ηd−j(θj))

−1.
By these comments (X−1)djc

−1
H = (τj(θj)ηd−j(θj))

−1 so (X−1)dj =
cH

τj(θj)ηd−j(θj)
. The result is

now proven for the special case in which Xi0 = 1 for 0 ≤ i ≤ d. For the general case, apply
the special case to the west Vandermonde system (∆−1X, {θi}

d
i=0), where ∆ ∈ Matd+1(K) is

the diagonal matrix with (i, i)-entry Xi0 for 0 ≤ i ≤ d. ✷

Proposition 16.2. Let (X, {θi}
d
i=0) denote a south Vandermonde system with polynomials

{fi}
d+1
i=0 . Then the following (i), (ii) hold.
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(i) (X−1, {θi}
d
i=0) is a west Vandermonde system with polynomials {f ς

i }
d+1
i=0 , where {f ς

i }
d+1
i=0

are the associated polynomials of {fi}
d+1
i=0 .

(ii) (X−1)i0 =
cH

τi(θi)ηd−i(θi)Xdi
for 0 ≤ i ≤ d, where H is the connection coefficient matrix of

{fi}
d+1
i=0 and cH is from Notation 14.2.

Proof: Similar to the proof of Proposition 16.1. ✷

In the next section we return to our discussion of TH systems.

17 The transition matrices P,P and their Vandermonde

structures

We return our attention to TH systems. Let Φ denote a TH system. Recall the transition
matrices P and P of Φ from Definition 11.1 and Definition 11.8. We will show that each of
P,P has a west Vandermonde structure and a south Vandermonde structure. We start by
associating with Φ a graded sequence of polynomials.

Definition 17.1. Let Φ = (A; {Ei}
d
i=0;A

∗; {E∗
i }

d
i=0) denote a TH system on V . Let {vi}

d
i=0

denote a Φ-standard basis for V and let H ∈ Matd+1(K) denote the matrix representing A
with respect to {vi}

d
i=0. Observe that H is Hessenberg. Let {si}

d+1
i=0 denote the polynomials

of H from Definition 14.3, so that si(A)v0 = vi for 0 ≤ i ≤ d by Lemma 14.6 and sd+1 is the
minimal polynomial of A by Corollary 14.7.

The following normalization of the {si}
d+1
i=0 will be useful.

Definition 17.2. With reference to Definition 17.1, let {ti}
d+1
i=0 denote the sequence of poly-

nomials in K[λ] that satisfies (i), (ii) below.

(i) For 0 ≤ i ≤ d, ti = si/ℓi where ℓi is from Definition 8.1.

(ii) td+1 = sd+1.

We will show in Corollary 17.10 that ti(θd) = 1 for 0 ≤ i ≤ d.

In Definition 17.1 we saw how the polynomials {si}
d+1
i=0 arise naturally from the action

of A on a Φ-standard basis for V . We now discuss the meaning of the polynomials {ti}
d+1
i=0

from this point of view. Let {ui}
d
i=0 denote the inverted dual of a Φ̃-standard basis for Ṽ .

By Corollary 10.3, {ℓiui}
d
i=0 is a Φ-standard basis for V , where ℓi is from Definition 8.1.

Therefore by Definition 17.2, ti(A)u0 = ui for 0 ≤ i ≤ d and td+1 is the minimal polynomial
of A.

Our next goal is to show that the polynomials {si}
d+1
i=0 and {t̃i}

d+1
i=0 are associated in the

sense of Definition 15.4. We will use the following fact. Let {vi}
d
i=0 denote a basis for V

and let R ∈ End(V ). Let S ∈ Matd+1(K) denote the matrix representing R with respect to
{vi}

d
i=0. By elementary linear algebra, St is the matrix representing Rσ with respect to the

dual of {vi}
d
i=0, where σ : End(V ) → End(Ṽ ) is the canonical anti-isomorphism from above

Definition 6.12. Therefore the matrix Sς represents Rσ with respect to the inverted dual of
{vi}

d
i=0.
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Lemma 17.3. With reference to Definition 17.1 and Definition 17.2, for each column of the
table below, the two graded sequences of polynomials are associated in the sense of Definition
15.4.

{si}
d+1
i=0 {s∗i }

d+1
i=0 {s̃i}

d+1
i=0 {s̃∗i }

d+1
i=0

{t̃i}
d+1
i=0 {t̃∗i }

d+1
i=0 {ti}

d+1
i=0 {t∗i }

d+1
i=0

Proof: Let {vi}
d
i=0 denote a Φ-standard basis for V and let H ∈ Matd+1(K) denote the matrix

representing A with respect to {vi}
d
i=0. By Definition 17.1, {si}

d+1
i=0 are the polynomials of H .

Let {wi}
d
i=0 denote the inverted dual of {vi}

d
i=0. Applying the comments below Definition

17.2 to Φ̃, we find t̃i(A
σ)w0 = wi for 0 ≤ i ≤ d and t̃d+1 is the minimal polynomial of Aσ.

Moreover by the comments above the present lemma, the matrix H ς represents Aσ with
respect to {wi}

d
i=0. Now by Lemma 14.6 the {t̃i}

d+1
i=0 are the polynomials of H ς . Therefore

{si}
d+1
i=0 and {t̃i}

d+1
i=0 are associated by Definition 15.4. We have verified our assertions about

the first column of the above table. Our assertions about the remaining columns follow from
Definition 7.2. ✷

We recall some elementary linear algebra. Let {ui}
d
i=0 and {vi}

d
i=0 denote bases for V .

Let T ∈ Matd+1(K) denote the transition matrix from {ui}
d
i=0 to {vi}

d
i=0. Pick A ∈ End(V )

and let S ∈ Matd+1(K) denote the matrix that represents A with respect to {ui}
d
i=0. Then

the matrix T−1ST represents A with respect to {vi}
d
i=0.

We now display a west Vandermonde structure for P .

Proposition 17.4. Let Φ denote a TH system with eigenvalue sequence {θi}
d
i=0 and dual

eigenvalue sequence {θ∗i }
d
i=0. Let P denote the transition matrix of Φ from Definition 11.1.

Then (P, {θi}
d
i=0) is a west Vandermonde system, and the corresponding polynomials are the

{si}
d+1
i=0 from Definition 17.1. For each relative of P we display a west Vandermonde system

along with the corresponding polynomials.

west Vandermonde system corresponding polynomials

(P, {θi}
d
i=0) {si}

d+1
i=0

(P ∗, {θ∗i }
d
i=0) {s∗i }

d+1
i=0

(P̃ , {θd−i}
d
i=0) {s̃i}

d+1
i=0

(P̃ ∗, {θ∗d−i}
d
i=0) {s̃∗i }

d+1
i=0

Proof: Write Φ = (A; {Ei}
d
i=0;A

∗; {E∗
i }

d
i=0) and assume V is the vector space underlying Φ.

Let H ∈ Matd+1(K) (resp. D ∈ Matd+1(K)) denote the matrix representing A with respect
to a Φ-standard (resp. Φ∗-standard) basis for V . By construction H is Hessenberg and
multiplicity-free with an ordering of the eigenvalues {θi}

d
i=0. By construction D is diagonal

with (i, i)-entry θi for 0 ≤ i ≤ d. By Definition 17.1 {si}
d+1
i=0 are the polynomials of H . By

Definition 11.1 and the comments above this proposition, we have H = P−1DP . Therefore
by Lemma 15.2 (P, {θi}

d
i=0) is a west Vandermonde system with polynomials {si}

d+1
i=0 . We

have verified our assertions about the first row of the above table. Our assertions about the
remaining rows follow from Corollary 7.1. ✷

We now display a south Vandermonde structure for P .
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Proposition 17.5. Let Φ denote a TH system with eigenvalue sequence {θi}
d
i=0 and dual

eigenvalue sequence {θ∗i }
d
i=0. Let P denote the transition matrix of Φ from Definition 11.1.

Then (P, {θ∗i }
d
i=0) is a south Vandermonde system, and the corresponding polynomials are

the {t̃∗i }
d+1
i=0 from Definition 17.2. For each relative of P we display a south Vandermonde

system along with the corresponding polynomials.

south Vandermonde system corresponding polynomials

(P, {θ∗i }
d
i=0) {t̃∗i }

d+1
i=0

(P ∗, {θi}
d
i=0) {t̃i}

d+1
i=0

(P̃ , {θ∗d−i}
d
i=0) {t∗i }

d+1
i=0

(P̃ ∗, {θd−i}
d
i=0) {ti}

d+1
i=0

Proof: By Proposition 17.4 (P ∗, {θ∗i }
d
i=0) is a west Vandermonde system with polynomials

{s∗i }
d+1
i=0 . Thus by Proposition 16.1 and Lemma 17.3, ((P ∗)−1, {θ∗i }

d
i=0) is a south Vander-

monde system with polynomials {t̃∗i }
d+1
i=0 . By this and since PP ∗ = νI, (ν−1P, {θ∗i }

d
i=0) is a

south Vandermonde system with polynomials {t̃∗i }
d+1
i=0 . Therefore by Lemma 13.8 (P, {θ∗i }

d
i=0)

is a south Vandermonde system with polynomials {t̃∗i }
d+1
i=0 . We have verified our assertions

about the first row of the above table. Our assertions about the remaining rows follow from
Corollary 7.1. ✷

We now turn to the matrix P. Below we display a west Vandermonde structure and a
south Vandermonde structure for P. We begin with the west Vandermonde structure.

Corollary 17.6. Let Φ denote a TH system with eigenvalue sequence {θi}
d
i=0 and dual eigen-

value sequence {θ∗i }
d
i=0. Let P denote the transition matrix of Φ from Definition 11.8. Then

(P, {θi}
d
i=0) is a west Vandermonde system, and the corresponding polynomials are the {ti}

d+1
i=0

from Definition 17.2. For each relative of P we display a west Vandermonde system along
with the corresponding polynomials.

west Vandermonde system corresponding polynomials

(P, {θi}
d
i=0) {ti}

d+1
i=0

(P∗, {θ∗i }
d
i=0) {t∗i }

d+1
i=0

(P̃, {θd−i}
d
i=0) {t̃i}

d+1
i=0

(P̃∗, {θ∗d−i}
d
i=0) {t̃∗i }

d+1
i=0

Proof: Routine by Lemma 13.9 and Proposition 17.4. ✷

We now display a south Vandermonde structure for P.

Corollary 17.7. Let Φ denote a TH system with eigenvalue sequence {θi}
d
i=0 and dual eigen-

value sequence {θ∗i }
d
i=0. Let P denote the transition matrix of Φ from Definition 11.8. Then

(P, {θ∗i }
d
i=0) is a south Vandermonde system, and the corresponding polynomials are the

{t̃∗i }
d+1
i=0 from Definition 17.2. For each relative of P we display a south Vandermonde sys-

tem along with the corresponding polynomials.

south Vandermonde system corresponding polynomials

(P, {θ∗i }
d
i=0) {t̃∗i }

d+1
i=0

(P∗, {θi}
d
i=0) {t̃i}

d+1
i=0

(P̃, {θ∗d−i}
d
i=0) {t∗i }

d+1
i=0

(P̃∗, {θd−i}
d
i=0) {ti}

d+1
i=0
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Proof: Similar to the proof of Corollary 17.6 using Proposition 17.5. ✷

We have now displayed the west Vandermonde and south Vandermonde structures for P
and P. As corollaries to these results, we now obtain some facts involving the polynomials
{si}

d+1
i=0 and {ti}

d+1
i=0 .

Corollary 17.8. Let Φ denote a TH system with eigenvalue sequence {θi}
d
i=0 and dual eigen-

value sequence {θ∗i }
d
i=0. Let P denote the transition matrix of Φ from Definition 11.1 and let

P denote the corresponding matrix from Definition 11.8. Let {si}
d+1
i=0 (resp. {ti}

d+1
i=0 ) denote

the polynomials of Φ from Definition 17.1 (resp. Definition 17.2). Then the following (i),
(ii) hold for 0 ≤ i, j ≤ d.

(i) Pij = ℓjtj(θi) = ℓj t̃
∗
d−i(θ

∗
j ) = sj(θi) = ℓj s̃

∗
d−i(θ

∗
j )/ℓ̃

∗
d−i.

(ii) Pij = tj(θi) = t̃∗d−i(θ
∗
j ) = sj(θi)/ℓj = s̃∗d−i(θ

∗
j )/ℓ̃

∗
d−i.

Here ℓj, ℓ̃
∗
d−i are from Definition 8.1 and Lemma 8.2 respectively.

Proof: (i) Using Corollary 11.3, (38), and Proposition 17.4, we find Pij = sj(θi). Similarly
using Proposition 17.5 in place of Proposition 17.4 we find Pij = ℓj t̃

∗
d−i(θ

∗
j ). The remaining

assertions follow using Definition 17.2.
(ii) Use (i) and the fact that Pij = Pijℓj for 0 ≤ i, j ≤ d. ✷

We emphasize one aspect of Corollary 17.8 which is telling us that the {si}
d+1
i=0 and the

{ti}
d+1
i=0 each satisfy a variation on the Askey-Wilson duality [3, Theorems 14.7–14.9].

Corollary 17.9. Let Φ denote a TH system with eigenvalue sequence {θi}
d
i=0 and dual eigen-

value sequence {θ∗i }
d
i=0. Let {si}

d+1
i=0 (resp. {ti}

d+1
i=0 ) denote the corresponding polynomials

from Definition 17.1 (resp. Definition 17.2). Then the following (i), (ii) hold for 0 ≤ i, j ≤ d.

(i) tj(θi) = t̃∗d−i(θ
∗
j ).

(ii) sj(θi)/ℓj = s̃∗d−i(θ
∗
j )/ℓ̃

∗
d−i, where ℓj, ℓ̃

∗
d−i are from Definition 8.1 and Lemma 8.2 respec-

tively.

We have a comment on how the polynomials {si}
d+1
i=0 and {ti}

d+1
i=0 are normalized.

Corollary 17.10. Let Φ denote a TH system with eigenvalue sequence {θi}
d
i=0 and dual

eigenvalue sequence {θ∗i }
d
i=0. Let {si}

d+1
i=0 (resp. {ti}

d+1
i=0 ) denote the corresponding polynomi-

als from Definition 17.1 (resp. Definition 17.2). Then the following (i), (ii) hold.

(i) si(θd) = ℓi for 0 ≤ i ≤ d, where ℓi is from Definition 8.1.

(ii) ti(θd) = 1 for 0 ≤ i ≤ d.

Proof: Use Corollary 11.3 and Corollary 17.8(i). ✷

The polynomials {ti}
d+1
i=0 are not orthogonal in general; however we do have the following.

Corollary 17.11. Let Φ denote a TH system with eigenvalue sequence {θi}
d
i=0 and dual

eigenvalue sequence {θ∗i }
d
i=0. Let {ti}

d+1
i=0 denote the corresponding polynomials from Defini-

tion 17.2. Then the following (i), (ii) hold.
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(i)

d
∑

n=0

ti(θn)t̃j(θn)ℓ
∗
n = δi+j,d νℓ

−1
i (0 ≤ i, j ≤ d).

(ii)
d

∑

i=0

ti(θm)t̃d−i(θn)ℓi = δmn ν(ℓ
∗
m)

−1 (0 ≤ m,n ≤ d).

Here {ℓi}
d
i=0, {ℓ∗i }

d
i=0 are from Definition 8.1 and Lemma 8.2 respectively, and ν is from

Definition 9.1.

Proof: (i) Let P denote the transition matrix of Φ from Definition 11.1. In the equation
P ∗P = νI, compare the (d − j, i)-entry of each side to obtain

∑d

n=0 P
∗
d−j,nPni = δi+j,dν. In

this equation, evaluate Pni and P ∗
d−j,n using Corollary 17.8 to obtain

∑d

n=0 ℓ
∗
nt̃j(θn)ℓiti(θn) =

δi+j,dν. The result follows.
(ii) Let P denote the transition matrix of Φ from Definition 11.1. In the equation PP ∗ = νI,
compare the (m,n)-entry of each side to obtain

∑d

i=0 PmiP
∗
in = δmnν. In this equation,

evaluate Pmi and P ∗
in using Corollary 17.8 to obtain

∑d

i=0 ℓiti(θm)ℓ
∗
nt̃d−i(θn) = δmnν. The

result follows. ✷

We now give an analogue of Corollary 17.11 that applies to the polynomials {si}
d+1
i=0 .

Corollary 17.12. Let Φ denote a TH system with eigenvalue sequence {θi}
d
i=0 and dual

eigenvalue sequence {θ∗i }
d
i=0. Let {si}

d+1
i=0 denote the corresponding polynomials from Defini-

tion 17.1. Then the following (i), (ii) hold.

(i)

d
∑

n=0

si(θn)s̃j(θn)ℓ
∗
n = δi+j,d νℓ̃j (0 ≤ i, j ≤ d).

(ii)
d

∑

i=0

si(θm)s̃d−i(θn)(ℓ̃d−i)
−1 = δmn ν(ℓ

∗
m)

−1 (0 ≤ m,n ≤ d).

Here {ℓ̃i}
d
i=0, {ℓ

∗
i }

d
i=0 are from Lemma 8.2 and ν is from Definition 9.1.

Proof: Use Definition 17.2(i) and Corollary 17.11. ✷

We now express the polynomials {ti}
d+1
i=0 and {si}

d+1
i=0 in terms of the parameter array of Φ.

To do this we will use the two-variable polynomial p of Φ from Definition 11.5.

Corollary 17.13. Let Φ denote a TH system with eigenvalue sequence {θi}
d
i=0 and dual

eigenvalue sequence {θ∗i }
d
i=0. Let {ti}

d+1
i=0 denote the corresponding polynomials from Defini-

tion 17.2. Then the following (i), (ii) hold.

(i) For 0 ≤ i ≤ d, ti = p(λ, θ∗i ) where p is from Definition 11.5.

(ii) td+1 =
∏d

i=0(λ− θi).

Proof: Let P denote the transition matrix of Φ from Definition 11.8. Since Pij = p(θi, θ
∗
j )

for 0 ≤ i, j ≤ d, we find that (P, {θi}
d
i=0) is a west Vandermonde system with polynomials

{fi}
d+1
i=0 where fi = p(λ, θ∗i ) for 0 ≤ i ≤ d and fd+1 =

∏d

i=0(λ − θi). The result follows by
Corollary 17.6. ✷
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Example 17.14. With reference to Definition 17.2, assume d = 2. Then

t0 = 1,

t1 = 1 +
(λ− θ2)(θ

∗
1 − θ∗0)

φ1
,

t2 = 1 +
(λ− θ2)(θ

∗
2 − θ∗0)

φ1
+

(λ− θ2)(λ− θ1)(θ
∗
2 − θ∗0)(θ

∗
2 − θ∗1)

φ1φ2
.

Corollary 17.15. Let Φ denote a TH system with eigenvalue sequence {θi}
d
i=0 and dual

eigenvalue sequence {θ∗i }
d
i=0. Let {si}

d+1
i=0 denote the corresponding polynomials from Defini-

tion 17.1. Then the following (i), (ii) hold.

(i) For 0 ≤ i ≤ d, si = ℓip(λ, θ
∗
i ) where ℓi is from Definition 8.1 and p is from Definition

11.5.

(ii) sd+1 =
∏d

i=0(λ− θi).

Proof: Use Definition 17.2 and Corollary 17.13. ✷

Remark 17.16. In view of Corollary 17.13, one may wonder about the polynomial p(θi, λ).
By Lemma 12.3 and Corollary 17.13, p(θi, λ) = p̃∗(λ, θi) = t̃∗d−i for 0 ≤ i ≤ d.

We now give the results promised at the end of Section 10. Let Φ = (A; {Ei}
d
i=0;A

∗; {E∗
i }

d
i=0)

denote a TH system on V . Let 0 6= ξ0 ∈ E0V and recall the Φ-standard basis {E∗
i ξ0}

d
i=0 for

V from above (3). Let 0 6= ξ̃∗d ∈ E∗σ
d Ṽ and recall the Φ̃∗-standard basis {Eσ

d−iξ̃
∗
d}

d
i=0 for Ṽ

from above Proposition 10.5. These two bases are related as follows.

Proposition 17.17. With reference to the TH system Φ in Definition 6.12, let 0 6= ξ0 ∈ E0V
and 0 6= ξ̃∗d ∈ E∗σ

d Ṽ . Then for 0 ≤ i, j ≤ d,

〈E∗
i ξ0, E

σ
j ξ̃

∗
d〉 = ν−1ℓiℓ

∗
j ti(θj)〈ξ0, ξ̃

∗
d〉.

Here ℓi, ℓ
∗
j are from Definition 8.1 and Lemma 8.2 respectively, and ν, ti are from Definition

9.1 and Definition 17.2 respectively.

Proof: Let P denote the transition matrix of Φ from Definition 11.1. Let ξ∗0 = E∗
0ξ0 and

observe by Lemma 9.2 that

E0ξ
∗
0 = E0E

∗
0ξ0 = E0E

∗
0E0ξ0 = ν−1E0ξ0 = ν−1ξ0. (43)

We may now argue

〈E∗
i ξ0, E

σ
j ξ̃

∗
d〉 =

d
∑

n=0

Pni〈Enξ
∗
0 , E

σ
j ξ̃

∗
d〉 (by Definition 11.1)

= ℓ∗jPji〈E0ξ
∗
0 , ξ̃

∗
d〉 (by Proposition 10.5)

= ℓ∗jsi(θj)〈E0ξ
∗
0, ξ̃

∗
d〉 (by Corollary 17.8)

= ν−1ℓ∗jsi(θj)〈ξ0, ξ̃
∗
d〉 (by (43))

= ν−1ℓiℓ
∗
jti(θj)〈ξ0, ξ̃

∗
d〉 (by Definition 17.2).
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✷

Let Φ = (A; {Ei}
d
i=0;A

∗; {E∗
i }

d
i=0) denote a TH system on V . Let 0 6= ξ∗0 ∈ E∗

0V and
recall the Φ∗-standard basis {Eiξ

∗
0}

d
i=0 for V from above Proposition 10.5. Let 0 6= ξ̃d ∈ Eσ

d Ṽ
and recall the Φ̃-standard basis {E∗σ

d−iξ̃d}
d
i=0 for Ṽ from above Proposition 10.2. These two

bases are related as follows.

Proposition 17.18. With reference to the TH system Φ in Definition 6.12, let 0 6= ξ∗0 ∈ E∗
0V

and 0 6= ξ̃d ∈ Eσ
d Ṽ . Then for 0 ≤ i, j ≤ d,

〈Eiξ
∗
0 , E

∗σ
j ξ̃d〉 = ν−1ℓ∗i ℓjt

∗
i (θ

∗
j )〈ξ

∗
0, ξ̃d〉.

Here ℓ∗i , ℓj are from Lemma 8.2 and Definition 8.1 respectively, and ν, t∗i are from Definition
9.1 and Definition 17.2 respectively.

Proof: Apply Proposition 17.17 to Φ∗. ✷

18 TH systems and Vandermonde systems

In the previous sections we discussed TH systems and Vandermonde systems. In this section
we give a natural correspondence between these two objects.

Definition 18.1. A matrix X ∈ Matd+1(K) is called west-south (or double) Vandermonde
whenever X is both west Vandermonde and south Vandermonde. Assume X is west-south
Vandermonde. We say that X is west (resp. south) normalized whenever Xi0 = 1 (resp.
Xdi = 1) for 0 ≤ i ≤ d. We say that X is normalized whenever it is both west normalized
and south normalized.

Definition 18.2. By a west-south (or double) Vandermonde system in Matd+1(K), we
mean a sequence (X, {θi}

d
i=0, {θ

∗
i }

d
i=0) such that (X, {θi}

d
i=0) is a west Vandermonde sys-

tem in Matd+1(K) and (X, {θ∗i }
d
i=0) is a south Vandermonde system in Matd+1(K). Let

(X, {θi}
d
i=0, {θ

∗
i }

d
i=0) denote a west-south Vandermonde system. Observe that X is west-

south Vandermonde. We say that (X, {θi}
d
i=0, {θ

∗
i }

d
i=0) is west normalized (resp. south nor-

malized) (resp. normalized) whenever X is west normalized (resp. south normalized) (resp.
normalized) in the sense of Definition 18.1.

Our main goal in this section is to establish a bijection between the following two sets:

the set of isomorphism classes of TH systems over K of diameter d, (44)

the set of normalized west-south Vandermonde systems in Matd+1(K). (45)

To do this we define a map ρ from (44) to (45) and a map χ from (45) to (44), and show
that they are inverses of each other. We start with an observation. Let Φ denote a TH
system over K of diameter d, with eigenvalue sequence {θi}

d
i=0 and dual eigenvalue sequence

{θ∗i }
d
i=0. Let P denote the transition matrix of Φ from Definition 11.8. By Corollary 17.6

the sequence (P, {θi}
d
i=0) is a west Vandermonde system in Matd+1(K), and by Corollary

17.7 the sequence (P, {θ∗i }
d
i=0) is a south Vandermonde system in Matd+1(K). By Corollary

11.10, P is both west normalized and south normalized. Therefore (P, {θi}
d
i=0, {θ

∗
i }

d
i=0) is a

normalized west-south Vandermonde system in Matd+1(K).
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Definition 18.3. We define a map ρ from (44) to (45). We do this as follows. Let Φ denote
a TH system over K of diameter d, with eigenvalue sequence {θi}

d
i=0 and dual eigenvalue

sequence {θ∗i }
d
i=0. Let P denote the transition matrix of Φ from Definition 11.8. By the above

comment (P, {θi}
d
i=0, {θ

∗
i }

d
i=0) is a normalized west-south Vandermonde system in Matd+1(K).

The map ρ sends the isomorphism class of Φ to (P, {θi}
d
i=0, {θ

∗
i }

d
i=0).

We now define the map χ. We start with the following construction. Let (X, {θi}
d
i=0, {θ

∗
i }

d
i=0)

denote a normalized west-south Vandermonde system in Matd+1(K). We construct a TH sys-
tem Φ on V as follows. Recall that X is invertible by Lemma 13.13. Therefore there exist
bases {ui}

d
i=0, {vi}

d
i=0 for V such that X is the transition matrix from {ui}

d
i=0 to {vi}

d
i=0.

Define A ∈ End(V ) such that Aui = θiui for 0 ≤ i ≤ d. Define A∗ ∈ End(V ) such that
A∗vi = θ∗i vi for 0 ≤ i ≤ d. For 0 ≤ i ≤ d let Ei (resp. E

∗
i ) denote the primitive idempotent of

A (resp. A∗) corresponding to θi (resp. θ∗i ). Now define Φ = (A; {Ei}
d
i=0;A

∗; {E∗
i }

d
i=0). We

claim that Φ is a TH system on V . To prove the claim we show that Φ satisfies conditions
(i)–(v) in Definition 2.2. Conditions (i)–(iii) hold by construction. Let D∗ ∈ Matd+1(K)
denote the diagonal matrix with (i, i)-entry θ∗i for 0 ≤ i ≤ d. Observe that D∗ represents A∗

with respect to {vi}
d
i=0. Hence by the comment above Proposition 17.4, the matrix XD∗X−1

represents A∗ with respect to {ui}
d
i=0. Moreover since (X, {θ∗i }

d
i=0) is a south Vandermonde

system, XD∗X−1 is Hessenberg by Corollary 15.6. By these comments, condition (iv) holds.
Let D ∈ Matd+1(K) denote the diagonal matrix with (i, i)-entry θi for 0 ≤ i ≤ d. Observe
that D represents A with respect to {ui}

d
i=0. Hence by the comment above Proposition 17.4,

the matrix X−1DX represents A with respect to {vi}
d
i=0. Moreover since (X, {θi}

d
i=0) is a

west Vandermonde system, X−1DX is Hessenberg by Corollary 15.3. By these comments,
condition (v) holds. Therefore Φ is a TH system on V . By construction Φ has eigenvalue
sequence {θi}

d
i=0 and dual eigenvalue sequence {θ∗i }

d
i=0.

Definition 18.4. We define a map χ from (45) to (44). We do this as follows. Let
(X, {θi}

d
i=0, {θ

∗
i }

d
i=0) denote a normalized west-south Vandermonde system in Matd+1(K). Let

Φ denote the corresponding TH system constructed above. The map χ sends (X, {θi}
d
i=0, {θ

∗
i }

d
i=0)

to the isomorphism class of Φ.

Our next goal is to show that the maps ρ and χ are inverses of each other. We first recall
some elementary linear algebra. Let {ui}

d
i=0, {vi}

d
i=0, {wi}

d
i=0 denote bases for V . Let

T ∈ Matd+1(K) denote the transition matrix from {ui}
d
i=0 to {vi}

d
i=0 and let S ∈ Matd+1(K)

denote the transition matrix from {vi}
d
i=0 to {wi}

d
i=0. Then TS is the transition matrix from

{ui}
d
i=0 to {wi}

d
i=0.

Lemma 18.5. Let (X, {θi}
d
i=0, {θ

∗
i }

d
i=0) denote a normalized west-south Vandermonde system

in Matd+1(K) and let Φ denote the TH system constructed above Definition 18.4. Then X
is the transition matrix of Φ from Definition 11.8.

Proof: Let P denote the transition matrix of Φ from Definition 11.8. We show that P = X .
In what follows we refer to the construction of Φ above Definition 18.4. By the construction
of A (resp. A∗) we find that ui ∈ EiV (resp. vi ∈ E∗

i V ) for 0 ≤ i ≤ d. Recall that X is
the transition matrix from {ui}

d
i=0 to {vi}

d
i=0. By these comments, Definition 11.8, and the

comment above this lemma, there exist invertible diagonal matrices D1, D2 ∈ Matd+1(K)
such that P = D1XD2. The matrices P and X are west normalized, meaning that Pi0 =
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Xi0 = 1 for 0 ≤ i ≤ d. The matrices P and X are south normalized, meaning that
Pdi = Xdi = 1 for 0 ≤ i ≤ d. Evaluating the equation P = D1XD2 using these comments,
we find that D1 is a nonzero scalar multiple of the identity and D2 is the inverse of D1.
Therefore P = X . ✷

Theorem 18.6. The map ρ from Definition 18.3 and the map χ from Definition 18.4 are
inverses of each other. Moreover each of ρ, χ is bijective.

Proof: We show that ρ ◦ χ is the identity map on (45) and χ ◦ ρ is the identity map on
(44). We first show that ρ ◦χ is the identity map on (45). Let (X, {θi}

d
i=0, {θ

∗
i }

d
i=0) denote a

normalized west-south Vandermonde system in Matd+1(K). Let Φ denote the corresponding
TH system constructed above Definition 18.4. The map χ sends (X, {θi}

d
i=0, {θ

∗
i }

d
i=0) to the

isomorphism class of Φ. Recall from above Definition 18.4 that Φ has eigenvalue sequence
{θi}

d
i=0 and dual eigenvalue sequence {θ∗i }

d
i=0. By Lemma 18.5 X is the transition matrix

of Φ from Definition 11.8. By these comments and Definition 18.3 the map ρ sends the
isomorphism class of Φ to (X, {θi}

d
i=0, {θ

∗
i }

d
i=0). Therefore ρ ◦ χ is the identity map on (45).

Next we show that χ ◦ ρ is the identity map on (44). Let Φ denote a TH system over K
of diameter d, with eigenvalue sequence {θi}

d
i=0 and dual eigenvalue sequence {θ∗i }

d
i=0. Let P

denote the transition matrix of Φ from Definition 11.8. The map ρ sends the isomorphism
class of Φ to (P, {θi}

d
i=0, {θ

∗
i }

d
i=0). The map χ sends (P, {θi}

d
i=0, {θ

∗
i }

d
i=0) to the isomorphism

class of Φ′, where Φ′ is the corresponding TH system constructed above Definition 18.4.
Recall from above Definition 18.4 that Φ′ has eigenvalue sequence {θi}

d
i=0 and dual eigenvalue

sequence {θ∗i }
d
i=0. We show that Φ and Φ′ are isomorphic. To do this we will invoke Lemma

3.8. Write Φ = (A; {Ei}
d
i=0;A

∗; {E∗
i }

d
i=0) and Φ′ = (A′; {E ′

i}
d
i=0;A

∗′; {E∗′
i }

d
i=0). Let V (resp.

V ′) denote the vector space underlying Φ (resp. Φ′). Let 0 6= ξ∗0 ∈ E∗
0V (resp. 0 6=

ξ∗′0 ∈ E∗′
0 V

′) and recall the Φ∗-standard basis (resp. Φ∗′-standard basis) {Eiξ
∗
0}

d
i=0 (resp.

{E ′
iξ

∗′
0 }

d
i=0) for V (resp. V ′) from above Proposition 10.5. Let Γ : V → V ′ denote the

K-vector space isomorphism which sends Eiξ
∗
0 to E ′

iξ
∗′
0 for 0 ≤ i ≤ d. We show that

A′Γ = ΓA, A∗′Γ = ΓA∗, E ′
iΓ = ΓEi, E∗′

i Γ = ΓE∗
i (0 ≤ i ≤ d). (46)

We first show that E ′
iΓ = ΓEi for 0 ≤ i ≤ d. Let i be given. In order to show that E ′

iΓ = ΓEi,
we show that E ′

iΓ and ΓEi agree at each vector in the Φ∗-standard basis {Ejξ
∗
0}

d
j=0. Observe

that for 0 ≤ j ≤ d, E ′
iΓEjξ

∗
0 = E ′

iE
′
jξ

∗′
0 = δijE

′
iξ

∗′
0 and ΓEiEjξ

∗
0 = δijΓEiξ

∗
0 = δijE

′
iξ

∗′
0 .

Thus E ′
iΓ = ΓEi. Next we show that A′Γ = ΓA. Recall A =

∑d

i=0 θiEi. Observe that

A′ =
∑d

i=0 θiE
′
i since Φ′ has eigenvalue sequence {θi}

d
i=0. By these comments A′Γ = ΓA.

Next we show that E∗′
i Γ = ΓE∗

i for 0 ≤ i ≤ d. Let P (resp. P ′) denote the transition matrix
of Φ (resp. Φ′) from Definition 11.1, and let L (resp. L′) denote the matrix associated with
Φ (resp. Φ′) from Definition 8.5. Observe that L = L′ by Definition 8.1, since Φ and Φ′

have the same dual eigenvalue sequence {θ∗i }
d
i=0. By Lemma 18.5 P is the transition matrix

of Φ′ from Definition 11.8. By these comments and Definition 11.8, we have P = P ′. Let
0 6= ξ0 ∈ E0V (resp. 0 6= ξ′0 ∈ E ′

0V
′) such that ξ∗0 = E∗

0ξ0 (resp. ξ∗′0 = E∗′
0 ξ

′
0). Recall

the Φ-standard basis (resp. Φ′-standard basis) {E∗
i ξ0}

d
i=0 (resp. {E∗′

i ξ
′
0}

d
i=0) for V (resp.

V ′) from above (3). By Definition 11.1 and since P = P ′, P is the transition matrix from
{Eiξ

∗
0}

d
i=0 (resp. {E ′

iξ
∗′
0 }

d
i=0) to {E∗

i ξ0}
d
i=0 (resp. {E∗′

i ξ
′
0}

d
i=0). We can now easily show that
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E∗′
i Γ = ΓE∗

i for 0 ≤ i ≤ d. Let i be given. In order to show that E∗′
i Γ = ΓE∗

i we show that
E∗′

i Γ and ΓE∗
i agree at each vector in the Φ-standard basis {E∗

j ξ0}
d
j=0. For 0 ≤ j ≤ d,

E∗′
i ΓE

∗
j ξ0 = E∗′

i Γ
d

∑

h=0

PhjEhξ
∗
0 = E∗′

i

d
∑

h=0

PhjE
′
hξ

∗′
0 = E∗′

i E
∗′
j ξ

′
0 = δijE

∗′
j ξ

′
0,

ΓE∗
i E

∗
j ξ0 = δijΓE

∗
j ξ0 = δijΓ

d
∑

h=0

PhjEhξ
∗
0 = δij

d
∑

h=0

PhjE
′
hξ

∗′
0 = δijE

∗′
j ξ

′
0.

We have now shown that E∗′
i Γ and ΓE∗

i agree at each vector in the Φ-standard basis
{E∗

j ξ0}
d
j=0. Therefore E

∗′
i Γ = ΓE∗

i . Next we show that A∗′Γ = ΓA∗. Recall A∗ =
∑d

i=0 θ
∗
iE

∗
i .

Observe that A∗′ =
∑d

i=0 θ
∗
iE

∗′
i since Φ′ has dual eigenvalue sequence {θ∗i }

d
i=0. By these

comments A∗′Γ = ΓA∗. We have now shown (46). Now Φ and Φ′ are isomorphic in view of
Lemma 3.8. Therefore χ ◦ ρ is the identity map on (44). The result follows. ✷

Combining Corollary 4.4 and Theorem 18.6, we get a bijection between any two of the
following three sets:

• The set of isomorphism classes of TH systems over K of diameter d.

• The set of normalized west-south Vandermonde systems in Matd+1(K).

• The set of parameter arrays over K of diameter d.

19 Reduced TH systems and Vandermonde matrices

In the previous section we explained how double Vandermonde systems correspond with TH
systems. In this section we turn our attention to double Vandermonde matrices and explain
how these correspond with objects called reduced TH systems.

Definition 19.1. A sequence ({Ei}
d
i=0; {E

∗
i }

d
i=0) is called a reduced TH system (or RTH

system) on V whenever there exist A,A∗ ∈ End(V ) such that (A; {Ei}
d
i=0;A

∗; {E∗
i }

d
i=0) is

a TH system on V . Let Φ = (A; {Ei}
d
i=0;A

∗; {E∗
i }

d
i=0) denote a TH system on V . Then

({Ei}
d
i=0; {E

∗
i }

d
i=0) is an RTH system on V , called the reduction of Φ.

Definition 19.2. Let Λ = ({Ei}
d
i=0; {E

∗
i }

d
i=0) denote an RTH system on V . Let W denote

a vector space over K with dimension d+ 1, and let Ω = ({Fi}
d
i=0; {F

∗
i }

d
i=0) denote an RTH

system on W . By an isomorphism of RTH systems from Λ to Ω we mean a K-algebra
isomorphism γ : End(V ) → End(W ) such that Fi = Eγ

i and F ∗
i = E∗γ

i for 0 ≤ i ≤ d. We
say that the RTH systems Λ and Ω are isomorphic whenever there exists an isomorphism of
RTH systems from Λ to Ω.

Proposition 19.3. Let Φ and Φ′ denote TH systems over K. Then the following (i), (ii)
are equivalent.

(i) The reduction of Φ is isomorphic to the reduction of Φ′.
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(ii) Φ is affine isomorphic to Φ′.

Proof: (i)⇒ (ii) Let P (resp. P ′) denote the transition matrix of Φ (resp. Φ′) from Definition
11.1. From its definition, we see that P (resp. P ′) is determined by the primitive idempotents
of Φ (resp. Φ′). Hence by our assumption P = P ′. Let {θi}

d
i=0 (resp. {θ′i}

d
i=0) denote the

eigenvalue sequence of Φ (resp. Φ′). By Proposition 17.4 P and {θi}
d
i=0 are compatible.

Similarly P ′ and {θ′i}
d
i=0 are compatible. Since P = P ′, we conclude that P is compatible

with each of {θi}
d
i=0 and {θ′i}

d
i=0. Hence by Lemma 13.5 there exist α, β ∈ K with α 6= 0

such that θ′i = αθi + β for 0 ≤ i ≤ d. Let {θ∗i }
d
i=0 (resp. {θ

∗′
i }

d
i=0) denote the dual eigenvalue

sequence of Φ (resp. Φ′). By a similar argument, there exist α∗, β∗ ∈ K with α∗ 6= 0 such
that θ∗′i = α∗θ∗i + β∗ for 0 ≤ i ≤ d. It follows that Φ is affine isomorphic to Φ′.
(ii) ⇒ (i) Clear. ✷

Corollary 19.4. Let Λ and Ω denote isomorphic RTH systems over K. Then the isomor-
phism of RTH systems from Λ to Ω is unique.

Proof: Let γ and γ′ denote isomorphisms of RTH systems from Λ to Ω. We show that
γ = γ′. Let Φ (resp. Ψ) denote a TH system over K whose reduction is Λ (resp. Ω). By
Proposition 19.3 Φ is affine isomorphic to Ψ. In other words, Φ is isomorphic to an affine
transformation Ψ′ of Ψ. By construction Φ and Ψ′ have the same eigenvalue sequence and
dual eigenvalue sequence. By this and the comment (iv) above (1), we find that each of γ
and γ′ is an isomorphism of TH systems from Φ to Ψ′. Now γ = γ′ in view of Lemma 3.6.
The result follows. ✷

We now give a correspondence between TH systems and reduced TH systems.

Corollary 19.5. The map which sends a TH system to its reduction induces a bijection
from the set of affine isomorphism classes of TH systems over K to the set of isomorphism
classes of RTH systems over K.

Proof: Immediate from Proposition 19.3. ✷

We now turn our attention to double Vandermonde systems and double Vandermonde ma-
trices.

Lemma 19.6. Let Ω = (X, {θi}
d
i=0, {θ

∗
i }

d
i=0) denote a normalized west-south Vandermonde

system in Matd+1(K). Let α, β, α∗, β∗ denote scalars in K with α, α∗ nonzero. Then the
sequence

(X, {αθi + β}di=0; {α
∗θ∗i + β∗}di=0) (47)

is a normalized west-south Vandermonde system in Matd+1(K).

Proof: Routine by Lemma 13.5. ✷

Definition 19.7. Referring to Lemma 19.6, we call (47) the affine transformation of Ω
associated with α, β, α∗, β∗.

Definition 19.8. Let Ω and Ω′ denote normalized west-south Vandermonde systems in
Matd+1(K). We say that Ω and Ω′ are affine related whenever Ω is an affine transformation
of Ω′. Observe that the affine relation is an equivalence relation.
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Lemma 19.9. Let Ω = (X, {θi}
d
i=0, {θ

∗
i }

d
i=0) and Ω′ = (X ′, {θ′i}

d
i=0, {θ

∗′
i }

d
i=0) denote nor-

malized west-south Vandermonde systems in Matd+1(K). Then the following (i), (ii) are
equivalent.

(i) X = X ′.

(ii) Ω is affine related to Ω′.

Proof: (i) ⇒ (ii) Immediate from Lemma 13.5.
(ii) ⇒ (i) Clear. ✷

We now give a correspondence between normalized double Vandermonde systems and nor-
malized double Vandermonde matrices.

Corollary 19.10. The map which sends a normalized west-south Vandermonde system
(X, {θi}

d
i=0, {θ

∗
i }

d
i=0) to the matrix X induces a bijection from the set of affine classes of

normalized west-south Vandermonde systems in Matd+1(K) to the set of normalized west-
south Vandermonde matrices in Matd+1(K).

Proof: Immediate from Lemma 19.9. ✷

Next we give a correspondence between affine isomorphism classes of TH systems and affine
classes of normalized double Vandermonde systems. Recall the map ρ from Definition 18.3.

Lemma 19.11. Let Φ = (A; {Ei}
d
i=0;A

∗; {E∗
i }

d
i=0) denote a TH system over K. Let

(X, {θi}
d
i=0, {θ

∗
i }

d
i=0) denote the image under ρ of the isomorphism class of Φ. Let α, β, α∗, β∗

denote scalars in K with α, α∗ nonzero and consider the TH system (25). Then ρ sends the
isomorphism class of (25) to (X, {αθi + β}di=0, {α

∗θ∗i + β∗}di=0).

Proof: Immediate from Lemma 5.4. ✷

Corollary 19.12. The bijection ρ from Definition 18.3 induces a bijection from the set of
affine isomorphism classes of TH systems over K of diameter d, to the set of affine classes
of normalized west-south Vandermonde systems in Matd+1(K).

Proof: Immediate from Lemma 19.11. ✷

We now bring the parameter arrays into the discussion.

Definition 19.13. We define a binary relation on the set of parameter arrays over K of diam-
eter d. We do this as follows. Let p = ({θi}

d
i=0, {θ

∗
i }

d
i=0, {φi}

d
i=1) and p′ = ({θ′i}

d
i=0, {θ

∗′
i }

d
i=0, {φ

′
i}

d
i=1)

denote parameter arrays over K of diameter d. We say that p and p′ are affine related when-
ever there exist scalars α, β, α∗, β∗ in K with α, α∗ nonzero such that the following (i)–(iii)
hold.

(i) θ′i = αθi + β (0 ≤ i ≤ d).

(ii) θ∗′i = α∗θ∗i + β∗ (0 ≤ i ≤ d).

(iii) φ′
i = αα∗φi (1 ≤ i ≤ d).
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Observe that the affine relation is an equivalence relation. By a reduced parameter array we
mean an equivalence class of this relation.

Corollary 19.14. The bijection from Corollary 4.4 induces a bijection from the set of affine
isomorphism classes of TH systems over K of diameter d, to the set of reduced parameter
arrays over K of diameter d.

Proof: Immediate from Lemma 5.4. ✷

Combining Corollaries 19.5, 19.10, 19.12, 19.14, we get a bijection between any two of
the following five sets:

• The set of affine isomorphism classes of TH systems over K of diameter d.

• The set of isomorphism classes of RTH systems over K of diameter d.

• The set of affine classes of normalized west-south Vandermonde systems in Matd+1(K).

• The set of normalized west-south Vandermonde matrices in Matd+1(K).

• The set of reduced parameter arrays over K of diameter d.
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