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Perfect Codes for Uniform Chains Poset Metrics
Tuvi Etzion, Fellow, IEEE

Abstract—The class of poset metrics is very large and
contains some interesting families of metrics. A family of
metrics, based on posets which are formed from disjoint chains
which have the same size, is examined. A necessary and
sufficient condition, for the existence of perfect single-error-
correcting codes for such poset metrics, is proved.

Index Terms—Disjoint uniform chains, perfect codes, poset
codes.

I. I NTRODUCTION

The classic coding theory consider codes in the Hamming
scheme [1]. LetFq denotes a finite field withq elements.
For two wordsX = (x1, x2, . . . , xn), Y = (y1, y2, . . . , yn)
in Fn

q , the Hamming distance betweenX andY , dH(X,Y ),
is the number of positions in whichX and Y differ. An
(n,M, d) code C over Fq is a subset of sizeM of Fn

q ,
such that for each two codewordsX,Y ∈ C, we have
dH(X,Y ) ≥ d. This definition was generalized by Nieder-
reiter [2], [3], [4], [5] as defined in the sequel.

The poset metric was defined by Bruladi, Graves, and
Lawrence [5]. LetP be an arbitrary finite poset of cardinal-
ity n whose partial order relation is denoted by≤. If A ⊆ P

then〈A〉 denotes the smallest ideal inP which containsA,
i.e.,

〈A〉
def
= {x : (∃y)(y ∈ A, x ≤ y)}

For a wordx = (x1, x2, . . . , xn) ∈ Fn
q , let supp(x) denotes

the support ofx, i.e. supp(x) = {i : xi 6= 0}. We define the
P -weight of x, wP (x), to be the cardinality of〈supp(x)〉,
i.e.wP (x) = |〈supp(x)〉|. For two vectorsX,Y ∈ Fn

q theP -
distance,dP (X,Y ), is defined bydP (X,Y ) = wP (X−Y ).
An (n,M, dP ) P -code C over Fq is a subset of sizeM
of Fn

q , such that for each two codewordsX,Y ∈ C, we
havedP (X,Y ) ≥ dP , i.e., the minimumP -distance of the
code isdP . If P is an antichain (isolated points) then these
definitions coincide with those of the Hamming metric. The
definition of poset codes given in [5] is a generalization of
a different definition given by Niederreiter [2], [3], [4] for
a generalization to the Hamming metric. His generalization
relates to posets which consist of disjoint chains. Rosen-
bloom and Tsfasman [6] considered the posets in which all
the disjoint chains have the same length. In this paper we
will also consider these posets. This family of posets will
be called in the sequel theuniform chains poset.
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For a wordX ∈ Fn
q , the sphere with radiusR centered

at X is defined as the set of words inFn
q whoseP -distance

from X is at mostR, i.e. {Y : Y ∈ F
n
q , dP (X,Y ) ≤ R}.

A codeC is anR-perfectP -code if the spheres with radius
R centered at the codewords ofC form a partition ofFn

q (the
spheres are disjoint and their union isFn

q ). Perfect codes is
one of the most fascinating topics in coding theory. They
were considered for various metrics and especially for the
Hamming scheme. Perfect poset codes were considered first
in [5], where it is proved that there are no such codes if
the poset consists of two disjoint chains with equal sizes. In
the Hamming scheme the only family of nontrivial perfect
codes are 1-perfect codes overFq. They exist for each length
m = qk−1

q−1
, k ≥ 1, and their size isqm−k. If the poset

consists of one chain of lengthn then an(n, qk, n− k+1)
MDS code [1] is an(n − k)-perfect code [5], [7]. Perfect
codes were also considered for other various posets by [8],
[9], [10], [11].

An [n, k] code C over Fq is a linear subspace with
dimensionk of Fn

q . A coset of C is a translate ofC, i.e. given

a wordX ∈ Fn
q , X+C

def
= {X+Y : Y ∈ C} is a coset ofC.

C hasqn−k disjoint cosets, each one of sizeqk. The union
of these cosets inFn

q , i.e. theseqn−k cosets form a partition
of Fn

q . A coset leader is a word with minimumP -weight in
the coset. An[n, k, dP ] P -codeC overFq is an [n, k] code
having a minimumP -distancedP . An (n,M, dP ) P -code
C over Fq is a set ofM word all have lengthn, such that
theP -distance between any two distinct codewords ofC is
at leastdP .

The rest of this paper is organized as follows. In Section II
we prove the result of the paper, that aq-ary perfect single-
error-correcting uniform poset code withm chains of length
ℓ ≥ 1 exists if and only ifm = qk−1

q−1
. The section consists

of three parts. First, we prove the necessary condition for
the existence of a perfect code. This condition apply to both
linear and nonlinear codes. Next, we present two type of
codes which are essential in our construction: perfect single-
error-correcting codes in the Hamming scheme and MDS
code with minimum Hamming distance two. In the third
part of the section we prove that the necessary condition is
also sufficient by presenting a construction of perfect codes
for the related parameters. The constructed codes are linear.
Finally, in Section III we conclude with problems for further
research.

II. 1-PERFECT UNIFORM CHAINS POSET CODES

In this section we will prove a necessary and sufficient
condition for the existence of 1-perfect codes in the uniform
chains poset. Throughout this section a perfect code is
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always an 1-perfect code. Assume that we havem chains,
each one of lengthℓ, i.e., the length of the code isn = mℓ.
This poset will be denoted throughout this section byP .
The poset related to the Hamming metric will be denoted in
this section byH . A code in the Hamming metric will be
denoted byC, while a code in the uniform chains poset will
be denoted byC.

A. Necessary conditions

In this subsection we derive a necessary condition for the
existence of a perfectP -code.

Lemma 1: The size of a sphere, in the uniform chains
poset, with radius one does not depend on the center of the
sphere, and this size is equal1 + (q − 1)m.

Proof: The fact that the size of the sphere does not
depend on its center is easily verified. Hence, w.l.o.g.
(without loss of generality) we can compute the size of a
sphere centered at the allzero word. There is exactly one
word with P -weight zero. Words withP -weight one are
words with exactly one nonzero coordinate in one of the
positions which corresponds to the bottom of a chain. Each
nonzero alphabet letter can be used in these positions. There
arem chains andq − 1 nonzero alphabet letters for a total
of (q−1)m words of weight one. Thus, the size of a sphere
with radius one is1 + (q − 1)m.

Since the size of sphere should divide the size of the
spaceFn

q , |Fn
q | = qn, it follows that1+(q−1)m = pt, where

q = pr andp is a prime. It implies that(pr − 1)m = pt − 1
and hencer must dividest. Therefore,pt = prk = qk, i.e.
1 + (q − 1)m = qk. Thus, we have

Theorem 1: If C is a P -code withℓ chains of lengthm
thenm = qk−1

q−1
and |C| = qmℓ−k.

Finally, we characterize perfectP -codes. The first lemma
is a simple observation.

Lemma 2: If C is a P -code with minimumP -distance
three then the spheres with radius one centered at the
codewords ofC are disjoint.

Theorem 2: Let C be a P -code of lengthn = mℓ =
qk−1

q−1
ℓ with qm−k codewords. If the minimumP -distance

of C is three thenC is a perfectP -code.
Proof: By Lemma 2, in aP -codeC with minimum

P -distance three the spheres with radius one centered at the
codewords ofC are disjoint. By Theorem 1, a perfectP -code
C of lengthn = mℓ = qk−1

q−1
ℓ hasqm−k codeword. Since

by Lemma 1, the size of an 1-sphere does not depend on its
center, it follows that aP -codeC of lengthn = qk−1

q−1
ℓ with

qm−k codewords and minimumP -distance three is perfect.

B. Codes from the Hamming scheme

Two types of codes in the Hamming scheme are the
ingredient for our construction of perfectP -codes. The finite
field Fqk has an important role in their construction. For
these constructions letα be a primitive element inFqk .

The first type of code is a perfect[m = qk−1

q−1
,m − k, 3]

H-code overFq, k ≥ 1. Such a codeC1 has qk disjoint

cosets. Each coset leader is a word of lengthm and H-
weight less than two. IfX is such a word then the cosetCX

1

is defined byCX
1

def
= {X + Y : Y ∈ C1}. Each vectorX

of H-weight less than two can be identified by a different
element ofγ ∈ Fqk .

Lemma 3: If m = qk−1

q−1
andα is a primitive element in

the fieldFqk then the matrix

H =
[

α0 α1 α2 · · · αm−1
]

,

whereαi is represented by a vector of lengthk overFq, is a
parity-check matrix of a perfect[m,m− k, 3] H-code over
Fq.

Proof: H is a parity-check matrix of a perfectH-code
with length qk−1

q−1
if and only if in the qk−1

q−1
columns ofH

there are no two distinct columnsγ1, γ2, andβ ∈ Fq such
that γ2 = βγ1. Clearly,αi = βαj if and only if αi+1 =
βαj+1. Therefore, sinceαi 6= αj , 0 ≤ i < j ≤ qk − 2, it
follows thatαm = β̂ for a primitive element̂β ∈ Fq. Thus,
H is a parity-check matrix of perfect[m,m− k, 3] H-code.

By lemma 3 if follows that each cosetCγ
1 is identified

with an elementγ ∈ Fqk . Hence, we will denoteCγ
1 instead

of CX
1 and writeγ + Y instead ofX + Y .

Lemma 4: If X1 is a word inCγ1

1 andX2 is a word in
Cγ2

1 thenX1 +X2 is a word inCγ3

1 , whereγ1, γ2, γ3 ∈ Fqk

andγ3 = γ1 + γ2.

Proof: We distinguish between four cases.

Case 1: If γ1 = −γ2 thenX1 = Y1 + γ1, X2 = Y2 + γ2,
Y1, Y2 ∈ C1. Hence,X1 +X2 = Y1 + Y2 ∈ C1.

Case 2:If γ1 = λγ2, λ ∈ Fq \ {0,−1}, thenX1 = Y1 + γ1,
X2 = Y2 + γ2, Y1, Y2 ∈ C1. Hence,X1 +X2 = Y1 + Y2 +
(λ+1)γ2 ∈ Cγ3

1 , γ3 = (λ+1)γ2, since the coset leadersγ1
andγ2 are both of weight one and share the same nonzero
coordinate.

Case 3:If γ1 6= γ2 andγ1 = 0 thenX1 = Y1, X2 = Y2+γ2,
Y1, Y2 ∈ C1. Hence,X1 +X2 = Y1 + Y2 + γ2 ∈ Cγ2

1 .

Case 4:If γ1 6= γ2 andγ1, γ2 ∈ Fqk\{0} thenX1 = Y1+γ1,
X2 = Y2+γ2, Y1, Y2 ∈ C1. Hence,X1+X2 = Y1+Y2+γ1+
γ2. Letγ3 = γ1+γ2, i.e.γ3−γ1−γ2 = 0. Let−γ1 = λ1α

j1 ,
−γ2 = λ2α

j2 , γ3 = λ3α
j3 , where0 ≤ j1, j2, j3 ≤ m − 1

andλ1, λ2, λ3 ∈ Fq \ {0}. Hence, the word withH-weight
three withλi at positionji, 1 ≤ i ≤ 3 is a codeword in
C1. ThereforeX1 +X2 are contained in the same coset as
X1+X2+γ3−γ1−γ2 = Y1+Y2+γ3. ThusX1+X2 ∈ Cγ3

1 .

The second codeC2 is an[n, n−1, 2] code overFqk . This
code also known to be an MDS code is easily constructed.
For the construction, of perfectP -codes, which follows
we need another property to be satisfied by this code. If
(x, y, 0 . . . , 0) is a codeword ofC2 such thatx, y ∈ Fqk \{0},
then there is noβ ∈ Fq such thaty = βx. A generator
matrix for such a code is given for example by the following
(n− 1)× n matrix.
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G =















1 α 0 · · · 0 0
0 1 0 · · · 0 α

0 0 1 · · · 0 α
...

...
...

. . .
...

...
0 0 0 · · · 1 α















.

Lemma 5: The code formed by the generator matrixG is
an [n, n−1, 2] code overFqk in which for each codeword of
the form(x, y, 0 . . . , 0), x, y ∈ Fqk \ {0} there is noβ ∈ Fq

such thaty = βx.
Proof: The length of the code, its dimension and

minimum H-distance are easily verified from the structure
of the generator matrixG. All the codewords of the form
(x, y, 0 . . . , 0), x, y ∈ Fqk \ {0} are contained in the set
{(αi, αi+1, 0, . . . , 0) : 0 ≤ i ≤ qk − 2}. It is readily
verified that there is noβ ∈ Fq such thatαi+1 = βαi.

C. A Product Construction for Perfect Codes

There are several product constructions for non-binary
perfect codes in the Hamming scheme [12], [13], [14], [15],
[16], [17]. The construction that we present for perfectP -
codes is a generalization for the constructions in [16], [17].
For our construction we will use the two codesC1 andC2 in
the Hamming scheme. We construct the following codeC:

C
def
= {(x1,1, . . . , x1,ℓ, x2,1, . . . , x2,ℓ, . . . , xm,1, . . . , xm,ℓ) :

(x1,j , x2,j , . . . , xm,j) ∈ C
ij
1 , (i1, i2, . . . , iℓ) ∈ C2}

Lemma 6: The codeC is a linear code.
Proof: We only have to prove that for any two

codewordsX,Y ∈ C alsoX + Y is a codeword inC. Let
X = (x1,1, . . . , x1,ℓ, x2,1, . . . , x2,ℓ, . . . , xm,1, . . . , xm,ℓ),
where(x1,j , x2,j , . . . , xm,j) ∈ C

ij
1 , and(i1, i2, . . . , iℓ) ∈ C2.

Let Y = (y1,1, . . . , y1,ℓ, y2,1, . . . , y2,ℓ, . . . , ym,1, . . . , ym,ℓ),
where (y1,j, y2,j , . . . , ym,j) ∈ C

tj
1 , and

(t1, t2, . . . , tℓ) ∈ C2. Let Z = X + Y =
(z1,1, . . . , z1,ℓ, z2,1, . . . , z2,ℓ, . . . , zm,1, . . . , zm,ℓ).

SinceC2 is a linear code it follows that(s1, s2, . . . , sℓ) =
(i1 + t1, i2 + t2, . . . , iℓ + tℓ) is also a codeword inC2.
By Lemma 4 we have that(z1,j , z2,j, . . . , zm,j) =
(x1,j , x2,j , . . . , xm,j)+(y1,j, y2,j, . . . , ym,j) ∈ C

sj
1 , 1 ≤ j ≤

ℓ. Thus,Z is constructed inC.
Theorem 3: The codeC is a q-ary perfectP -code of

lengthmℓ.
Proof: Obviously, the length ofC is mℓ. The number

of codewords inC2 is (qk)ℓ−1. Each coset ofC1 hasqm−k

codewords substituted for each one of theℓ alphabet letters
in a codeword ofC2. Thus, the total number of codewords
in C is (qk)ℓ−1(qm−k)ℓ = qmℓ−k.

By Theorem 2, to complete the proof we have to show
that there are no nonzero codewords inC with P -weight
less than 3. A codeword withH-weight three hasP -
weight at least three. SinceC2 is a code with mini-
mum Hamming distance two, it follows that each nonzero
codeword ofC has H-weight at least two. Assume that

X = (x1,1, . . . , x1,ℓ, x2,1, . . . , x2,ℓ, . . . , xm,1, . . . , xm,ℓ),
where (x1,j , x2,j , . . . , xm,j) ∈ C

ij
1 , 1 ≤ j ≤ ℓ, and

(i1, i2, . . . , iℓ) ∈ C2. X hasH-weight two andP -weight
two only in one of the following two cases:
Case 1:xs,1 andxt,1 are the only nonzero entries inX for
some1 ≤ s < t ≤ m.

In this case(0, . . . , 0, xs,1, 0, . . . , 0, xt,1, 0, . . . , 0) ∈ Ci1
1

for a codeword(i1, i2, . . . , iℓ) ∈ C2 which hasH-weight
at least two. W.l.o.g. assume thati2 6= 0 and hence
(x1,2, x2,2, . . . , xm,2) ∈ Ci2

1 is a nonzero word. Therefore,
theH-weight ofX is at least three, a contradiction.
Case 2:xs,1 andxs,2 are the only nonzero entries inX for
some1 ≤ α ≤ m.

In this case (0, . . . , 0, xs,1, 0, . . . , 0) ∈ Ci1
1 ,

(0, . . . , 0, xs,2, 0, . . . , 0) ∈ Ci2
1 , where(i1, i2, . . . , iℓ) ∈ C2.

Hence, the words of weight one in the cosetsCi1
1 and Ci2

1

have the nonzero entry in the same coordinate. It implies
that i2 = γi1 for someγ ∈ Fq, a contradiction to Lemma 5.

Thus, the codeC is a q-ary perfectP -code of lengthmℓ.

Corollary 1: A q-ary perfectP -code withm chains of
lengthℓ ≥ 1 exists if and only ifm = qk−1

q−1
.

III. C ONCLUSIONS

We settled the existence problem of 1-perfect codes with
the uniform chains poset metric. Over an alphabet withq

letters,q a power of a prime, these codes withm chains of
length ℓ ≥ 1 exist if and only ifm = qk−1

q−1
. Other perfect

codes for these posets are known when there is only one
chain or when each chain is of length one (the Hamming
metric). The main open problem for future research is to
considerR-perfect codes,R > 1, for the uniform chains
poset metrics in which there is more than one chain and the
length of the chains is greater than one.
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