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Abstract: Based on a geometric construction of quantum Schur algebras due to Beilinson,
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0 Introduction

Quantum Schur algebras (or q-Schur algebras) were studied independently by Jimbo [1] and
Dipper and James [2]. This class of algebras plays a central role in linking the representations
of quantum general linear groups, quantum enveloping algebras of type A and Hecke algebras
of symmetric groups; see for example [3, 4, 5]. This provides a q-analogue of the classical theory
relating representation theories of Schur algebras, general linear groups and symmetric groups;
see a thorough treatment in [6]. The structure and representation theory of quantum Schur
algebras have been widely studied in the literature; see [5, 7] and the references given there.
Recently, the representation type of quantum Schur algebras was completely determined in [8],
and a presentation for quantum Schur algebras was given in [9, 10].

It is known that the classical Schur algebras are the degeneration of quantum Schur algebras
at q = 1. Analogously, by considering their degeneration at q = 0, we obtain the so-called
0-Schur algebras which have been studied by Donkin [5, §2.2] in terms of 0-Hecke algebras
of symmetric groups, as well as by Krob–Thibon [11] in connection with noncommutative
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symmetric functions. Also, Su [12] has defined generic multiplication in certain subalgebras of
0-Schur algebras and related them with the degenerate Ringel–Hall algebras.

The present paper is devoted to the study of the structure and representation type of
0-Schur algebras. We first give a presentation for 0-Schur algebras based on a geometric con-
struction of quantum Schur algebras due to Beilinson, Lusztig and MacPherson [13] and a
presentation for the degenerate Ringel–Hall algebras of linear quivers given in [14, 15]. We
then determine the representation type of 0-Schur algebras by using the structure and the rep-
resentation theory of 0-Hecke algebras developed in [16, 17, 18, 19] and some techniques in the
representation theory of algebras.

1 Quantum Schur algebras

In this section we recall the definition of quantum Schur algebras Sq(n, r) due to Dip-
per–James [2] and also review the geometric construction of Sq(n, r) given by Beilinson–Lusztig
–MacPherson [13]. We then apply multiplication formulas in [13, Lem. 3.2] to obtain certain
relations in Sq(n, r). Finally, we introduce the notion of Ringel–Hall algebras defined by Ringel
[20].

Let S = Sr denote the symmetric group on r letters with generating set {si = (i, i+ 1) |
i ∈ I}, where I = {1, 2, . . . , r − 1}. Let A = Z[q] be the polynomial ring with indeterminate
q. By definition, the Hecke algebra Hq(r) = Hq(S) of S is the A -algebra with generators Ti,
for i ∈ I, and relations

T 2
i = (q − 1)Ti + q, for i ∈ I;

TiTj = TjTi, for i, j ∈ I with |i− j| > 1;

TiTi+1Ti = Ti+1TiTi+1, for 1 6 i < r − 1.

If w = si1 · · · sit = sj1 · · · sjt are two reduced expressions of w ∈ S, then Ti1 · · ·Tit =

Tj1 · · ·Tjt . Thus, the element Tw := Ti1 · · ·Tit is well defined. It is well known that Hq(r) is a
free A -module with basis {Tw | w ∈ S}.

Fix a positive integer n and let Λ(n, r) be the set of compositions of r into n parts. For
λ = (λ1, . . . , λn) ∈ Λ(n, r), define for 1 6 i 6 n,

Rλ
i = {x | λ1 + · · ·+ λi−1 + 1 6 x 6 λ1 + · · ·+ λi},

where λ0 = 0. If λi = 0, put Rλ
i := ∅ by convention. In this way, we get a decomposition

{1, 2, . . . , r} = Rλ
1 ∪Rλ

2 ∪ · · · ∪Rλ
n

of {1, 2, . . . , r} into a disjoint union of subsets. The subgroup

Sλ := {w ∈ S | wRλ
i = Rλ

i , 1 6 i 6 n}

- 2 -

http://www.paper.edu.cn  中国科技论文在线 



is called a Young subgroup of S defined by the composition λ. We then define

xλ =
∑

w∈Sλ

Tw ∈ Hq(r)

which satisfies (see for example [7, Lem. 7.32])

xλTi = qxλ for each i ∈ I with si ∈ Sλ. (1.0.1)

Following Dipper and James [2], the endomorphism algebra

Sq(n, r) := EndHq(r)

( ⊕
λ∈Λ(n,r)

xλHq(r)

)
is called the (integral) quantum Schur algebra of bidegree (n, r) over A . For λ, µ ∈ Λ(n, r) and
w ∈ S, define ϕw

λ,µ ∈ Sq(n, r) by

ϕw
λ,µ :

⊕
ν∈Λ(n,r)

xνHq(r) −→
⊕

ν∈Λ(n,r)

xνHq(r), xνh 7−→ δµ,νTSλwSµ
h,

where TSλwSµ
=

∑
x∈SλwSµ

Tx.

We now recall the geometric construction of quantum Schur algebras given by Beilin-
son–Lusztig–MacPherson [13]. Let F be a field and let V be an F-vector space of dimension r.
Let F = F(n, V ) be the set of n-step flags

V1 ⊆ V2 ⊆ · · · ⊆ Vn = V.

The group G = GL(V ) acts naturally on F. This induces a diagonal action of G on F × F

defined by g(f, f′) = (gf, gf′), where g ∈ G and f, f′ ∈ F.
Let Ξ(n, r) denote the set of matrices A = (ai,j) ∈ Nn×n with ai,j nonnegative integers

and
∑

16i,j6n ai,j = r. Then there is a bijection from F × F/G to Ξ(n, r) sending the orbit of
(f, f′) to A = (ai,j) with

ai,j = dim F
Vi ∩ V ′

j

Vi−1 ∩ V ′
j + Vi ∩ V ′

j−1

for 1 6 i, j 6 n, (1.0.2)

where f = (V1 ⊆ V2 ⊆ · · · ⊆ Vn = V ), f′ = (V ′
1 ⊆ V ′

2 ⊆ · · · ⊆ V ′
n = V ) and V0 = V ′

0 = 0 by
convention.

For A ∈ Ξ(n, r), we denote by OA the orbit in F× F corresponding to A. For each matrix
A = (ai,j) ∈ Nn×n, define

row(A) = (
n∑

j=1

a1,j , . . . ,
n∑

j=1

an,j) ∈ Nn and col(A) = (
n∑

i=1

ai,1, . . . ,
n∑

i=1

ai,n) ∈ Nn.

If F = Fq is a finite field of q elements. For A,B,C ∈ Ξ(n, r), fix a representative (f′, f′′) ∈
OC and put

cA,B,C;q = | { f ∈ F | (f′, f) ∈ OA, (f, f
′′) ∈ OB } |.
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Clearly, cA,B,C;q is independent of the choice of (f′, f′′), and a necessary condition for cA,B,C;q ̸= 0

is that
row(A) = row(C), col(A) = row(B) and col(B) = col(C). (1.0.3)

Following [13, Prop. 1.2], for any given A,B,C ∈ Ξ(n, r), there is a polynomial gA,B,C(q) ∈
A = Z[q] such that for all prime powers q ̸= 1, the equality gA,B,C(q) = cA,B,C;q holds.

Definition 1.1 ([13]). Let S′
q(n, r) be the free Z[q]-module with basis {ζA | A ∈ Ξ(n, r)} and

with multiplication given by

ζAζB =
∑

C∈Ξ(n,r)

gA,B,C(q)ζC , for all A,B ∈ Ξ(n, r).

Then S′
q(n, r) is an associative algebra with identity described as follows. For each λ =

(λ1, . . . , λn) ∈ Λ(n, r), let diag(λ) denote the diagonal matrix diag(λ1, . . . , λn) and write ζλ =

ζdiag(λ). By definition, for each A ∈ Ξ(n, r),

ζλζA =

{
ζA, if λ = row(A);

0, otherwise
and ζAζλ =

{
ζA, if λ = col(A);
0, otherwise.

(1.1.1)

Thus,
∑

λ∈Λ(n,r) ζdiag(λ) is the identity of S′
q(n, r).

For each A ∈ Ξ(n, r), let λ = row(A) and µ = col(A) and choose wA ∈ S such that for
1 6 i, j 6 n,

ai,j = |Rλ
i ∩ (wAR

µ
j )|.

By [21] (see [7] for the details), the correspondence

ζA 7−→ ϕdA

row(A),col(A) (A ∈ Ξ(n, r)) (1.1.2)

induces an algebra isomorphism S′
q(n, r) → Sq(n, r), where dA is the shortest element in the

double coset Srow(A)wAScol(A). In what follows, we will identify S′
q(n, r) with Sq(n, r) under

the isomorphism above.
For each d > 1, we define in A :

[[d]]! = [[1]][[2]] · · · [[d]] with [[s]] =
qs − 1

q − 1
,

and set [[0]]! = 1 by convention.
Let Ξ(n)± be the set of all matrices A = (ai,j) ∈ Nn×n such that ai,i = 0 for all 1 6 i 6 n

and let Ξ(n,6 r)± be the subset of matrices A = (ai,j) ∈ Ξ(n)± satisfying |A| =
∑

16i,j6n ai,j 6
r.

Given A ∈ Ξ(n,6 r)± and j = (j1, . . . , jn) ∈ Nn, define

ζA;j :=
∑

λ∈Nn,A+λ∈Ξ(n,r)

qλ·jζA+λ ∈ Sq(n, r),
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where A + λ := A + diag(λ) and λ · j = λ1j1 + · · · + λnjn. Also, for any A = (ai,j) ∈ Mn(Z),
define ζA;j = 0 if ai,j < 0 for some i ̸= j, or |A| > r. Let O denote the n× n zero matrix and
Ei,j denote the matrix with (i, j)-entry 1 and all other entries 0. Let 0 = (0, . . . , 0) ∈ Nn, εi =

(0, . . . , 0, 1, 0, . . . , 0) ∈ Nn (with 1 in the ith position) for 1 6 i 6 n.
By [13, Lem. 3.2] and a direct calculation, we obtain the following extended multiplication

formulas in Sq(n, r).

Lemma 1.2. For 1 6 h < n, j, j′ ∈ Nn, and A = (ak,l) ∈ Ξ(n,6 r)±, the following equalities
hold in Sq(n, r),

(1) ζO;j · ζA;j′ = qrow(A)·jζA;j+j’ ;

(2) ζA;j′ · ζO;j = qcol(A)·jζA;j+j′ ;

(3) ζEh,h+1;0 · ζA;j =
∑

i<h;ah+1,i>1
q
∑

j>i ah,j [[ah,i + 1]]ζA+Eh,i−Eh+1,i;j+εh

+
∑

i>h+1;ah+1,i>1

q
∑

j>i ah,jζA+Eh,i−Eh+1,i;j

+
q(

∑
j>h ah,j−jh)

q − 1
(ζA−Eh+1,h;j+εh − ζA−Eh+1,h;j)

+q(
∑

j>h+1 ah,j+j(h+1)) [[ah,h+1 + 1]] ζA+Eh,h+1;j ;

(4) ζEh+1,h;0 · ζA;j =
∑

i<h;ah,i>1
q
∑

j<i ah+1,j [[ah+1,i + 1]] ζA−Eh,i+Eh+1,i;j

+
∑

i>h+1;ah,i>1

q
∑

j<i ah+1,j [[ah+1,i + 1]] ζA−Eh,i+Eh+1,i;j+εh+1

+
q(

∑
j<h+1 ah+1,j−j(h+1))

q − 1
(ζA−Eh,h+1;j+εh+1

− ζA−Eh,h+1;j)

+q(
∑

j<h ah+1,j+jh) [[ah+1,h + 1]] ζA+Eh+1,h;j .

If ah+1,h = 0 (resp., ah,h+1 = 0), then A − Eh+1,h (resp., A − Eh,h+1) has a negative entry.
Hence, the third term in formula (3) (resp., (4)) is zero in this case.

For each 1 6 i < n, define the elements

ei = ζEi,i+1;0 and fi = ζEi+1,i;0 (1.2.1)

in Sq(n, r). From Lemma 1.2 we deduce the following result.

Proposition 1.3. The following relations hold in Sq(n, r) for λ, µ ∈ Λ(n, r) and 1 6 i, j < n:

(S1) ζλζµ = δλ,µζλ, 1 =
∑

λ∈Λ(n,r) ζλ,

(S2) eiζλ = ζλ+εi−εi+1
ei, if λi+1 > 1, eiζλ = 0 = ζλfi if λi+1 = 0,
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(S3) fiζλ = ζλ−εi+εi+1
fi if λi > 1, fiζλ = 0 = ζλei if λi = 0,

(S4) (q − 1)(eifj − fjei) = δi,j
∑

λ∈Λ(n,r)(q
λi − qλi+1)ζλ,

(S5) eiej = ejei, fifj = fjfi (|i− j| > 1),

(S6) e2i ei+1 − (q + 1)eiei+1ei + qei+1e
2
i = 0,

(S7) eie
2
i+1 − (q + 1)ei+1eiei+1 + qe2i+1ei = 0,

(S8) qf2i fi+1 − (q + 1)fifi+1fi + fi+1f
2
i = 0,

(S9) qfif
2
i+1 − (q + 1)fi+1fifi+1 + f2i+1fi = 0.

Remarks 1.4. (1) The relations (S5)–(S9) are the so-called fundamental relations appeared in
Ringel–Hall algebras; see [20]. Indeed, (S1)–(S9) are the generating relations for the quantum
Schur algebra Sq(n, r)⊗Z[q] Q(q); see [22].

(2) Let v be an indeterminate satisfying v2 = q and let Q(v) be the field of rational
functions in v. In [9, 10] (see also [7, Ch. 13]), a presentation for the quantum Schur algebra
Sv(n, r) := Sq(n, r)⊗Q(v) is given. However, the generators given there satisfy the quantum
Serre relations, while the ei, fi defined in (1.2.1) satisfy the fundamental relations. But, in
order to obtain the quantum Serre relations in Ringel–Hall algebras, we have to twist the
multiplication; see [23].

In the following we introduced the Ringel–Hall algebra of the linear quiver

Q: q q q q q- --1 2
· · · · · ·

n−1

FIG.1. Linear quiver with n− 1 vertices

Let F be a field. It is well known that for each 1 6 i < j 6 n, there is a unique (up to
isomorphism) indecomposable representation Mi,j of Q over F whose dimension vector dimMi,j

is αi + · · · + αj−1, where α1, . . . , αn−1 denote the standard basis of Zn−1. In particular, the
Si :=Mi,i+1 (1 6 i < n) are all simple representations of Q.

Let Ξ(n)+ denote the set of all strictly upper triangular matrices in Nn×n. To each A =

(ai,j) ∈ Ξ(n)+ we can attach a representation of Q by setting

M(A) =MF(A) =
⊕
i,j

ai,jMi,j .

By the Krull–Schmidt Theorem, the correspondence A 7→ M(A) induces a bijection from
Ξ(n)+ to the set of isoclasses of finite dimensional representations of Q over F. Following
[20], for A,B,C ∈ Ξ(n)+, there exists φA

B,C(q) ∈ A = Z[q] (called the Hall polynomial) such
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that φA
B,C(q) = F

MF(A)
MF(B),MF(C) for each finite field F with q elements, where FMF(A)

MF(B),MF(C) is the
number of submodules X of MF(A) such that X ∼= MF(C) and MF(A)/X ∼= MF(B). The
(generic untwisted) Ringel–Hall algebra Hq(Q) of Q is by definition the free A -module with
basis {uA | A ∈ Ξ(n)+} and with multiplication given by

uAuB =
∑

C∈Ξ(n)+

φC
A,B(q)uC for A,B ∈ Ξ(n)+.

We sometimes write u[M(A)] for uA in order to make calculations in terms of representations of
Q. In particular, we write ui = u[Si] for 1 6 i < n. It is known from [20] that the ui satisfy the
following fundamental relations (1 6 i, j < n):

(H1) uiuj = ujui, (|i− j| > 1),

(H2) u2iui+1 − (q + 1)uiui+1ui + qui+1u
2
i = 0,

(H3) qu2i+1ui − (q + 1)ui+1uiui+1 + uiu
2
i+1 = 0.

Let R be a commutative ring with identity and take an element q ∈ R. By viewing R as
an A -module with the action of q the multiplication by q, we obtain R-algebras

Hq(r)R := Hq(r)⊗A R and Sq(n, r)R = Sq(n, r)⊗A R.

Moreover, by [7, Lem. 9.4], there is an R-algebra isomorphism

Sq(n, r)R ∼= EndHq(r)R

( ⊕
λ∈Λ(n,r)

xλHq(r)R

)
.

Similarly, we can consider the Ringel–Hall algebra of Q over R

Hq(Q)R = Hq(Q)⊗A R.

In the present paper we are mainly interested in the case where R is the ring Z of integers
or a field F with q = 0.

2 A presentation for 0-Schur algebras

In this section we show that by specializing at q = 0, the relations (S1)–(S9) become the
defining relations for the 0-Schur algebra. The proofs are modified from those in [10]; see also
[7, Ch. 13]. Thus, some of them are omitted.

As defined in the previous section, Sq(n, r) is the quantum Schur algebra over A = Z[q]
with basis {ζA | A ∈ Ξ(n, r)}. Put

S0(n, r) := S0(n, r)Z = Sq(n, r)⊗A Z,
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called the 0-Schur algebra over Z. In other words, S0(n, r) is the free Z-module with basis
{ζA = ζA ⊗ 1 | A ∈ Ξ(n, r)}, and the multiplication is defined by

ζAζB =
∑

C∈Ξ(n,r)

gA,B,C(0)ζC for all A,B ∈ Ξ(n, r).

Given a polynomial f(q) in A and an integer a ∈ Z, we write f(q)a for f(a). In particular,
([[d]]!)0 = 1 = [[d]]0 for each d > 1.

By letting q = 0, we obtain the elements

ζA;j =
∑

λ∈Nn, λ·j=0
A+λ∈Ξ(n,r)

ζA+λ for A ∈ Ξ(n,6 r)± and j ∈ Nn.

in S0(n, r). In particular, we have

ei =
∑

λ∈Λ(n,r−1)

ζEi,i+1+λ and fi =
∑

λ∈Λ(n,r−1)

ζEi+1,i+λ

in S0(n, r) for 1 6 i < n. Proposition 1.3 gives the following consequence.

Lemma 2.1. The elements ei, fi, ζλ (1 6 i < n and λ ∈ Λ(n, r)) in S0(n, r) satisfy the following
relations:

(DS1) ζλζµ = δλ,µζλ, 1 =
∑

λ∈Λ(n,r) ζλ,

(DS2) eiζλ = ζλ+εi−εi+1
ei if λi+1 > 1, eiζλ = 0 = ζλfi if λi+1 = 0,

(DS3) fiζλ = ζλ−εi+εi+1
fi if λi > 1, fiζλ = 0 = ζλei if λi = 0,

(DS4) eifj − fjei = δi,j
( ∑
λ∈Λ(n,r),λi ̸=0,λi+1=0

ζλ −
∑

λ∈Λ(n,r),λi=0,λi+1 ̸=0

ζλ
)
,

(DS5) eiej = ejei, fifj = fjfi (|i− j| > 1),

(DS6) e2i ei+1 − eiei+1ei = 0,

(DS7) eie
2
i+1 − ei+1eiei+1 = 0,

(DS8) fi+1f
2
i − fifi+1fi = 0,

(DS9) f2i+1fi − fi+1fifi+1 = 0.

The main aim in this section is to show that S0(n, r) is generated by the elements ei, fi, ζλ

with the defining relations (DS1)–(DS9).
First, we have the following lemma which can be proved by using the arguments completely

analogous to those in [7, Th. 13.31].

Lemma 2.2. The Z-algebra S0(n, r) is generated by ei, fi, ζλ for 1 6 i < n and λ ∈ Λ(n, r).
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Now we define U0(n, r) to be the Z-algebra generated by xi, yi, ξλ for 1 6 i < n and
λ ∈ Λ(n, r) subject to the relations (DS1′)–(DS9′) which are obtained from (DS1)–(DS9) by
substituting the ei, fi and ζλ for the xi, yi and ξλ, respectively. Therefore, there is a surjective
algebra homomorphism

ρ : U0(n, r) −→ S0(n, r) (2.2.1)

taking xi 7→ ei, yi 7→ fi and ξλ 7→ ζλ. The rest of this section is to show that ρ is an isomorphism.
Let H0(Q) = Hq(Q) ⊗A Z be the degenerate Ringel–Hall algebra of the linear quiver Q

given in §2. The following result is taken from [14] and [15, Remarks 4.9(a)].

Lemma 2.3. As a Z-algebra, H0(Q) is generated by ui = ui ⊗ 1 (1 6 i < n) subject to the
relations:

(DH1) uiuj = ujui, (|i− j| > 1),

(DH2) u2iui+1 − uiui+1ui = 0,

(DH3) uiu2i+1 − ui+1uiui+1 = 0.

By Lemma 2.1 and the lemma above, there are an algebra homomorphism

ϕ : H0(Q) −→ U0(n, r), ui 7−→ xi (1 6 i < n)

and an algebra anti-homomorphism

ψ : H0(Q) −→ U0(n, r), ui 7−→ yi (1 6 i < n).

We set
U0(n, r)

+ = Imϕ and U0(n, r)
− = Imψ,

that is, U0(n, r)
+ (resp., U0(n, r)

−) is the Z-subalgebra of U0(n, r) generated by the xi (resp.,
yi). Furthermore, let U0(n, r)

0 be the Z-subalgebra of U0(n, r) generated by the ξλ which is
clearly Z-free with basis {ξλ | λ ∈ Λ(n, r)}. From the relations (DS1′)–(DS9′) we easily deduce
that

U0(n, r) = U0(n, r)
+ · U0(n, r)

0 · U0(n, r)
−. (2.3.1)

We now fix a field F. For A,B ∈ Ξ(n)+, define B 6dg A if and only if dimMF(B) =

dimMF(A) and for each C ∈ Ξ(n)+,

dim HomFQ(MF(C),MF(B)) > dim HomFQ(MF(C),MF(A)) for all C ∈ Ξ(n)+.

This is the so-called degeneration order on Ξ(n)+ which is a partial order independent of the
field F; see [7, §1.6]. We write B <dg A if B 6dg A and B ̸= A.

For each pair 1 6 i < j 6 n and an integer a > 1, define a monomial

uai,j = uai u
a
i+1 · · ·uaj−1 = ([[a]]!)j−i

(
uaEi,j

+
∑

X<dgaEi,j

uX
)
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in Hq(Q). For A = (ai,j) ∈ Ξ(n)+, define a monomial

uA = u
an−1,n

n−1,n u
an−2,n

n−2,n · · ·ua1,n

1,n u
an−2,n−1

n−2,n−1u
an−3,n−1

n−3,n−1 · · ·u
a1,n−1

1,n−1 · · ·ua2,3

2,3 u
a1,3

1,3 u
a1,2

1,2 (2.3.2)

in Hq(Q). By [23] and [24, §6], we have

uA =
∏

16i<j6n

([[ai,j ]]
!)j−i

(
uA +

∑
B<dgA

fA,B(q)uB
)
,

where fA,B(q) ∈ A . We denote by uA0 the monomial in (2.3.2) viewing as an element in H0(Q).
Thus,

uA0 = uA +
∑

B<dgA

fA,B(0)uB. (2.3.3)

Since {uA | A ∈ Ξ(n)+} is a Z-basis of H0(Q), it follows that {uA0 | A ∈ Ξ(n)+} is also a Z-basis
of H0(Q).

For A ∈ Ξ(n)+, define
xA = ϕ(uA0 ) ∈ U0(n, r)

+.

Dually, let Ξ(n)− be the set of all strictly lower triangular matrices in Nn×n. For A ∈ Ξ(n)−,
define

yA = ψ(uA
t

0 ) ∈ U0(n, r)
−,

where At denotes the transpose of A.
For A ∈ Nn×n, define σ(A) = (σ1(A), . . . , σn(A)) ∈ Nn by setting for 1 6 i 6 n,

σi(A) = ai,i +
∑

1≤j<i

(ai,j + aj,i).

For λ = (λi), µ = (µi) ∈ Nn, write λ 6 µ if λi 6 µi for all 1 6 i 6 n. Applying an argument
similar to that in the proof of [7, Prop. 13.41], we obtain the following result.

Proposition 2.4. Given A ∈ Ξ(n)+, B ∈ Ξ(n)− and λ ∈ Λ(n, r), the following statements
hold in the algebra U0(n, r).

(1) If λ > σ(A), then xAξλ = ξλ′xA, where λ′ = λ− col(A) + row(A),

(2) If λi < σi(A) for some i, then xAξλ = 0,

(3) If λ > σ(B), then ξλyB = yBξλ′′ , where λ′′ = λ+ col(B)− row(B),

(4) If λi < σi(B) for some i, then ξλyB = 0.

Corollary 2.5. The algebra U0(n, r)
+ (resp., U0(n, r)

−) is spanned by the set{
xA | A ∈ Ξ(n)+, |A| 6 r

} (
resp.,

{
yA | A ∈ Ξ(n)−, |A| 6 r

})
.
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Proof. Since {uA0 | A ∈ Ξ(n)+} is a Z-basis of H0(Q), it follows that U0(n, r)
+ is spanned by

xA = ϕ(uA0 ) for all A ∈ Ξ(n)+. If |A| =
∑

i σi(A) > r, then applying Proposition 2.4(2) gives
xA =

∑
λ∈Λ(n,r) xAξλ = 0. This proves the assertion for U0(n, r)

+.
The assertion for U0(n, r)

− can be proved similarly.

For each matrix A = (ai,j) ∈ Nn×n, let A+ (resp., A−) be the strictly upper (resp., lower)
triangular part of A, i.e., A+ ∈ Ξ(n)+ and A− ∈ Ξ(n)− with

A = A+ + diag(a1,1, . . . , an,n) +A−.

For any A ∈ Ξ(n)± and λ ∈ Λ(n, r), set

m(A,λ) := xA+

ξλyA−
. (2.5.1)

By (2.3.1) and Corollary 2.5, U0(n, r) is spanned by all such m(A,λ) with λ ∈ Λ(n, r), A ∈ Ξ(n)±

satisfying |A+| 6 r and |A−| 6 r.

Lemma 2.6. For all s > 1 and 1 6 i < n, the following equalities hold in U0(n, r):

(1) xiysi − ysixi = ys−1
i

(
Θ−

∑
16t6s−1

∑
λ∈Λ(n,r),

λi=t,λi+1<r−t+1

ξλ
)
;

(2) yix s
i − x s

i yi = −x s−1
i

(
Θ−

∑
16t6s−1

∑
λ∈Λ(n,r),

λi=t,λi+1<r−t+1

ξλ
)
,

where Θ =
∑

λ∈Λ(n,r),λi ̸=0,λi+1=0

ξλ −
∑

λ∈Λ(n,r),λi=0,λi+1 ̸=0

ξλ.

Proof. We prove the first equality by induction on s. The second one is proved similarly.
By definition, the equality holds for s = 1. Now suppose s > 1. Then we have

xiysi − ysixi = [xi, ys−1
i ]yi + ys−1

i [xi, yi]

= ys−2
i

(
Θ−

∑
16t6s−2

∑
λ∈Λ(n,r),

λi=t,λi+1<r−t+1

ξλ
)
yi + ys−1

i Θ (By induction hypothesis)

= ys−1
i

(
Θ−

∑
16t6s−1

∑
λ∈Λ(n,r),

λi=t,λi+1<r−t+1

ξλ
)
.

This proves the first equality.

For a monomial m ∈ H0(Q) (resp., m ∈ U0(n, r)) in the ui (resp., xi and yi), let deg(m) be
the number of the ui (resp., xi and yi) occurring in m. In other words, if m is regarded as a
word, deg(m) is the length of the word. If we define for each A = (ai,j) ∈ Nn×n,

deg(A) =
∑
i,j

|i− j|ai,j ,

then deg(A) = deg xA+

+ deg yA− .
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Lemma 2.7. Let m ∈ U0(n, r)
+ be a monomial in the xi. Then m is a Z-linear combination

of xA, A ∈ Ξ(n)+ (hence, a Z-linear combination of xAξλ, A ∈ Ξ(n)+, λ ∈ Λ(n, r)) with
deg(A) = deg(m). A similar result holds for monomials in the yi.

Proof. Let m̃ ∈ H0(Q) be a monomial in the ui such that ϕ(m̃) = m. Then deg(m̃) = deg(m).
Since H0(Q) is Nn−1-graded and {uA0 | A ∈ Ξ(n)+} is a Z-basis of H0(Q), m̃ is a Z-linear
combination of uA0 with deg(A) = deg(m̃). Hence, m is a Z-linear combination of xA = ϕ(uA0 )

with deg(A) = deg(m).
The assertion for monomials in the yi can be proved analogously.

The following theorem is an analogue to [7, Th. 13.44] which has been proved in [9] (see
also [10]). We provide a proof for completeness.

Theorem 2.8. The algebra homomorphism ρ : U0(n, r) → S0(n, r) given in (2.2.1) is an
isomorphism.

Proof. Put
M = {m(A) = xA+

ξσ(A)y A−
| A ∈ Ξ(n, r)}.

We aim to prove that M is a Z-basis for U0(n, r). Since |M| 6 |Ξ(n, r)|, which is the rank of
S0(n, r), it suffices to show that M spans U0(n, r). Let B ∈ Ξ(n)± with |B+| 6 r and |B−| 6 r,
and let λ ∈ Λ(n, r). If λ > σ(B), there is a unique A = B+ diag(λ− σ(B)) ∈ Ξ(n, r) such that
m(B,λ) = m(A), which belongs to M. It remains to prove that if λi < σi(B) for some i, then
m(B,λ) lies in the span of M.

We proceed by induction on deg(B). If deg(B) = 1, then B = Ei−1,i or Ei,i−1, and so λi = 0

and m(B,λ) = xi−1ξλ or ξλyi−1, which is zero by the definition. Assume now deg(B) > 1 and let
i be minimal with λi < σi(B) = σi(B

+) + σi(B
−). Let Bi be the top left i× i submatrix of B,

write xB+

= mxB+
i and y B−

= y B−
i m′ for some monomials m,m′. Then m(B,λ) = mxB+

i ξλy B−
i m′.

By Proposition 2.4(2), we can assume λi ≥ σi(B
+), otherwise m(B,λ) = 0 which is obviously in

M. Now Proposition 2.4(1) implies that

m(B,λ) = m(xB+
i ξλ)y B−

i m′ = mξλ′xB+
i y B−

i m′,

where λ′ = λ− col(B+
i ) + row(B+

i ). Then λ′
i = λi − (b1,i + · · ·+ bi−1,i) = λi − σi(B

+
i ) ≥ 0.

By repeatedly applying the commutator formula given in Lemma 2.6, we can write

xB+
i y B−

i = y B−
i xB+

i + f,

where f is a linear combination of monomials m̂ξλm̂′ with λ ∈ Λ(n, r) and deg(m̂m̂′) < deg(Bi).
Hence,

m(B,λ) = mξλ′xB+
i y B−

i m′ = mξλ′y B−
i xB+

i m′ +mξλ′fm′.
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Since λ′
i = λi − σi(B

+
i ) < σi(B

−
i ), we have mξλ′y B−

i xB+
i m′ = 0 by Proposition 2.4(4). Further-

more, mξλ′fm′ is a Z-linear combination of m(B′,µ) with deg(B′) < deg(B). By the induction
hypothesis, each m(B′,µ) lies in the span of M. Then mξλ′fm′ is in the span of M, so is m(B,λ).
The proof is completed.

From the proof of the above theorem, we obtain the following result.

Corollary 2.9. The algebra S0(n, r) is generated by the elements ei, fi, ζλ with (DS1)–(DS9)
as the generating relations. Moreover, the set

{eA
+

ζσ(A)f
A−

| A ∈ Ξ(n, r)}

is a Z-basis for S0(n, r), where eA
+

= ρ(xA+

) and fA
−
= ρ(yA−

).

3 Representation type of S0(n, r)

This section is devoted to determining the representation type of S0(n, r). This is based
on the representation theory of 0-Hecke algebras developed in [16, 17, 18, 19]. Throughout this
section, we assume that S0(n, r) = S0(n, r)F denotes the 0-Schur algebra over an algebraically
closed field F.

Given a finite dimensional F-algebra A, by A-mod we denote the category of finite dimen-
sional left A-modules. The algebra A is said to be representation-finite if up to isomorphism,
there are only finitely many pairwise non-isomorphic indecomposable modules in A-mod . We
refer to [25, 26] for the definition of tame and wild algebras. If n = 1 or r = 1, then S0(n, r) is
clearly semisimple. Thus, in the following we always assume n, r > 2.

Let H0(r) = H0(r)F be the 0-Hecke algebra of S = Sr over F. By [16], all the simple
(right) H0(r)-modules have dimension one1. More precisely, each subset J ⊆ I gives rise to a
simple H0(r)-module EJ = F defined by

x · Ti =

−x, if i ∈ J ;

0, otherwise,
(3.0.1)

where x ∈ EJ and i ∈ I. Moreover, the EJ form a complete set of simple H0(r)-modules. It
follows that

H0(r)/radH0(r) ∼= F× · · · × F︸ ︷︷ ︸
2r−1

,

where radH0(r) is the Jacobson radical of H0(r); see [16, Th. 4.21]. Hence, the Gabriel quiver
(or Ext-quiver) Γ of H0(r) has vertex set {vJ | J ⊆ I}, and the number of arrows from vJ to
vK , for J,K ⊆ I, equals to dim FExt 1

H0(r)
(EJ , EK) which is described in [18, Th. 5.1] as follows.

1The H0(r)-modules considered in [16, 17, 18] are left module. Since H0(r) admits an anti-automorphism Ti 7→ Ti, all
results there hold similarly for right H0(r)-modules.
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Lemma 3.1. Suppose J,K ⊆ I. Then dim Ext 1
H0(r)

(EJ , EK) = 1 if and only if J * K " J

and |j − k| 6 1 for all j ∈ J\K and k ∈ K\J . Otherwise, we have Ext 1
H0(r)

(EJ , EK) = 0.

For each subset J ⊆ I, let PJ and QJ denote the projective cover and injective hull of
SJ , respectively. By [18, Prop. 4.5], H0(r) is selfinjective and, moreover, PJ

∼= Qσ(J), where
σ is a bijection I → I taking i 7→ r − i. Without loss of generality, we set PJ = eJH0(r)

for an idempotent eJ ∈ H0(r). Then {eJ | J ⊆ I} is a complete set of primitive orthogonal
idempotents. By the lemma above, Γ has two isolated vertices v∅ and vI , i.e., there are no
arrows starting or ending at v∅ and vI . This implies that

H0(r) ∼= F× F× êH0(r)ê, (3.1.1)

where ê =
∑

J eJ with the sum taking over all proper subsets J ⊆ I.
Recall that for each λ ∈ Λ(n, r), we have the element

xλ =
∑

w∈Sλ

Tw ∈ H0(r).

Applying (1.0.1) gives x2λ = xλ. Hence, the H0(r)-module T0(n, r) :=
⊕

λ∈Λ(n,r) xλH0(r) is
both projective and injective.

Suppose n > r. Then for

λ = (1, . . . , 1︸ ︷︷ ︸
r

, 0, . . . , 0) ∈ I(n, r),

we have xλ = 1. Hence, if n > r, then S0(n, r) = End H0(r)(T0(n, r)) is Morita equivalent to
H0(r).

For each λ = (λ1, . . . , λn) ∈ Λ(n, r), consider the subset Jλ of I defined by

Jλ = {λ1, λ1 + λ2, . . . , λ1 + λ2 + · · ·λn}\{r}.

By [16, Cor. 4.14(2)],
xλH0(r) ∼=

⊕
J⊆Jλ

PJ .

This gives a decomposition

T0(n, r) =
⊕

λ∈Λ(n,r)

xλH0(r) =
⊕
J⊆I

(PJ)
dJ , (3.1.2)

where dJ = |{λ ∈ Λ(n, r) | J ⊆ Jλ}|.

Proposition 3.2. For each J ⊆ I, dJ ̸= 0 if and only if |J | 6 n− 1.

Proof. Suppose dJ ̸= 0. Then there exist λ ∈ Λ(n, r) such that J ⊆ Jλ. This implies that
|J | 6 |Jλ| 6 n− 1.
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Conversely, suppose |J | = m 6 n − 1. Write J = {i1 < · · · < im} and define λ =

(λ1, . . . , λn) ∈ Λ(n, r) by setting

λ1 = i1, λ2 = i2 − i1, . . . , λm = im − im−1, λm+1 = r − im, λm+2 = · · · = λn = 0.

Then J = Jλ. Therefore, dJ ̸= 0.

Remark 3.3. The H0(r)-module T0(n, r) =
⊕

λ∈Λ(n,r) xλH0(r) is also known as tensor space.
More precisely, let I(n, r) = { i = (i1, . . . , ir) | 1 6 ij 6 n for all 1 6 j 6 r }. The symmetric
group Sr acts on I(n, r) by place permutation:

iw = (iw(1), iw(2), . . . , iw(r)) for all i ∈ I(n, r), w ∈ Sr.

Let Ω be an F-vector space with basis {ωi | 1 6 i 6 n} whose r-fold tensor product Ω⊗r has
basis {ωi := ωi1 ⊗ · · · ⊗ ωir | i = (i1, . . . , ir) ∈ I(n, r)}. Then T0(n, r) is isomorphic to Ω⊗r

whose right H0(r)-module structure is defined by

ωiTk =


ωisk , ik < ik+1;

0, ik = ik+1;

−ωi, ik > ik+1,

(3.3.1)

where i = (i1, . . . , ir) ∈ I(n, r) and k ∈ I.
We claim that for each J ⊆ I, dJ = |XJ |, where

XJ = {i = (i1, . . . , ir) ∈ I(n, r) | ij > ij+1, ik > ik+1 for all j ∈ σ(J), k ∈ I\σ(J)}.

Indeed, since
Ω⊗r ∼= T0(n, r) ∼=

⊕
J⊆I

(PJ)
dJ ∼=

⊕
J⊆I

(Qσ(J))
dJ ,

it follows that

dJ = dim FHomH0(r)(Eσ(J), socΩ⊗r) = dim FHomH0(r)(Eσ(J),Ω
⊗r).

By the definition of Eσ(J), we have an isomorphism of F-spaces

HomH0(r)(Eσ(J),Ω
⊗r)

∼={x ∈ Ω⊗r | xTj = −x for all j ∈ σ(J), xTk = 0 for all k ∈ I\σ(J)} := VJ .

It is easy to see that the coefficients of x =
∑

i xiωi ∈ VJ satisfyxi = 0, if there exists j ∈ σ(J) such that ij 6 ij+1;

xisk − xi = 0, if there exists k ∈ I\σ(J) such that ik < ik+1.
(3.3.2)
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By viewing (3.3.2) as a system of homogeneous linear equations with variables xi for i ∈ I(n, r),
we can identify VJ with the space SJ of solutions of (3.3.2). We conclude that all the xi with
i ∈ XJ form a set of free variables for (3.3.2). Consequently,

dJ = dim FVJ = dim FSJ = |XJ |.

By Proposition 3.2, for arbitrary positive integers n, r, S0(n, r) is Morita equivalent to

End H0(r)

( ⊕
J⊆I, |J|6n−1

PJ

) ∼= eH0(r)e, (3.3.3)

where e =
∑

J⊆I, |J|6n−1 eJ .

Proposition 3.4. The algebra S0(n, r) is selfinjective.

Proof. It is known that the usual duality D = HomF(−,F) induces the Nakayama functor

ν = DHomH0(r)(−,H0(r)) : mod-H0(r) −→ mod-H0(r),

where mod-H0(r) denotes the category of finite dimensional right H0(r)-modules. Since PJ
∼=

Qσ(J) for each subset J ⊆ I, we have

ν(PJ) ∼= QJ
∼= Pσ(J).

Hence, the set {PJ | J ⊆ I, |J | 6 n−1} is stable under ν, up to isomorphism. By [27, Lem. 2.2]
and the selfinjectivity of H0(r), we infer that eH0(r)e is selfinjective. Consequently, S0(n, r) is
selfinjective.

Furthermore, from (3.3.3) it follows that S0(r − 1, r) is Morita equivalent to F× êH0(r)ê.
In conclusion, we obtain the following result which is a slight generalization of [5, §2.2(5)].

Proposition 3.5. Suppose n > r − 1. Then S0(n, r) and H0(r) have the same representation
type.

Combining the results above gives the following theorem.

Theorem 3.6. Suppose n > 3. Then S0(n, r) is representation-finite (resp., tame, wild) if and
only if r 6 3 (resp., r = 4, r > 5).

Proof. It is shown in [19, Th. 2.1] that the 0-Hecke algebra H0(r) is representation-finite (resp.,
tame, wild) if and only if r 6 3 (resp., r = 4, r > 5).

Suppose n > 3. Then by Proposition 3.5, S0(n, r) and H0(r) have the same representation
type in case r 6 4. Therefore, S0(n, r) is representation-finite (resp., tame) if and only if r 6 3

(resp., r = 4).
Now let r > 5. Then by Lemma 3.1, the Gabriel quiver Γ of H0(r) contains a full subquiver

Σ of the following form
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� --�v{1,2}
v{1,3}

v{1,4}

v{2,3}q

6

?

6

?

� --
v{1} v{2} v{3}

q q q

Σ:

q q q
�

FIG.2. Subquiver of the Gabriel quiver Γ of H0(r)

Since n > 3, all PJ with

J ∈
{
{1}, {2}, {3}, {1, 2}, {1, 3}, {1, 4}, {2, 3}

}
occur as direct summands in T0(n, r), it follows that the Gabriel quiver of S0(n, r) also contains
a full subquiver of the form Σ. Hence, S0(n, r) is wild.

The rest of this section is devoted to determining the representation type of S0(2, r) with
r > 2. For each 0 6 i 6 r, put λ(i) = (i, r − i) ∈ Λ(2, r). Then

xλ(0)H0(r) ∼= P∅ ∼= xλ(r)H0(r), xλ(i)H0(r) ∼= P∅ ⊕ P{i} for 1 6 i < r.

Thus, T0(2, r) ∼= (P∅)
r+1 ⊕

(⊕r−1
i=1 P{i}

)
and

S0(2, r) ∼= F(r+1)×(r+1) × End H0(r)

(r−1⊕
i=1

P{i}
)
. (3.6.1)

By Lemma 3.1, the Gabriel quiver of A0(r) := End H0(r)

(⊕r−1
i=1 P{i}

)
has the form

∆r: q q q- -- � ��
v{1} v{2}

···
v{r−1}α1 α2

···
αr−2

β1 β2

···
βr−2

FIG.3. Gabriel quiver of A0(r)

Hence, A0(r) ∼= F∆r/Ir for some admissible ideal Ir of the path algebra F∆r. Our next aim is
to determine the ideal Ir by induction on r.

Recall from §2 that S0(2, r) has a basis {ζA | A ∈ Ξ(2, r)}. By (1.1.2), for each 0 6 i 6 r,
the idempotent ζλ(i) is the composition

T0(2, r) =

r⊕
j=0

xλ(j)H0(r)
πi−→ xλ(i)H0(r)

κi−→
r⊕

j=0

xλ(j)H0(r) = T0(2, r),
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where πi and κi denote the canonical projection and inclusion, respectively. Hence, S0(2, r)ζλ(0)
∼=

S0(2, r)ζλ(r) is a simple projective module. In particular, ζλ(0) and ζλ(r) are primitive idempo-
tents. For each 1 6 i < r, ζλ(i) decomposes into a sum of orthogonal primitive idempotents
ζλ(i) = ζ ′

λ(i) + ζ ′′
λ(i) such that S0(n, r)ζ

′
λ(i)

∼= S0(n, r)ζλ(0) . Consequently,

S0(2, r)/S0(2, r)ζλ(0)S0(2, r) ∼= A0(r) ∼= S0(2, r)/S0(2, r)ζλ(r)S0(2, r), (3.6.2)

and for 1 6 i < r,

S0(2, r)/S0(2, r)ζλ(i)S0(2, r) ∼= A0(r)/A0(r)eiA0(r), (3.6.3)

where ei denotes the idempotent of A0(r) corresponding to the vertex v{i} of ∆r. In other
words, ei is the composition of the canonical projection and inclusion

r−1⊕
j=1

P{j} −→ P{i} −→
r−1⊕
j=1

P{j}.

Proposition 3.7. Suppose λ = (1, r − 1) and µ = (0, r − 1). Then there is an algebra
isomorphism

ϕ : S0(2, r)/S0(2, r)ζλS0(2, r) −→ S0(2, r − 1)/S0(2, r − 1)ζµS0(2, r − 1).

Analogously, suppose ρ = (r − 1, 1) and τ = (r − 1, 0), Then there is an algebra isomorphism

ψ : S0(2, r)/S0(2, r)ζρS0(2, r) −→ S0(2, r − 1)/S0(2, r − 1)ζτS0(2, r − 1).

Proof. We only prove the first assertion. The second one can be proved similarly.
By Corollary 2.9, S0(2, r) has generators e, f and ζν (ν ∈ Λ(2, r)) with relations:

(DS1) ζνζν′ = δν,ν′ζν , 1 =
∑

ν∈Λ(2,r) ζν ;

(DS2) eζν = ζν+ε1−ε2e if ν2 ≥ 1, eζν = 0 = ζνf if ν2 = 0;

(DS3) fζν = ζν−ε1+ε2f if ν1 ≥ 1, fζν = 0 = ζνe if ν1 = 0;

(DS4) ef− fe = ζ(r,0) − ζ(0,r).

While S0(2, r − 1) has generators e, f and ζθ (θ ∈ Λ(2, r − 1)) with similar relations. Write

Kλ = S0(2, r)ζλS0(2, r) and Kµ = S0(2, r − 1)ζµS0(2, r − 1).

Consider the following elements in S0(2, r − 1)/Kµ:

e′ = e+Kµ, f
′ = f+Kµ, ζ

′
ν =

{
ζ(ν1−1,ν2) +Kµ, if ν1 > 1;
0, otherwise,
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where ν = (ν1, ν2) ∈ Λ(2, r). It is straightforward to check that e′, f′, ζ ′ν satisfy the generating
relations (DS1)–(DS4) for S0(2, r). Thus, there is a surjective algebra homomorphism

ϕ̃ : S0(2, r) −→ S0(2, r − 1)/Kµ

which takes e 7→ e′, f 7→ f′ and ζν 7→ ζ ′ν for ν ∈ Λ(2, r). Since ϕ̃(ζλ) = 0, it induces a surjective
homomorphism

ϕ : S0(2, r)/Kλ −→ S0(2, r − 1)/Kµ.

We now prove that ϕ is an isomorphism by a dimension comparison. By (3.6.1) and (3.6.2),

dimS0(2, r − 1)/Kµ = dimS0(2, r − 1)− r2 =

(
r + 2

3

)
− r2.

On the other hand, for each 0 6 i 6 r, put λ(i) = (i, r − i) ∈ Λ(2, r) as above. Note that
λ = λ(1). Since

∑r
i=0 ζλ(i) = 1, we obtain a decomposition

Kλ = ζλ(0)Kλ ⊕ ζλ(1)Kλ ⊕ · · · ⊕ ζλ(r)Kλ.

We are going to compute the dimensions of

ζλ(i)Kλζλ(j) = (ζλ(i)S0(2, r)ζλ) · (ζλS0(2, r)ζλ(j)).

A direct calculation shows that ζλ(0)S0(2, r)ζλ = FζA0
and ζλ(r)S0(2, r)ζλ = FζAr

, where

A0 =
(

0 0

1 r − 1

)
and Ar =

(
1 r − 1

0 0

)
.

For 1 6 i < r, ζλ(i)S0(2, r)ζλ has a basis {ζ
A

(i)
1
, ζ

A
(i)
2
}, where

A
(i)
1 =

(
1 i − 1

0 r − i

)
and A

(i)
2 =

(
0 i

1 r − i − 1

)
.

Similarly, ζλS0(2, r)ζλ(0) = FζB0
and ζλS0(2, r)ζλ(r) = FζBr

, where

B0 =
(

0 1

0 r − 1

)
and Br =

(
1 0

r − 1 0

)
.

For 1 6 i < r, ζλS0(2, r)ζλ(i) has a basis {ζ
B

(i)
1
, ζ

B
(i)
2
}, where

B
(i)
1 =

(
1 0

i − 1 r − i

)
and B

(i)
2 =

(
0 1

i r − i − 1

)
.

Furthermore, ζλ(0)Kλ has a basis

{ζA | A =
(

0 0

i r − i

)
for 0 6 i 6 r},

and ζλ(r)Kλ has a basis
{ζA | A =

(
i r − i

0 0

)
for 0 6 i 6 r}.

Hence, dim ζλ(0)Kλ = dim ζλ(r)Kλ = r + 1.
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Now fix 1 6 i 6 r−1. Then ζλ(i)Kλζλ(0) (resp., ζλ(i)Kλζλ(r)) has a basis ζC (resp., ζD) with

C =
(

0 i

0 r − i

)
(resp., D =

(
i 0

r − i 0

)
).

By [7, Th. 13.18(1)] and [28, Th. 3.2], for 1 6 j 6 r − 1, we have

ζ
A

(i)
1
ζ
B

(j)
1

=

min{i−1,j−1}∑
m=0

ζXm
with Xm =

(
1 + m i − 1 − m

j − 1 − m r − j − i + m + 1

)
,

ζ
A

(i)
1
ζ
B

(j)
2

= ζ
A

(i)
2
ζ
B

(j)
1

= ζY with Y =
(
0 i

j r − j − i

)
,

ζ
A

(i)
2
ζ
B

(j)
2

=

min{i,j}∑
m=0

ζXm−1
= ζ

A
(i)
1
ζ
B

(j)
1

+ ζ
A

(i)
1
ζ
B

(j)
2
.

Since
ζY ̸= 0 ⇐⇒ r − j − i > 0 ⇐⇒ j 6 r − i,

it follows that

dim ζλ(i)Kλζλ(j) =

2, if 1 6 j 6 r − i;

1, if r − i < j 6 r − 1.

Hence,

dim ζλ(i)Kλ =

r∑
j=0

dim ζλ(i)Kλζλ(j) = 2r + 1− i.

Consequently, we obtain that

dimKλ =
r∑

i=0

dim ζλ(i)Kλ = 2(r + 1) +
r−1∑
i=1

(2r + 1− i) =
3r2 + 3r + 2

2

= dimS0(2, r)− dimS0(2, r − 1)/Kµ.

This together with the surjectivity of ϕ implies that ϕ is an isomorphism.

The proposition above together with (3.6.2) and (3.6.3) implies that ϕ induces a surjective
algebra homomorphism

ϕ̄ : A0(r) −→ A0(r − 1)

taking e1 7→ 0 and ei 7→ ei−1, for 2 6 i 6 r−1 with Ker ϕ̄ = A0(r)e1A0(r). Similarly, ψ induces
a surjective algebra homomorphism

ψ̄ : A0(r) −→ A0(r − 1)

taking er−1 7→ 0 and ei 7→ ei, for 1 6 i 6 r − 2 with Ker ψ̄ = A0(r)er−1A0(r).

Corollary 3.8. Suppose r > 2. Then A0(r) ∼= F∆r/Ir, where Ir is the ideal of F∆r generated
by {β1α1, αr−2βr−2, βiαi − αi−1βi−1 for 2 6 i 6 r − 2}.
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Proof. Obviously, A0(2) ∼= F ∼= F∆1. By the proof of [19, Th. 2.1], we have

A0(3) ∼= F∆2/⟨β1α1, α1β1⟩ and A0(4) ∼= F∆3/⟨β1α1, α1β1 − β2α2, α2β2⟩.

Hence, the assertion is true for r = 2, 3, 4. Applying the surjective homomorphisms ϕ̄ and ψ̄

together with an induction on r proves the assertion for all r > 2.

Theorem 3.9. Let r > 2. Then S0(2, r) is representation-finite (resp., tame, wild) if r 6 5

(resp., r = 6, r > 7).

Proof. By (3.6.1), S0(2, r) and A0(r) have the same representation type. It is clear that A0(r)

is representation-finite for r 6 4. By applying the covering technique developed in [29, 30],
we obtain that there are 40 isolasses of indecomposable A0(5)-modules. Hence, A0(5) is also
representation-finite.

By [31] and [32, Th. 4.2], A0(6) is a selfinjective algebra of tubular type which is tame.
It remains to show that A0(r) is wild for r > 7. The universal cover of A0(r) has the

following form

1

��?
??

??
?? 3

����
��
��
�

��?
??

??
?? 5

����
��
��
� r−3

��?
??

??
? r−1

����
��
��

2

��?
??

??
??

����
��
��
� 4

����
��
��
�

��?
??

??
?? r−2

��?
??

??
?

����
��
��

Q̃r : 1

��?
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��?
??

??
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����
��
��
� 5

����
��
��
� r−3

��?
??

??
? r−1

����
��
��

2

��?
??

??
??

����
��
��
� 4

����
��
��
�

��?
??

??
?? r−2

����
��
��

��?
??

??
?

1

��?
??

??
?? 3

����
��
��
�

��?
??

??
?? 5

����
��
��
� r−3

��?
??

??
? r−1

����
��
��

2

����
��
��
�

��?
??

??
?? 4

����
��
��
�

��?
??

??
?? r−2

��?
??

??
?

����
��
��

1 3 5 r−3 r−1

FIG.4. Universal cover of A0(r)

with all squares commutative and all paths 1 −→ 2 −→ 1 and r − 1 −→ r − 2 −→ r − 1 being
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zero. The quiver Q̃r contains a full subquiver of the form

3

��?
??

??
??

����
��
��
� 5

����
��
��
�

��?
??

??
??

2

��?
??

??
??

����
��
��
� 4

��?
??

??
??

����
��
��
� 6

����
��
��
�

1

��?
??

??
?? 3

����
��
��
�

��?
??

??
?? 5

����
��
��
�

2 4

FIG.5. Subquiver of Q̃r

with all squares commutative which gives rise to a wild algebra. Hence, A0(r) is wild for
r > 7.
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