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Abstract

Let T be a triangular algebra. We say that D = {D,, : n € N} C L(T) is a Jordan higher
derivable mapping at G if D,,(ST +T'S) =3, ., (Di(S)D;(T) + D:i(T)D;(5)) for any S,T € T
with ST = G. An element G € T is called a Jordan higher all-derivable point of T if every Jordan
higher derivable linear mapping D = {D, },en at G is a higher derivation. In this paper, under
some mild conditions on 7T, we prove that some elements of 7 are Jordan higher all-derivable
points. This extends some results in [6] to the case of Jordan higher derivations.
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1. Introduction and preliminaries

Let A be a ring (or algebra) with the unit I. An additive linear mapping ¢ from A into itself is
called a derivation if 6(ST) = §(S)T+ Sd(T') for any S,T € A and is said to be a Jordan derivation
it (ST +TS)=46(5)T+ SH(T)+06(T)S +T6(S) for any S, T € A. We say that a mapping 0 is
Jordan derivable at a given point G € A if 6(ST +T'S) = §(S)T' + S6(T) + 6(T)S +T4(S) for any
S, T € A with ST = G, and G is called a Jordan all-derivable point of A if every Jordan derivable
mapping at G is a derivation. We say that D = {D,,} C L(A) is a Jordan higher derivable mapping
at G if Dp(ST +TS) =3, ;,,(Di(S)D;(T) + Di(T)D;(5)) for any S,T € A with ST = G. An
element G € A is called a Jordan higher all-derivable point of A if every Jordan higher derivable
linear mapping D = {D,,} at G is a higher derivation. There have been a number of papers on the
study of conditions under which derivations of operator algebras can be completely determined by
the action on some sets of operators. In [3], W. Jing showed that I is a Jordan all-derivable point
of B(H) with # is a Hilbert space. In [7], J. Zhu proved that every invertible operator in nest
algebra is an all-derivable point in the strong operator topology. Also it was showed that every
element in the algebra of all upper triangular matrices is a Jordan all-derivable point by Z. Sha
and J. Zhu in [6].

With the development of derivation, higher derivation has attracted much attention of math-
ematicians as an active subject of research in algebras. In [4] Z. Xiao and F. Wei showed that
any Jordan higher derivation on a triangular algebra is a higher derivation. In this paper we will
extend the conclusion of [6] to the case of Jordan higher derivations.

Let A and B be two unital rings (or algebras) with the unit Iy, Iz, and M be a unital (A,
B)-bimodule, which is faithfull as a left .A-module and as a right B-module. The ring(or algebra)
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under the usual matrix operations is said to be a triangular algebra. We mainly proved that 0 and

[ 101 )I(O ] are Jordan higher all-derivable points for any given point Xy € M.
2

2. Jordan higher all-derivable points in ring algebras

In this section, we always assume that the characteristics of A and BB are not 2 and 3, and for
any X € A, Y € B, there are some integers ni, ny such that n; ;1 — X and nols — Y are invertible.
The following two theorems are the main results in this paper.

Theorem 2.1 Let D = (Dy)nen be a family of additive linear mappings on T that Dy = iDt
(identical mapping on T ). If D is Jordan higher derivable at 0, then D is a higher derivation.

Proof. For any T' = [ X v

0 7 ] € T, we can write

b ([X y]>_[5;1(X)+¢;1(Y)+r#(2> 02 (X) + 9,2 (V) + 7,%(2)
"oz 0 X))+ (V) +72(2) |7

where 6% : A — Aij, 0 : M — Ay, 79 B — Ay, 1 < i < j < 2 are additive maps with
A = A, A1z = M, Az = B. Tt follows from the fact Dy = iD7 that when i = j = 1, 65 = id 4,

else 67 = 0; when i = 1,5 = 2, o =i, else o =0; when i =j =2, 70/ = i7p, else 77/ = 0.
WesetS:[g Vg}ande{)O( g]foreveryXeA,WEM. Then ST = 0 and
0 XWwW
TS—[O 0 }So

it (W81 (X) + 67 (X (W) it (W)6;2(X) + 6 (X))o (W)
+ (W32 (X) + 62 (X) (W)

-2
o 0 P2 (W)02(X) + 62(X )2 (W)
This implies that
Prl (XW) = > (@' (V)61 (X) + 611 (X )y (W), (1)
i+j=n
PROXW) = 30 (@ W)SR(X) + 51 (X)) 4+ 2 (W2 (X) + 52(X)2 (7)), (2)

i+j=n



and
PRA(XW) = Y (PP (W53 (X) + 672(X)* (W) (3)
i+j=n
for any X € A, W € M. One obtains that

en (W)= > (e (W5 (1) + 61 (T)g) (W), (4)
i+j=n

(W) = Y (9 (W)532(I) + 67> (1) (W) (5)
i+j=n

by taking X = I; in Eq. (1) and Eq. (3). Now we prove the fact that L' (W) = 0 and ©22(W) =0
by induction on n. When n = 0, it is easily verified that ¢}*(W) = 0 and p3%(W) = 0 from the
characterizations of ¢j! and ¢Z?. When n = 1, p1*(W) = 0 and ¢3?(W) = 0 can be obtained by
the proof in [6, Theorem 2.1]. We assume that p.} (W) = 0 and ¢?2(W) =0 for all 1 < m < n.
In fact, by the Eq. (4) and 63! = id 4, we have 1 (W) = Lt (W) + oLt (W) = 211 (W). Thus
e (W) = 0. Similarly combining Eq. (5) with the fact that §3° = 0, we can get ©2?(W) = 0

for any W € M and n € N. ForanyXE.A,WEMandYEB,settingS_[O W]and

0 Y
0 Xw

0 0

X 0
T_{ ) O}thenST_O,TS—[

} . One gets

0 p2(XW)
0 0

| =DusT T8 = £ (DiSIDID) + DTIDI(S))

T

A AP 118700 500

7 F)

SU(X) S2(X) [ 7H(Y) gl2(W) + r2(Y)
LT R TR D

J
Hence the following three equations hold

Y @ XEHX) + o (0O Y) =0, (6)

i+j=n
D PSP (X) + 62X (Y)) = 0, (7)
i+j=n
er(XW) = ig;n(n—” (Y)8;2(X) + ;2 (W)a3%(X) + 7% (Y)67%(X)
FEI(X)QR(W) 4+ 51 (X)rf2(Y) + 52(X)rE(Y)
for any X € A, W € M. One can see that
> FH Y ) + 61 ()T (YY) =0 (9)
i+j=n

by taking X = I; in Eq. (6). Using Eq. (9) and induction, one has 7,.'(Y) = 0 for every n € N.

Similarly taking Y = I in Eq. (7), by inducting and using the fact that 73%(Y) = 0, we get
522(X) =0 for every n € N and X € A.



We can obtain that

Yo OO+ 62X)TE(Y) =0 (10)

i+j=n

by 622(X) =0, 711(Y) = 0 and taking W = 0 in Eq. (8).
By Eq. (2) and the fact that 622(X) = 0, L1 (W) =0, p22(W) = 0 and ¢}? = iprm, we have

o (XW) = Y (X)) (W). (11)
1+j=n

We claim that 6§ = {d.! : n € N} is a higher derivation on A. In fact, we know that &; is
a derivation by Theorem 2.1 in [6]. It follows that §{1(X;X5) = §11(X1) X5 + X1611(X3) for any
X1, Xa in A. Now we assume that 6, (X1 X2) = Y 6}1(X1)d;'(Xo) for any 1 < m < n with

i+j=m
m € N. Summing up Eq. (11) and ¢}? = ipnr, we get

PRt (X1 (XoW)) = >0 671 (X)pj? (X W)

i+j=n
(12)
= E 51-11(X1)5;1(X2)W+ Z 51-11(X1)5;1(X2)9011€2(W)
i+e=n i+et+k=n,k>0
for any X1, Xo € A and W € M. On the other hand
e (X Xo)W) = > (X1 Xa)p?(W) + 6,1 (X1 Xo)W
i+j=n,j>0
(13)

= > X)) X2) e (W) + 61 (X1 X)W
e+k+j=n,j>0

for any X1,X> € A and W € M. Combining Eq. (12) with Eq. (13), we get [6:'(X1X2) —
> 6;H(X1)8 ] (X2)]W = 0. Since M is faithful, we get 6, (X1 X2) = > 6/1(X1)d;" (Xp), ie.

e+i=n i+j=n
§ = {0 : n € N} is a higher derivation.
_y-1
Letting S = [ 8 X YWY and T = { 0 V(I)/ ] for any Y € B, W € M, and invertible

X € A. Then ST =TS =0. So we get

[ 8 8 } =D, (ST+TS)= > (Di(S)D;(T)+ D;(T)D;(5))

1+j=n
_ 0 —pR(XWY) +72(y) ][ S1(X) 8K+ pI2W)
- 200 () [1% ]

K2

. { I X) O+ pl2(W) ] [ 0 —p(XTTWY) 4+ 7%(Y) ])_

0 0 7']»22 (Y)
The above equation implies that
0= X (XT'WY) +72(Y) + (612(X) + (W) (V). (14)
i+j=n



By replacing W by AW in the above equation, dividing the equation by A and letting A — 400,
we obtain that

0= [=6' (X)) (XTWY) + o2 (W) (Y)]. (15)
i+j=n
So we can get
0= [F0"L)e)(WY) + o (W) (Y)] (16)
i+j=n

by setting X = I; in the above equation. Since § = {41! : n € N} is a higher derivation, 6! (I1) = 0
when n > 1. It follows from Eq. (16) that

o (WY) = 3 oW (Y). (17)
i+j=n

We claim that 7 = {722 : n € N} is a higher derivation on B. In fact, by the proof of [6,
Theorem 2.1] we know that 7 is a higher derivation. This implies that 772(Y1Ys) = 772(Y1)Y2 +
Y1782(Yz) for any Y1,Ys € B. We now assume that 722(V1Ys) = Y 722(V1)772(Ya) for all

J
1+j=m
1 <m < n with m € N. It follows from Eq. (17) that

r(WY1Ya) = @2 (W(Y1Y2))
= Wri2(MYa)+ X @ (W)r?(V1Ya)
i+j=n,j<n (18)

= WrniYe)+ X o?(W)r2 (V)% (Ya)
i+et+k=n,i>0

for any Y7,Y2 € B and W € M. On the other hand by Eq. (17) and the fact that M is a (A,
B)-bimodule, we have

2 (WY1Ys) = @2 (WY1)Ya)

X et WY)rP(Ya) = 3 @ 2(W)r2 (Vi) (Ya)
i+j=n e+k+j=n (19)

Wy 2P+ X el (V)T (Ya).
k+j=n et+k+j=n,e>0

Combining Eq. (18) with Eq. (19), we get W[r2?(Y1Y2) — > 72%(Y1)77%(Y2)]W = 0. Since M

k+j=n
is faithful, we get 72%(Y1Y2) = > 772(Y1)772(Ya).
1+j=n
. . o X1 W
Now we prove that (D,)nen is a higher derivation. For any S = 0 v T =
1

[ Xz W € T, where X1,Xo € A, W1, Wy € M and Y1,Y; € B. Summing up the above

0 Y
results and using the definition of D,,, we obtain that

Du(ST) = D] T M)

_ SN X1 Xe) 02(X1Xo) + ol (XaWa + W Ya) + 712 (Y1Ys)
o 0 752(Y1}/2) ’



and

> Di(S)D;(T)

t+j=n itj=n

61 (X1)  62(X1) + @2 (Wh) + 72 (1)
2 ({ 0 s70"22(3/1)

3

]
I 0 sz2 (Y2)

[ o0 (X1 X2) H%;n@l(Xl)(S?(Xz) + 0,1 (X)) (Ya) + 012 (X1)772(Y2)
= +72 (V1) 772 (Y2)) + @2? (X Wa + Wi Y2)

510 908 e 70

i 0 (V1Y)

by Eq. (17) and the fact that both ¢ and 7 are higher derivations. So D is a higher derivations if
and only if the equation

6:2(X1X0) + R (Xa Wy + WiYs) + 142 (Y1Y2)

= 3 (671 (X1)0j*(X2) + 611 (X1)72 (V)

LX) TP (¥2) + 72 () 72(V2) + @I (X Wa + WiYa)

holds.
We get that 722(Iy) = 0(n > 1) from [4, lemma 2.2]. So we can write

0AX) == > §M(X)7* (k)
i+j=n

by setting Y = I in Eq. (10). Letting X = I; in the above equation, one gets §12(I1) = —7}2(I3).

So
62(X) = 3 S X)5HD). (20)
1+j=n
Similarly by taking X = I; in Eq. (10) and noting the fact §1*(1;) = 0(n > 1), we have
) == ¥ SRR, -
i+j=n

Thus it follows from Eq. (20) and Eq. (21) that
X1 Xa) +7,2(ViYa) = Y 61N (XuX2)djP (L) — Yo 6;2(I)T(YiYa)

J

i+j=n itj=n
(22)
= Y X)X (L) - Y 0PI ()T (Ya).
k+it+j=n itktl=n
On the other hand
H;n@l(Xl)@Q(Xz) + 011 (X1)7%(Ya) + 6;2(X1) 772 (Ya) + 7,2 (Y1) 772 (Y2))
= X ¥ X )GN (X)) = X > 6N (X162 (1) (Ya)
iti=n kti=j itj=n ktl=j
(23)
+ > X GMX)P(I)TA(Ye) = X Y M) TP (Y) T (Ya)
it j=n ktl—=i itj=n ktl—=i

= X 0MXRG (X282 (L) — X AT (V1) (Ya).
i+k+l=n j+kti=n



Thus combining Eq. (22) with Eq. (23), we arrive at
02 (X1X2) + 9,2 (X Wa + WA Y2) + 7,2 (V1 Y2)
= > (0MM(X1)0A(X2) + 0 (X)) % (Ya) + 612 (X1) 77 (Ya)
+72 (Y1) 772 (Y2)) + 02 (X Wa + W1 Ya).

Finally we obtain the desired result.

Theorem 2.2 Let D = {D,} be a family of additive mappings on T that Do = iDy. If D is
L Xy

Jordan higher derivable at G = o L |’ then D is a higher derivation.
2
-1 -1
Proof. We set S = [ )0( 3 ] and T = XO ijfo } for every invertible element X € A

I X71X0Y

andYeB.ThenSTzGandTS:[O I
2

} , SO we obtain

257111(11) +2T$1(12) 257112(11)4-27'7112(12)4'
—Hp}ll(XQ +X_1X0Y) +g07112(X0+X_1X0Y)

0 2622(I1) + p22(Xo + X 1 X0Y) + 2722 (1)

Dy (ST +T5) = _}; (Di(S)D;(T) + Di(T)D;(S5))

0 (X)) + 7 (Y) 02X +72(Y)

= 0 52(X) + m2(Y)
B+ X TIX) SR £ PR (X )
) ()
0 §2(X 1) + o2(X 71 Xo) + T2(Y )
5 (XY + ¢ (X1 Xo) G2 (X Y + ( ~1Xo)
(YY) Fri2(y )
+
0 GP(X T + (X7 Xo) +r2(YTH)

SPHX) +TIHY) 2(X) + 7/A(Y)

J

0 62(X) +72(v) |
So according to the above matrix equation, we get

2001 (1) + 27 (1) + oM (X0 + X 71 X0Y)

= 2 X))+ E))OHXT + o (X X) + 771 (V) (24)

i+j=n

HOH XY + ol (X X) + 7 (YT (61 (X) + 7 ()],



257112(11) =+ 27'712 (IQ) =+ 907112(X0 =+ X71X0Y)
= 2 (OMX) + T ERX Y + 9 (X1 Xo) + 72 (YY)
i+j=n
FER(X) + 2(V)) (02 (X 1) + 02 (X1 Xo) + 722(Y 1)) (25)
FEX Y + @ (X1 X) + (Y ) (612(X) + 72(Y))

HOPXTH + 92 (X1 X0) + 72 (V1) (672(X) + 772 (V)]

202%(I1) + 2722 (I2) + 922(Xo + X ' X,Y)

n

=T [0 + W) + B (X X) + 7R ) -
1+j=n
HOP(XTH) + 9P (X1 X0) + 72 (Y7 1))(052(X) + 772(Y))-
We claim that §11(I1) = 711 (1) = ¢2}(Xo) = 0 when n > 1 . In fact, we could obtain
257111 (Il) + 27‘7111 (12) + (,0,111 (Xo + Xo)
= _;; (61 (I1) + 7 (12)) (651 (1) + 9} (Xo) + 7/ (12)) (27)
+(6;1 (1) + @i (Xo) + 7 (12)) (6} (1) + 7, (12))]

by setting X = I; and Y = I in Eq. (24). When n = 1, the result that 6{'(I1) = 7i1(L»
©11(Xp) = 0 holds according to the [6, Theorem 2.2]. So we assume that 6}!(I7) L
©(Xp) =0forall 1 <m < n,m € N. Combining Eq. (27) with the fact 6;*(I1) = I, 7¢1(I2)
and using the induction hypothesis, we have

2601 (1) + 2701 (I2) + 2011 (Xo) = 6,1 (1) + 70 (L) 4 0531 (1) + 7t (12)

~ '~

+2511 (1) + 271 (1) + 211 (Xo).

Hence 6:1(I1) + 7t (I2) = 0(n > 1). Similarly we also can set that X = I; and Y = —1I5 in Eq.
(24). Using the induction hypothesis, we get 0:1(I1) — 711 (L) = —¢t(Xp). Summing up the
above equations we get 2611(I1) = =271 (1) = 11 (Xo).

Setting X = 111 and Y =I5 in Eq. (24) and using 6}' (1) + 74 (I2) = 0, we have

3ot (Xo) = 3 (011 (1) + 7 (12)) (26} (1) + 7 (I2) + 25" (X0))

. J
1+j=n

+(26) (In) + 7 (I2) + 211 (X0)) (567 (1) + 7/ (12))].
Thus combining 2611 (I1) = =271 (1) = pL1(Xo) with the assumption and using 53! (I1) = I,
one obtains
3¢y (Xo) = 5(20,' (1) + 731 (I2) + 293! (X0))
F2(05M (1) + 7' (I2)) + 2(6,1 (In) + 73 (12))

+3 (2651 (1) + Tt (I2) + 2051 (X0))



So o (Xo) = 4611 (1) + 5711 (I2). We can claim that 611 (I1) = 71 (1y) = ¢ (Xo) = 0. Hence the
Eq. (24) can be rewritten into

e (X1 X0Y) = 30 [(6;1(X) + 7 ()9 (X1 Xo) + 1 (Y ) +0;1(X 1)
v (28)
+(OH (X + o (X1 Xo) + 7 (Y ) (651 (X) + 71 (Y)).

Similarly by setting X = I; and Y = I in Eq. (26) and using the induction, we can get
822(I1) + 722(13) = 0. We also can obtain §22(I1) = 722(I2) = ¢22(Xo) = 0 if we take X = I; and
Y = 115 in Eq. (27). Thus

PR (XTIXGY) = 30 [(672(X) + 2 (V)P (X1 Xo) + 72 (Y1) + 672(X 7))
1+j=n
(29)
HEP(XT + P (X1 X0) + 72(Y 1)) (07 (X) + 772 (V)))-

We take X = I; and Y = I, in Eq. (25), then we can get 6}2(I;) + 7}2(I3) = 0. Letting
respectively Y = I and Y = %Ig in Eq. (25) and using the above equation we have

en(Xo+X71Xo) = 3 [OFHX)(62(X7H) + (X 71 Xo) + 7,%(12))
i+j=n

+H(OR2(X) + 72(1)) (2(X 1) + ¢2(X 1 X))
(XY + M (X 1X0)) (512(X) + 712(1)) (30)
HER(X ) + 92(X 1 X) + 712 (12))62(X)]

+0,2(X) + 722 (L) + 0,2(X 1) + 02 (X 71 Xo) + 703 (1),

ot (Xo+ 53X 1Xo) = 3 [61 (X)X 1) + ¢ (X1 Xo) +2777(12))
1+j=n

HOR2(X) + 572 (1) (02 (X ) + 92 (X 1Xp))
FOP(XY) + ! (X 1X0)) (312(X) + 3712(1)) (31)
F(B2(X 1) + p2(X 1 Xo) + 27/2(12)) 62 (X))
+2612(X) + 712 (I2) + $02(X ) + 50l (X1 Xo) + mi2(Ia),
which implies that

3o (X1 Xo) = 3 [=6;1(X)7(12)
i+j=n

+37 2 (1) (07 (X 1) + @2 (X1 X)) + 3(6;1 (X 1) + i (X 71 X0)) 7 (12)

T2 (B)52(X)] — B2(X) + 30X ) + Jel2(X 1 Xo).



> S [H2L)F2X 1) + 61 (X121

1+j=n

1
2
+72 (1) (X 1 Xo) + i (X1 Xo) 72 (B)] + 50,2(X )

= 2 (67107 () + 712(12)07% (X)) + 6,2(X).
i+j=n

Thus we get
> [m2(12)65%(X) + 6 1(X)7%(I2)

i+j=n

1
2

+712(1) P (X Xo) + o} (X Xo)72(I2)] + $612(X) (33)

= 2 XY (L) + 72 (12)0P (X ] + 6.2 (X )
i+j=n
for any invertible X € A by replacing X ! by X in Eq.(32). It follows that
sl 2 [1P(12)67%(X) + 611 (X)) (1)
i+j=n
+72(12) 93 (X Xo) + ¢ (X Xo) 7% (I2)] + 50,2(X)]
+3 2 [FPI2)e (X1 Xo) + ol (X1 Xo) 72 (1))
i+j=n
= i+§;n[5ill(x)7—j12([2) +72(12)05%(X)] + 6,7 (X).
So 12 22 11 12 12
[i_g::n[ﬂ‘ (12)53‘ (X) +9; (X)Tj (12)] + 6,2 (X))
+1 2 [HP(I2)e3* (X Xo) + o (X Xo)7,2 (12)]
i+j=n
(34)
+35 2 [1P(I2)e (X1 Xo) + o} (X 1 X0o) 72 (1))
i+j=n
= 2 [1P(L)e(X) + 071 (X)) (12)] + 0,2(X)
i+j=n

for any invertible X € A.
Similarly by letting X = I; and X = 2I; in Eq. (25), it is easily checked that

ot (Xo + XoY) = 30 [1H(Y)(95*(Xo) + 772(Y 1) + 6;2(1))

i+j=n
+(6;7 (1) + 2 (V)2 (V) + 7 (Y )65 (L) + 757(Y) (35)
+(i2(Xo) + 2 (Y™H) + 012 ()72 (V)]

+e,2(Xo) + 7,2 (V71 + 26,2 (1) + 7,2 (Y),

10



i (Xo + 5X0Y) = _+Z [ (V)(35%(Xo0) + 72(Y 1) + 56;%(1h))
i+j=n

+(26;2(I) + 72 (V)2 (Y ™) + 7 (Y71 (2652 (1) + 772(Y)

(36)
+(z9i?(Xo) + 72 (Y1) + 3612 (1)) 772 (V)]
+ep? (Xo) +27,2(Y 1) + 26,2 (1) + 57,°(Y),
which implies that
sen(XoV) = 3 [Gr(V)(@)?(Xo) + 0;%(1)) = 62 (1) 772 (Y1)
B (37)

TS ) + 3l (Xo) + (0] + 3 ()

By considering Eq. (28) and l!(X() = 0 and letting X = I and X = 2I; respectively, it is
easily verified that

o (XoY) = }+Z: [T+ (Y 20 (YD 420 0(Y), (3
Sl (oY) = 3 W) A DS O] 4R ) £ V). (g)
i+j=n

When n = 0, 741(Y) = 0. When n = 1, 7{1(Y) = 0 according to [6, Theorem 2.2]. We assume
that 721 (Y) =0 for any Y € B and 1 < m < n. So combining Eq. (38) with Eq. (39) and using
the induction hypothesis, we have

on (XoY) =27, (Y 71) + 27,1 (Y), (40)

1
SO (X0Y) = 47 (Y )+ (), (41)

By direct computation, one can verify that 711(Y=1) = 0. There exists n € N such that nly — Y
is invertible for any Y € B and 7}1(Iy) =0, s0 7}}(Y) =0 for any Y € B .

When n = 0, 622(X) = 0 for any X € A. By [6, Theorem 2.2], we can claim that When
n =1, 622(X) = 0. So now we assume that §22(X) = 0 for all 1 < m < n and X € A. Taking
respectively Y = I and Y = 215 in Eq. (29) and using 722(I2) = 0,n > 1, 782 = it we have

PRXTX) = B BR(N)EPX ) + P (X1 Xo))

i+j=n
F(EP(X 1 X) + 02(X 1)) (X)) (42)
+2622(X) + 2022(X 1 Xo) 4+ 2622(X 1),
and

207X 71 Xo) = 3 [62(X) (07 (X7 + 97 (X 71 X))
i+j=n

X Xo) + 07X )X )

+022(X) + 4922 (X 71 X0) + 4622(X 71).
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Combining the assumption and the above equations, we have the following equations:
—on (X 71 Xo) = 26,2(X) +2077(X ),

—20R2 (X1 Xo) = 622(X) + 46,2 (X 7).

By direct computation, one can verify that §22(X) = 0 for any invertible X € A and n € N.

Because there is some integer n such that nl; — X is invertible for every X € A, the conclusion of
§22(X) = 0 holds for every X € A.

-1 1y _ -1
WesetS—[%(Xy}andT—[XO XXg/ﬂWY for any Y € B, W €

. . I XilXQY ..
M, and for any invertible X € A, then ST = G and TS = 0 I . So combining
2

612(1) + 712(13) = 0 with the characterization of D, we obtain the following when n > 1

e M XTI X0Y) @ (Xo+ XT1XoY)
0 e (X1 XoY)

Dn(ST+TS) = > (Di(S)D;(T) + Di(T)D;(5))

i+j=n

SIX) + QI (XW)  612(X) + Q2 (XW) + 712(Y)
=Lz ([ 0 2V + G2 (XW)

i+j=n

SHX N+l (X71Xy = WYY 02X 1) + ol2(X 1 X — WY 1) +7/2(Y)
0 TRV +eP(X X - WY )

[ AP I X X WYY S g2 (X X — WY L) 4 rf2(Y)
0 r22(Y 1) B (X 1Ko - WY )

0N (X) + i (XW)  672(X) + o2 (XW) 4+ 7/2(Y)
{ 0 TJ-22(Y) + @?2(XW) ’

which implies the following three equations

o' (X1 XoY) = .+Z; [0 (X) + o (X)) (051 (XY + o (X1 X = WY ™)

(44)
(5111()(71) 4 ¢%1(X71X0 — WYil))((sjll(X) + @}I(XW))L

ot (Xo + X'X0Y) = 30 [(011(X) + o] (XW)) (02X 1) + 92 (X' X = WY 1) + 72(Y 1))
i+j=n
HOPHX) + P (XW) + 72 (V) (T2 (Y1) + P (X1 X0 = WY ™)

HOH XY + i (X1 X0 = WYTH)(8;2(X) + 92 (XW) + 772(Y))

HOPX T + 02 (XX = WY + 2V TH)) (72 (Y) + 97 (XW))],

12



PR(XTIXY) = 30 [(72(Y) + e (XW))(r2(Y ™) + (X1 X - WY T))
i+j=n
(46)
HEP2YT) + 9P (XX = WY ) (72(Y) + 932 (XW)))].
Now we take X = 2[; and Y =I5 in Eq. (44) and Eq. (46), it is checked that

3¢ (Xo) = ;; (207 (1) + 201 (W) (3051 (1) + 5" (5X0 — W)

(307 (1) + o} (5X0 — W))(26}" (I1) + 205 (W))],

390 (Xo) = _+Z; [(772(12) + 207 (W) (772 (I2) + 32 (3X0 — W)

+H(P2 (1) + @2 (3X0 = W))(772(I2) + 2052 (W)

By the fact that d11(I1) = O(n > 1), 722(l2) = 0(n > 1) and @' (Xo) = 0, ¢*2(Xo) = 0 for
any n > 0, it follows that

0=20 (W) +4 > @' (W)g} (W),
i+j=n
0=2p2(W)+4 > @2 (W)g*(W).
i+j=n
When n = 0, i1 (W) = ¢22(W) = 0, When n = 1, pi}(W) = ¢#(W) = 0, So we assume
that Ll (W) = p22(W) =0 for all 1 <m < n and W € M. Combining the above equation with

the assumption, we get that L' (W) = ¢22(W) =0 for all 1 < m < n.
By setting respectively Y = %IQ and Y = I, in Eq. (45), the following two equations hold

et (Xo+5X 71 Xo) = 30 [P (X)) O (X ) + ¢ (X ™1 Xo — 2W) + 271%(12))

i+j=n

XY (2(X) + @R2(XW) + 1712(1))] + 2612(X) (47)

n

202 (XW) + 702 (1) + 56,1 (X 1) + 5ol (X 71X — 2W) + 732(1),
e (Xo+X7'Xo) = X [0 (X)(62(X 7Y + 92 (X 1 Xo = W) +7,2(12))
i+j=n

I XY (ER(X) + @R2(XW) + 712(I2))] + 522(X) (48)

ot (XW) + 7,2 (L) + 0,1 (X 71 + 92 (X7 X = W) + 7,7 (12).
Which implies that
—30n (X7 Xo) = 3 [F0N (X)) (W) + 611 (X)7/2 (1)

i+j=n

FLOI (XTI (L)) + 622(X) (49)

+eH(XW) = 30,1 (X1 — 59,2 (X1 X).

n
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It follows from Eq. (34) and the fact §22(X) = @ 1 (W) = p22(W) = 0, we have
GE(X) == Y §HX)T (L), (50)
i+j=n
Hence combing Eq. (49) with Eq. (50), we can see that
o (XW) = Y 81 (X)p)* (W)
i+j=n

for any invertible X € A. There exists some n € N such that nl; — X is invertible for every
X € A, one can check that

o (XW) = Y 5 X)p)* (W) (51)
1+j=n

for any X € A.
Now we take respectively X = I; and X = 2I; in Eq. (45), one gets

ot (Xo+ XoY) = 30 [(02(L) + (W) + 72 (V)m72(Y )

i+j=n

H(E2 (1) + 9P (Xo — WY ) + 72(Y 1)) r2(Y)] + 612(1) (52)

+o2(Xo = WY N + 1 2(Y 1) + 6,2 (1) + )2 (Y) + 9,2 (W),

et (Xo+3X0Y) = 3 [(201°(1h) + 2012 (W) + 7/2(Y)) (Y1)

.= J
1+j=n
+(302(0) + 92 (3 X0 = WY 1) + 72 (V)2 (V)] + 0,7 (1) (53)

+20,2(5X0 = WY ) 4202 (Y1) + 632 (1) + 577 (Y) + 92 (W),
which implies that

3¢on (XoY) = g; [=(6:%(1) + @ (W))r2(Y 1)

(54)
+3(62 (1) + 92 (Xo) T2 (V)] + @2 (WY 1) = 7 2(Y 1) + 57,2(Y).

Combining the above equation with Eq. (37) and the fact 711(Y) = 0, we get

X [H0RI)TRY TN + 30 IR (Y) + 502 (Xo) TP (V)] + 3 (V) = 72 (Y )
i+j=n

= X 0RO + 0 )R Y) + el (Xo) R (Y)

1t+J=n

- X SR 4 g () - 4 e (VY.
1t+J=n

S
’ P (WY =3 o W)y ). (56)

it+j=n
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Replacing Y by Y1 in the above equation, we obtain for any invertible Y € B

Y el W)TE(Y). (57)

i+j=n

Since there is some integer n such that nls — Y is invertible for every Y € B, it is easy to see that
Eq. (57) is true for every Y € B and W € M, Summing up Eq. (54) and Eq. (56), we obtain that

S SR 2 = 5L YD SRR + RV 5%

i+j=n H-J n
Thus
612 1 S12(1) 722 (y 1 12y —1 59
> (V) + 7,%( )—5[2 )T YT A (Y] (59)
i+j=n i+j=n

by replacing Y ! by Y in the Eq. (58). Combining Eq. (58) with Eq. (59), we can obtain
1
SIS SRR+ nE ] =2l 3 SRR )
i+j=n itj=n
So using the direct computation, we can claim that
= Y ST Y). (60)
i+j=n

Now summing up all the above equations and using similar arguments as that in the proof of
Theorem 2.1, it is easily checked that both {63!}y and {722},cn are higher derivations. There-
fore it is also an easy computation to see that {D,}nen is a higher derivation. O
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