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The spaced seed is a filtration method to efficiently identify the regions of interest in string
similarity searches. It is important to find the optimal spaced seed that achieves the highest
search sensitivity. For some simple distributions of the similarities, the seed optimization
problem was proved to be not NP-hard. On the other hand, no polynomial time algorithm
has been found despite the extensive researches in the literature. In this article we examine
the hardness of the seed optimization problem by a polynomial time reduction from the
optimal Golomb ruler design problem, which is a well-known difficult (but not NP-hard)
problem in combinatorial design.

© 2009 Elsevier B.V. All rights reserved.
1. Introduction and notations

1.1. Seed optimization

Similarity searches often utilize some types of filtra-
tions to efficiently identify the similarity candidates be-
fore more accurate but time-consuming examination. Since
some real targets can be incorrectly filtered out, the filtra-
tion trades the search sensitivity for speed. In DNA similar-
ity searches, spaced seed was invented to achieve a better
tradeoff [16].

A spaced seed x is represented by a binary string such
as 111*1**1*1**11*111. The positions with letter 1 are re-
quired matches, and the positions with letter * are “don’t
cares”. The length of the string is called the length of the
seed, denoted by l(x). The number of required matches is
called the weight of the seed, denoted by w(x). A similar-
ity is hit by a seed x if there is a length-l(x) segment of
the similarity such that all the required matches specified

* Corresponding author.
E-mail addresses: binma@uwaterloo.ca (B. Ma),

thy03@mails.tsinghua.edu.cn (H. Yao).
0020-0190/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
doi:10.1016/j.ipl.2009.07.008
GAGTACTCAACACCAACATTAGTGGGCA
|| ||||||||| ||||| || ||||||
GAATACTCAACAGCAACACTAATGGGCA

111*1**1*1**11*111

Fig. 1. The seed 111*1**1*1**11*111 hits the similarity region.

by x are satisfied by the segment. Fig. 1 shows an example.
Given a probabilistic model of the similarities, the sensitiv-
ity of a seed is the probability that a randomly sampled
similarity contains at least one hit.

For spaced seeds with the same weight, it is easy to see
that their expected number of hits in random regions are
approximately equal. However, surprisingly, their sensitivi-
ties can be very different [16]. It is therefore important to
find the spaced seed that achieves the highest sensitivity
under a given distribution of the similarities. This is called
the seed optimization problem.

In a similarity, we use 1 to denote the matches and 0 to
denote the mismatches. Then the similarity can be repre-
sented by a 0–1 string. The i.i.d. model assumes that each
position of a similarity is independently 1 with probabil-
ity p. Here p is called the similarity level. The 〈L,k〉 model
assumes that the similarity has length L and there are ex-
actly k uniformly random positions that are 1. The seed
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111*1**1*1**11*111 111*1**1*1**11*111 ...
111*1**1*1**11*111 111*1**1*1**11*111 ...

Fig. 2. No matter how the seed is “slided”, two overlapping 111*1**1*1**11*111 always give six or more extra required matches than one seed.
optimization problems for i.i.d. model and 〈L,k〉 model are
called the i.i.d. seed optimization and the 〈L,k〉 seed opti-
mization, respectively.

A spaced seed x can also be specified by the set of
positions of the required matches. For example, the seed
x =111*1**1*1**11*111 can be denoted by its set represen-
tation S(x) = {0,1,2,4,7,9,12,13,15,16,17}. For a given
set S and an integer i, we define S + i = {x + i | x ∈ S}.

1.2. Related work

Using several discontinuous positions as a filter for sim-
ilarity search was proposed in some earlier literature such
as [20,12,2]. Ma et al. [16] first studied the optimization of
the discontinuous positions and coined the term “spaced
seed”. Given a spaced seed, the computing of the ex-
act sensitivity was proved to be NP-hard for i.i.d. model
in [14,15] and for 〈L,k〉 model in [19]. Exponential time
algorithms have been developed [10,13,3,1] and a polyno-
mial time approximation scheme (PTAS) was given in [15]
for computing the sensitivity of a given seed. However, the
NP-hardness of computing seed sensitivity does not lead to
the NP-hardness of seed optimization.

For an arbitrary distribution of the similarities, seed op-
timization problem was proved to be NP-hard [13]. But the
proof does not work for the simple i.i.d. and 〈L,k〉 models.
In fact, when unarily encoded, the seed optimization prob-
lem for i.i.d. model defines a sparse language [14,15] and is
therefore not NP-hard [18]. The same proof also applies to
the 〈L,k〉 similarities. An exponential-time brute-forth al-
gorithm was used in [16] to select the optimal seed. Many
heuristic algorithms were also developed [23,9,4,13,21,24,
1]. However, the exact computational complexities of the
seed optimization problem for i.i.d and 〈L,k〉 similarities
remain unknown.

1.3. Golomb ruler

A w-mark Golomb ruler is a set of distinct nonnega-
tive integers 0 = a1 < a2 < · · · < aw , called “marks”, such
that |ai −a j | �= |ak −al| for {i, j} �= {k, l} and i �= j. The opti-
mal Golomb ruler design problem seeks for a w-mark ruler
with the least aw [5].

It is relatively easy to construct a w-mark Golomb ruler
with polynomial aw . However, the finding of the optimal
Golomb ruler is a well-known difficult problem. The largest
known optimal Golomb ruler to date has w = 24, which
was found in 1967 [22] and verified to be optimal with
four years of distributed computation at distributed.net
(http://www.distributed.net) in 2004. However, there is no
mathematical proof on the hardness of Golomb ruler de-
sign either. In contrast, when unarily coded, the optimal
Golomb ruler problem defines a sparse language and is
therefore not NP-hard [18].

In this paper we reduce the optimal Golomb ruler
design problem to seed optimization, and consequently
prove that seed optimization is at least as hard as opti-
mal Golomb ruler design. Our results, together with the
tremendous efforts on optimal Golomb ruler design, jus-
tify the exponential-time and heuristic algorithms for seed
optimization.

2. I.I.D. seed optimization

It has been believed that the sensitivity increase of
the spaced seed comes from the irregularities in the seed
shape. When a spaced seed hits a similarity region, an ex-
tra hit right after the first hit requires many additional
matching positions, as illustrated in Fig. 2. This makes the
concurrent existence of more than one hits in the same
similarity region a rare event; whereas for a consecutive
seed, the second hit is relatively easy – only one additional
required match is needed. As a result, while the total num-
ber of hits are similar, spaced seeds hit more similarity
regions than a consecutive seed. If the set representation
S(x) of a seed x is a Golomb ruler, then S(x) ∩ (S(x) + i)
has at most one element for any integer i, resulting in the
minimum level of overlap between a seed and its slid-
ing. Therefore, a Golomb ruler is likely to be the optimal
spaced seed. In Theorems 1 and 2 we prove that this is
true under certain conditions.

Theorem 1. Consider the i.i.d. seed optimization problem for
seed length l, weight w, similarity length L, and similarity
level p. Let n = L − l + 1 be the number of positions the seed
can hit the similarity. Suppose p � 1

n3 and n � 2l. Then there
is a w-mark Golomb ruler with aw = l − 1 if and only if each
optimal spaced seed is a Golomb ruler.

Proof. Suppose a length-l and weight-w seed is given by
its set representation. When the context is clear, we also
use S to refer to the seed. Define ϕ(i) = |S ∩(S + i)|. Define
φ = maxi ϕ(i).

Denote by h(i1, . . . , ik) the probability of that the seed
hits at every position of i1, i2, . . . , ik . This event is equiva-
lent to that all the positions in

⋃k
j=1(S + ik) are matches.

Therefore, it is easy to verify that for any distinct numbers
i, j,k ∈ [0,n), we have h(i) = pw , h(i, j) = p2w−ϕ( j−i) �
p2w−φ , and

h(i, j,k) � p2w−φ+1. (1)

According to Bonferroni Inequalities [8],

Pr(S hits) �
n−1∑
i=0

h(i) −
∑

0�i< j<n

h(i, j), (2)

and

Pr(S hits) �
n−1∑
i=0

h(i) −
∑

0�i< j<n

h(i, j)

+
∑

h(i, j,k). (3)

0�i< j<k<n
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Because of Eq. (1), when p � 1
n3 ,

∑
0�i< j<k<n

h(i, j,k) �
(

n

3

)
p2w−φ+1 < p2w−φ × 1

2
. (4)

If φ = 1, Eq. (2) becomes

Pr(S hits) � npw − p2w−1 × n2

2
. (5)

If φ � 2, because there is at least one pair of i and j
such that ϕ( j − i) = φ � 2, as well as Eq. (4), Eq. (3) be-
comes

Pr(S hits) � npw − p2w−φ + p2w−φ × 1

2

= npw − 1

2
× p2w−φ

< npw − p2w−1 × n2

2
. (6)

When there is a Golomb ruler of length l with w mark-
ers, the seed defined by the ruler has φ = 1 and the hit
probability is lower bounded by Eq. (5). Because φ � 2 im-
plies Eq. (6), the optimal seed must be such that φ = 1. It
is easy to verify that when n � 2l, φ = 1 implies that the
seed is a Golomb ruler. �
Corollary 1. The i.i.d. seed optimization problem is at least as
hard as optimal Golomb ruler design.

Proof. Theorem 1 says that the finding of w-mark Golomb
ruler with length l can be reduced to the seed optimiza-
tion problem. Then the optimal Golomb ruler problem for
a given weight w can be solved by trying different length
l in polynomial steps. �

One problem of Theorem 1 is that the upper bound of p
is O (n−3), which is very small and not practical. We relax
this upper bound in Theorem 2.

Theorem 2. Let l, w, L, p,n be as defined in Theorem 1. Sup-
pose p � 1

4l · n−l
n and 2l � n � (2

√
l)w−1 . Then there is a

w-mark Golomb ruler with aw = l − 1 if and only if each op-
timal spaced seed is a Golomb ruler.

Proof. We only need to prove the “only if”. Suppose there
is a w-mark Golomb ruler with aw = l − 1, denoted as S∗ .
Denote the optimal spaced seed as S . We prove by contra-
diction that S is also a Golomb ruler.

Define ϕ∗(i) = |S∗ ∩ (S∗ + i)|. Because S∗ is a Golomb
ruler, ϕ∗(i) � 1. Define ϕ(i) = |S ∩ (S + i)| and φ =
maxi ϕ(i). If S is not a Golomb ruler, then φ > 1. Let
h∗(i1, . . . , ik) = Pr(S∗ hits at i1, . . . , ik) and h(i1, . . . , ik) =
Pr(S hits at i1, . . . , ik).

Because both S and S∗ have weight w , h(i)=h∗(i)= pw .
In addition, if j − i � l, then h(i, j) = h∗(i, j) = p2w . Thus,
by replacing S by S∗ and h by h∗ in Eq. (2) and then sub-
tracting Eq. (3) from Eq. (2), we get the following:
Pr(S∗ hits) − Pr(S hits)

�
∑

0�i< j<min(i+l,n)

h(i, j) −
∑

0�i< j<min(i+l,n)

h∗(i, j)

−
∑

0�i< j<k<n

h(i, j,k)

� (n − l)p2w−φ − nlp2w−1 −
∑

0�i< j<k<n

h(i, j,k). (7)

Here the last inequality is due to the following two facts:
(1) There is at least one d such that ϕ(d) = φ. There-
fore h(i, i + d) = p2w−φ for at least n − l different i.
(2) h∗(i, j) � p2w−1.

To prove the theorem, it suffices to show that when
φ � 2, formula (7) is greater than zero, which is a contra-
diction to the optimality of S . Clearly, when p is small,
nlp2w−1 can be bounded by a fraction of (n − l)p2w−φ

in formula (7). We need to examine the third term∑
0�i< j<k<n h(i, j,k) more carefully and bound it by a

fraction of (n − l)p2w−φ .
The set of indexes I = {(i, j,k): 0 � i < j < k < n} can

be divided into two sets I1 = {(i, j,k) ∈ I: j < i + l and k <

j + l} and I2 = I \ I1. Clearly I1 corresponds to the situa-
tions where the seed at j overlaps both the seed at i and
the seed at k; and I2 corresponds to the situations where
at least one seed does not overlap the other two seeds. For
any (i, j,k) ∈ I2, |(S + i)∪(S + j)∪(S +k)| � 3w −φ. Hence

∑
(i, j,k)∈I2

h(i, j,k) � n3

6
× p3w−φ. (8)

When p is small, this can also be bounded by a fraction of
(n − l)p2w−φ .

Again, I1 can be divided into two sets

J1 = {
(i, j,k) ∈ I1:

∣∣(S + k) \ (
(S + i) ∪ (S + j)

)∣∣ = 1
}

and J2 = I1 \ J1. That is, providing that there are hits at i
and j, J1 contains the indexes where the seed at k requires
only one additional match in the similarity region, and J2
contains the indexes where the seed at k requires at least
two additional matches. Therefore, for any (i, j,k) ∈ J2,
|(S + i) ∪ (S + j) ∪ (S + k)| � 2w − φ + 2. Hence∑
(i, j,k)∈ J2

h(i, j,k) � nl2 × p2w−φ+2. (9)

When p is small, this can be bounded by a fraction of
(n − l)p2w−φ again. The rest of the proof is to bound∑

(i, j,k)∈ J1
h(i, j,k). For (i, j,k) ∈ J1, we consider the pos-

sibilities of k for fixed i and j. As shown in Fig. 3, because
the last letter 1 in the seed at k already contributed an
additional match, the second last letter 1 in the seed at k
must coincide with the last letter 1 of either the seed at
i or the seed at j. Otherwise it contributes another addi-
tional match (keep in mind that the seeds at i, j and k are
the same seed), contradicting the definition of J1. Thus,
once i is fixed, there are l choices of j, and then there are
at most two choices of k. As a result, | J1| � 2nl. Because
h(i, j,k) � p2w−φ+1 for (i, j,k) ∈ J1,∑

h(i, j,k) � p2w−φ+1 × 2nl. (10)

(i, j,k)∈ J1
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i: ...1***1 ...1***1
j: ...1***1 ...1***1
k: ...1***1 ...1***1

(A) (B)

Fig. 3. The two possible choices of k for fixed i and j in J1.

Combining Eqs. (7), (8), (9) and (10),

Pr(S∗ hits) − Pr(S hits)

� (n − l)p2w−φ − nlp2w−1

−
∑

(i, j,k)∈I2∪ J2∪ J1

h(i, j,k)

� (n − l)p2w−φ − nlp2w−1 − n3

6
· p3w−φ

− nl2 · p2w−φ+2 − 2nl · p2w−φ+1

= p2w−φ+1
(

(n − l) · p−1 − nl · pφ−2

− n3

6
· pw−1 − nl2 · p − 2nl

)
. (11)

When φ � 2, p � 1
4l · n−l

n and n � (2
√

l)w−1, the follow-
ing inequalities hold: (n − l) · p−1 � 4nl, nl · pφ−2 � nl,
n2 · pw−1 � (4lp)w−1 � (n−l

n )w−1 � 1, and nl2 · p � l · n−l
4 �

1
4 nl. Thus, it is easy to verify that formula (11) has a posi-
tive value. Hence the theorem is proved. �
3. Discussion

Obviously, the main factor for the upper bound of p in
Theorem 2 is O ( 1

l ). With a more sophisticated analysis,

it is also possible to bound p by O ( 1
w ). The analysis is

omitted here.
A natural question is to ask whether the upper bounds

on p in Theorems 1 and 2 can be removed. The an-
swer is no. The following is a counterexample. For w = 5,
n = 150, p = 0.999, the optimal 5-mark Golomb ruler
is {0,2,7,10,11} [6]. The corresponding spaced seed has
sensitivity 1 − 4.3376 × 10−116. On the other hand, the
spaced seed {0,3,4,6,11}, which is not a Golomb ruler,
has a better sensitivity 1−3.3674×10−117. One may argue
that this may be due to that the region is not sufficiently
long, and the boundary effects cause this to happen. Fig. 4
excludes this possibility. In the figure the no-hit proba-
bility curve of the non-Golomb ruler seed {0,3,4,6,11}
goes down faster than the curve of the Golomb ruler seed
{0,2,7,10,11}, indicating the non-Golomb ruler seed is
asymptotically better.

For the 〈L,k〉 seed optimization problem, similar re-
sults still hold. That is, for certain values of k, if there is a
Golomb ruler, then each optimal spaced seed is a Golomb
ruler. On the other hand, there is a counterexample show-
ing the condition on k cannot be removed. These results
can be found in the conference version of this paper [17].

There are also researches going on to hit all the 〈L,k〉
similarities with the maximum weighted seed [7] or with
the minimum number of multiple spaced seeds [11]. It is
Fig. 4. The curves of log10(Pr(There is no hit)) with respect to the region
length when the similarity level p = 0.999. The upper curve is for the
Golomb ruler seed {0,2,7,10,11}, and the lower curve is for the seed
{0,3,4,6,11}.

noteworthy that despite the title of [7], the paper only
gave algorithms to find the almost optimal spaced seed.
Therefore the results in [7] do not contradict the results in
this paper.
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