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Authentication of Digital Streams
Christophe Tartary, Member, IEEE, Huaxiong Wang, and San Ling

Abstract—We study the multicast stream authentication
problem when the communication channel is under control of
an opponent who can drop, reorder and inject data packets. Re-
cently, many coding theory based protocols have been developed
to treat the stream authentication problem over such a channel.
In this paper, our goal is to provide a general coding approach
for multicast stream authentication. We design an authentication
protocol which combines any list recoverable code (provided some
conditions on its construction parameters). We demonstrate that
the previous schemes can be viewed as instances of our construc-
tion when a Reed–Solomon code is used as a list recoverable code.
In such settings, we also show that our approach leads to a better
upper bound on the number of signature verification queries for
each receiver.

Index Terms—Adversarial network, list recoverable codes, poly-
nomial reconstruction problem, stream authentication.

I. INTRODUCTION

W ITH the expansion of communication networks, broad-
casting has become a major way of distributing digital

content to a large audience over public communication chan-
nels such as the Internet. Video-conferences, air traffic control,
software updates and stock quotes are examples of applications
based on broadcast. Unfortunately, large-scale broadcasts pre-
vent lost content from being retransmitted for two reasons. First,
the size of the communication group involves that a single dele-
tion could lead to an overwhelming number of redistribution re-
quests at the sender end. Second, a feedback channel for those
requests may not even exist as in the case of satellite television.
In addition to these drawbacks, the network can be under the
influence of malicious users altering the data stream. Thus, the
security of broadcast transmission schemes depends on both the
network properties and the opponents’ computational power. In
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this paper, we will consider scenarios where opponents have
bounded computational abilities.

Some applications, e.g., television and stock market, will dif-
fuse a long stream of data whose content is to be authenticated
by the receivers within a short period of time upon reception.
Since many multicast protocols transfer private or sensitive in-
formation, nonrepudiation of the sender is required. In addi-
tion, most channels used for multicast only provide a best effort
delivery of data like the Internet with the User Datagram Pro-
tocol [1].

Two important concerns of the multicast authentication
problem are the network bandwidth availability and the re-
ceivers’ computational abilities. Indeed, large packets may
create irregular throughput of data which sometimes results in
congestion of the network information flow. On the other hand,
receivers with limited computational abilities will require more
time to authenticate data delaying the stream play. Therefore,
a stream authentication protocol should aim to minimize both
packet1 overhead and computational cost.

The stream authentication problem has been extensively
studied (see, for example, the survey [2]). The simplest tech-
nique to ensure nonrepudiation of information is to use a
signature to sign each data packet (also known as the sign-each
approach). However, signature schemes are time expensive
to generate and verify which makes this idea impractical for
stream authentication. As a consequence, a common approach
is to generate a single signature and to amortize its communi-
cation and computation overheads over several packets using
hash chains for instance.

By appending the digest of each packet to several followers
according to some specific patterns, Perrig et al. [3], [4], Golle
and Modadugu [5] and Miner and Staddon [6] designed schemes
dealing with packet loss. One signature was generated from time
to time to ensure nonrepudiation of data. In these papers, the
network packet loss behavior was modeled by a -state Markov
chain [7], [8] which provided bounds on the packet authenti-
cation probability. Unfortunately, all these schemes rely on the
reception of signature packets.

To overcome this problem, one solution is to split the signature
into smaller parts where only of them are sufficient
for recovery. Along this line, several schemes were developed
[9]–[13] but none of them tolerates a single packet injection. In
2003, Lysyanskaya et al. [14]2 designed a technique resistant to
packet loss and data injections using Reed–Solomon (RS) codes
[16] where the number of signature verifications to be performed
per block3 turns out to be as a function of the block length .

1Since the stream size is large, it is divided into small fixed-size entities called
packets.

2An updated version of this work recently appeared in [15].
3In order to be processed, packets are gathered into fixed-size sets called

blocks.
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This approach was later extended in [17]–[21]. In 2004, Karlof et
al. developed a protocol called PRABS [22] using a Maximum
Distance Separable (MDS) code along with a one-way accumu-
lator [23] based on a Merkle hash tree [24] requiring less signa-
ture verifications than the techniques from [14], [17]–[21]. Un-
fortunately, PRABS’s augmented packets4 must carry
hash values which is much larger than for those constructions. It
should be noticed that this drawback comes from the use of the
tree which means that techniques from [25]–[28] also have this
problem. The reader can find a more detailed survey of authen-
tication protocols in [29].

In this paper, we propose a new coding approach to the
stream authentication problem. Our technique relies on list
recoverable codes and it is based on the following observation.
When the adversary pollutes the communication channel, the
receiver gets several candidate values for some packets. Since
performing exhaustive search on these elements is computa-
tionally prohibitive, one seeks a way to reduce the number of
possible packets to a small number. An -list recoverable
code is an error-correcting code such that if there are at most

values per codeword coordinate then there are at most
codewords consistent with these elements (a more rigorous
definition can be found in Section III-B-II). Note that the
adversary may inject elements in such a way that some packets
may have more than candidates. In such a situation, we will
delete all the corresponding coordinate candidates and consider
this position as an erasure.

The benefits of our approach are twofold. First, it provides
with a black-box construction for stream authentication proto-
cols based on list recoverable codes. That is, any list recover-
able code (with suitable parameters and ) can be utilized
for our scheme while preserving its security. Second, we will
demonstrate that the constructions from [14], [17]–[21] can be
treated as particular cases of our approach where the deletion
process does not occur. In fact, we will even show that this
deletion process, when performed on the RS code used in [14],
[17]–[21], leads to a smaller signature verification cost than in
those papers. This result shows that our technique outperforms
those constructions. In addition, we provide explicit values for
a critical parameter of the RS decoding algorithm in the context
of broadcasting. Such a study has never been done before [14],
[17]–[21] since the decoding algorithm was rather regarded as
a black-box. These values provide essential information to effi-
ciently implement our scheme using RS codes.

This paper is organized as follows. In Section II, we recall
our previous studies on broadcast authentication and present
the reader with the new approach undertaken in this paper. In
Section III, we introduce the mathematical tools needed in this
paper. In Section IV, we describe our coding-based protocol for
the stream authentication problem. Its security and efficiency are
studied in Section V. In Section VI, we compare the benefits with
respect to the RS code-based constructions from [14], [17]–[21]
and we refine the parameters of the RS decoding algorithm for
practical implementations. The last section will summarize our
contributions to the broadcast authentication problem.

4We call augmented packets the elements sent into the network. They gener-
ally consist of the original data packets with some redundancy used to prove the
authenticity of the element.

II. RELATED WORK AND PAPER CONTRIBUTION

The aim of a stream authentication protocol is to enable the
data receiver to authenticate the origin of information. The
data is distributed through a network where some nodes may
be under control of an adversary whose goal can be either to
prevent some participants from validating genuine packets or to
have some receivers identify incorrect data as authentic. In this
context, several parameters must be taken into account: packet
overhead, computational power and memory capacity of the
participants, type of streaming (live or delayed).

In [18] and [19], we presented protocols allowing the receiver
to perform authentication of information and reconstruction of
the whole data stream. Our goal was to study the trade-off be-
tween computational costs and reconstruction of information.
The purpose of [21] was to focus on the trade-off between packet
overhead and number of signature verification queries. Those
constructions dealt with live distribution of data. However, mul-
ticast can be used to broadcast delayed streams. One can as-
sume that the sender knows a longer part of the stream than
during live distribution. The work of [17], [20], [30] assumed
that the sender could buffer blocks at a time to reduce
the number of signature verification queries and the packet over-
head even further.

In all those papers [17]–[21], [30], we used the Guruswami-
Sudan algorithm to deal with injections of bogus data by the
adversary as in [14]. As said above, our investigations were fo-
cused on finding different practical trade-offs between packet
overhead, signature verification complexity, computational cost
and memory requirements. In the current paper, our study is to
focus on another central—though more theoretical in its treat-
ment—issue for authentication: dealing with adversarial injec-
tions of data. This is crucial as any protocol dealing with this
problem can be used as a subroutine of any existing authen-
tication scheme. Apart from the sign-each approach which is
computationally prohibitive, there currently exist only two tech-
niques in the literature which can handle those injections: cryp-
tographic accumulators and the Guruswami-Sudan algorithm.
As explained in Section I, the design of current accumulators
does not satisfy the requirements of multicast authentication:
those based on Merkle hash trees have too large an overhead
while a construction like Nguyen’s [31] requires the use of pair-
ings on elliptic curves [32] which is too slow [33] for quick
authentication.

The starting point of this work was the study of the original
goal of the Guruswami-Sudan algorithm: performing list-de-
coding of RS codes. In this paper, we first show that we can
design similar secure protocols for any list recoverable protocol
(provided some conditions on their parameters). That is, the se-
curity of the construction only relies on the list recoverable prop-
erty of the code and the existence of an efficient algorithm to
construct that list. This has the advantage to provide a black-box
design for such authentication protocols.

The second point we present in this paper is the column dele-
tion process. When analyzing the use of the Guruswami-Sudan
algorithm in the multicast context, one notices that the receiver
inputs the whole set of collected data. Our approach is based on
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the observation that a packet has a single correct value. There-
fore, if the receiver collects a lot of candidates for a particular
packet, then the noise is important for that element. Thus, it may
be computationally less expensive to treat the packet as an era-
sure rather than inputting the whole set of candidate values to the
list decoding algorithm. However, these potential extra erasures
lead to other conditions for the code parameters. In Sections IV
and V, we treat the problems of black-box list recoverable codes
and column deletions at the same time.

We illustrate our approach using RS codes in Section VI. We
first deduce a lower bound on the column height to perform dele-
tions. This value, valid for all receivers, is based on the network
parameters. Second, we demonstrate that this value turns the RS
code into a list recoverable code where the receivers can use the
Guruswami-Sudan algorithm with identical parameters. Third,
we deduce an upper bound on the size of the list output by that
reconstruction algorithm and we show that this deletion-based
bound is tighter than the value computed in [18] which was also
valid for our different constructions quoted above as well as the
original scheme from [14] (Sections VI-A and VI-B). This re-
sult justifies our original idea of ignoring very noisy packets by
removing them from the set of elements input to the list recovery
algorithm.

When studying the survey done by McEliece on the Gu-
ruswami-Sudan algorithm [34], one notices that there is an
important parameter called the interpolation multiplicity which
needs to be specified. However, no study of this parameter seems
to have ever been done in the context of multicast authentica-
tion. We give a brief survey in Section VI-C-1 and we show the
explicit values to be chosen to run this reconstruction algorithm
efficiently. Remark that the result of the analysis can also be used
with any construction running the Guruswami-Sudan algorithm
as a subroutine. In Section VI-C-2, we use those critical values
to deduce a second upper bound on the list size output by the
algorithm and we show, on an example, that this new bound is
tighter than in [18] as well. In this work, we also demonstrate
that the packet overhead of our construction using column
deletions is the same as for [14], [18].

We can summarize our contribution as follows. First, it
generalizes the constructions from [14], [17]–[21] to the family
of list recoverable codes and it introduces the idea of per-
forming deletion of columns where the number of candidate
values is large (i.e., we remove very noisy positions before
reconstructing the list of consistent codewords/signature verifi-
cation candidates). We get a black-box construction for stream
authentication where any list recoverable code (with suitable
parameters) can be used while preserving correctness and
security of the scheme. Second, it shows that, when using RS
codes, this deletion process turns the code into a list recoverable
code having smaller list size. Third, the new bounds on the
list size we obtain are tighter than existing ones. Fourth, this
work provides explicit choices of the interpolation parameter
(which is an essential parameter to run the Guruswami-Sudan
algorithm) in the context of multicast authentication.

III. MATHEMATICAL BACKGROUND

In this section, we review the tools that we use to ensure the
security and to analyze the efficiency of our construction (see

Section V). We also give an overview of the Guruswami-Sudan
algorithm [35] that is used in [14], [17]–[21].

A. Cryptographic Primitives

Before presenting the primitives to be used in our protocol,
we need to recall the following definition:

Definition III.1 ([36]): A function is said to be
negligible if for every positive polynomial there exists an
integer such that for all , we have

The nonrepudiation of the sender will be provided using dig-
ital signatures while the integrity of the data stream will be
checked by applying hash functions.

1) Digital Signatures:

Definition III.2 ([37]): A signature scheme (or digital signa-
ture) is a five-tuple of sets where the following
conditions are satisfied:

1) is a finite set of possible messages.
2) is a finite set of possible signatures.
3) , the keyspace, is a finite set of possible keys.
4) For each (SK,PK) , there is a signing algorithm

and a corresponding verification algo-
rithm . Each and

are functions
such that the following equation is satisfied for every
message and for every signature

if
if

A pair with and is called a signed
message.

Note that, for every (SK,PK) , and
should be polynomial-time functions. will be a public
function while will remain private. For concision in the
remaining of this paper, we denote a signature scheme as a triple
(KeyGen , ) where KeyGen is the key genera-
tion algorithm taking as input the security parameter repre-
senting the bit length of the signature and outputting a pair of
elements (SK,PK) such that SK is the signer secret key while
PK is the public key to be used by the verifier.

Definition III.3 ([37]): A digital signature (KeyGen,
) is said to be secure against chosen message

attack if no Probabilistic Polynomial-Time (PPT) opponent
can win with non-negligible probability (as a function of the
signature length ) the following game:

1) is given an oracle simulating (but does not
have access to SK).

2) chooses a polynomial number of messages
( being a polynomial in ) and queries the signing oracle
to obtain their signatures. The messages are constructed
adaptively, i.e., chooses after receiving the signa-
ture on .

3) constructs a pair such that:
.

The opponent wins if: .
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In most situations, security against known message attacks
(i.e., does not choose the messages to be signed by the oracle)
is sufficient as is only a channel eavesdropper. Nevertheless,
in some cases, has the ability to choose those messages. Con-
sider the case of two TV stations emitting programs through the
same satellite TV provider. Each station may try to use its own
data to attack its rival. Thus, in our constructions, we will as-
sume that our digital signature is secure according to Definition
III.3.

2) Hash Functions:

Definition III.4 ([38]): A hash function is a function which
has, as a minimum, the following two properties:

1) Compression: maps an input of arbitrary finite bit
length, to an output of fixed bit length .

2) Ease of computation: Given and an input , can
be computed in polynomial-time as a function of .

The output is called hash or digest of the message .
We now present the property that the hash functions for our

scheme will be assumed to have.

Definition III.5 ([38]): A hash function as defined above is
said to be collision resistant if no PPT opponent can construct
two different messages and such that
with non-negligible probability as a function of .

B. Coding Theory

1) Maximum Distance Separable Codes: Since packets may
be dropped during transmission, using an erasure correcting
code will enable recovery of missing elements as in [18], [20],
[21]. In our construction, we use linear codes.

A linear code of length , dimension and minimum dis-
tance is denoted by . The Singleton bound states
that any code satisfies: [16]. It is
known that any code can correct up to era-
sures [39]. Thus, an code cannot correct more than

erasures. In order to maximize the efficiency of our con-
struction, we are interested in codes correcting exactly
erasures. These codes are called Maximum Distance Separable
(MDS) codes [16]. Even though our protocol works with any
family of MDS codes, we suggest to use the codes created by
Lacan and Fimes [40] for their efficient encoding and decoding
as explained in [18].

2) List Recoverable Codes: In order to deal with injections of
bogus elements into the network, we use a list recoverable code.
These codes were first introduced by Elias [41] and Wozencraft
[42] to treat the following problem. If we have more than 50%
of errors in a codeword coordinates, then unique decoding is im-
possible. Nonetheless, in this situation, one would like to obtain
a list of consistent messages.

Definition III.6 ([43]): For and integers
, a code of length over an alphabet is said to

be -list recoverable if for all lists of ele-
ments of having size at most , there are at most codewords

such that for at least indices .

C. Polynomial Reconstruction Problems

The Polynomial Reconstruction Problem (PRP) is the fol-
lowing mathematical problem:

Polynomial Reconstruction Problem:
Input: Integers , and points
where , for a field .
Output: All univariate polynomials of de-
gree at most such that for at least values
of .

In 1999, Guruswami and Sudan developed an algorithm
called Poly-Reconstruct to solve the PRP [35]. Poly-Re-
construct has an adjustable integer parameter called the
interpolation multiplicity. This algorithm works in two steps:

1) The interpolation step. The decoder constructs a bivariate
polynomial with the property that has a
zero of multiplicity at each of the points and for which
the weighted degree is as small as possible.

2) The factorization step. The decoder finds all factors of
of the form , where is a poly-

nomial of degree at most and returns the list of all
such polynomials .

This algorithm exhibits the following characteristics:

Theorem III.7 ([44]): The algorithm Poly-Reconstruct can
solve the PRP in polynomial-time in for any field provided:

. In addition, the size of the output list is upper
bounded by where

Guruswami demonstrated that Poly-Reconstruct runs in time
quadratic in while the size of the list is at most quadratic
in (see Theorem 6.12 from [44]). When also taking the
interpolation multiplicity into account, its running time is

[34]. In particular, as a function of the interpolation
multiplicity (i.e., when is regarded as a constant), its running
time is . Algorithms for implementing Poly-Reconstruct
and improvements can be found in [45], [46].

Remark III.8: In coding theory, one usually assumes that
the ’s entered as input of the PRP are pairwise distinct (see
Section VI-A for an example). This condition forms a weaker
variant of the PRP called the noisy PRP [47]. Thus, decoding
is reduced to solving an instance of the noisy PRP. As trivially
observed in [47], PolyReconstruct can be used in that situation
as well.

IV. DESIGN OF THE STREAM AUTHENTICATION PROBLEM

A. Network Model

We assume that the communication channel is under control
of an opponent who can drop and rearrange packets. He is
also allowed to inject bogus data into the network. This model
is called the unsecured communication channel [38]. Note that
it also corresponds to the Dolev-Yao threat model [48].

Since our primary concern is the multicast authentication
problem, we can assume that a reasonable number of original
augmented packets reach the receivers and not too many incor-
rect elements are injected by . Indeed, if too many original
packets are dropped then strengthening data transmission is
the main issue as it is likely that the few packets successfully
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Fig. 1. Example of received packets.

received and authenticated are going to be useless anyway. On
the other hand, if injects a large number of forged packets
then the main problem is making the communication channel
more resistant against DoS attacks. Indeed, if injects too
many packets, then the receiver will have to buffer data much
faster than he can authenticate it. This will rapidly result in a
saturation of his storage capacity. In order to build our signature
amortization scheme, we split the data stream into blocks of
packets: . Each of these blocks is located within the
whole stream using a Block IDentifiers value BID.

We define two parameters: (the survival
rate) and (the flood rate). It is assumed that at least
a fraction and no more than a multiple of the number of
augmented packets are received. This means that, when aug-
mented packets are sent into the network, at least of them
are received and the total number of received packets does not
exceed . This can be summarized as follows.

Definition IV.1: We say that a pair of survival and flood
rates is accurate to the network for a flow of elements if:

1) Data are sent per block of elements through the network.
2) For any block of elements emitted by the

sender, the set of received packets satisfies
and .

The second condition must be true for each receiver be-
longing to the communication group.

In this model, the parameter represents the quality of the
transmission medium. For instance, if fiber is used, then will
be extremely close to 1 whereas wireless networks will experi-
ence a smaller value for that coefficient due to the higher era-
sure rate for this technology. The parameter represents the
noxiousness of the adversary. A network where the flow of data
can easily be influenced by an outsider will exhibit a large value
for this parameter. Determining appropriate values for a
given network is not in the scope of this paper. Therefore, we as-
sume that some preliminary study of the network topology has
already determined the couple .

In the remaining of this paper, we assume that is accu-
rate to the network for a flow of augmented packets.

B. Overview of the Construction

In this section, we give a general overview of our scheme. We
need a collision resistant hash function and a digital signature

(KeyGen, , ) which is secure against chosen
message attacks.

1) Protocol at the Sender: From the data packets
, we want to construct augmented packets

such that if at most of them are
lost during transmission then the receiver can still recover all
the ’s. Thus, we need to encode these packets using an

code. To perform this encoding, the
size of elements forming the code’s alphabet will be larger than
the size of a data packet by a factor roughly equal to .

In order to provide nonrepudiation and to deal with
bogus injections, we hash the codeword coordinates

(generated by the MDS code) and sign the
concatenation into . We encode

using the -list recoverable
code into . We build the augmented packets as:

.
2) Protocol at the Receiver: Upon reception of a list of

packets, the receiver stacks the candidate values for the ’s as
on Fig. 1.

Then, he deletes the columns where there are more than
candidate values as depicted on Fig. 2.

He outputs the list of codewords which are consistent with
the remaining stacks. He decodes these codewords which leads
to the recovery of the block signature as well as the digests

. Thus, he can identify the correct ’s as a
part of packets in . According to the definition of , there must
be at least symbols from . Finally, he corrects
the erasures using the MDS code and recovers the data packets

.

C. Formal Scheme

In this section, we describe a multicast authentication pro-
tocol using list recoverable code codes which is robust against
packet loss and data injection. As in [14], [17]–[21], our tech-
nique allows any new user to join the communication group at
any block boundary.

1) Parameters of the List Recoverable Code: Our construc-
tion requires a -list recoverable code of dimension
and length over the finite field with elements . Now, we
discuss the relations those parameters have to satisfy.
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Fig. 2. Remaining candidates after column deletions.

The first point is the deletion process shown on Figs. 1 and 2.
Since the pair of rates is accurate, at least columns
contain one correct element before deletions. At the same time,
the opponent injects at most bogus packets.
As any column can contain up to elements without being trun-
cated, we deduce that the number of columns containing a cor-
rect element which can be deleted is at most

This bound is reached when the receiver collects elements for
only columns while exclusively pollutes those posi-
tions as well. The receiver gets no values for the other
columns. Therefore, despite deletions of columns, each receiver
is guaranteed that there will be at least

columns containing one correct element after deletions. In order
to use the code, we must have

Secondly, the message to be encoded is bits long
before padding where the digest bit length and the bit length
of a signature (see Step 3 of Algorithm 1). As the dimension of
the code is , we must have

Algorithm 1 Authenticator

Input: The secret key SK, the block number BID, Table I and
data packets .

1. Compute: . Denote as
or . Write

as where each is

bits long. Encode the message

into the codeword using the MDS code over .

TABLE I
PUBLIC PARAMETERS FOR OUR SCHEME

2. Compute the coordinate digests
and construct the block signature as

.

3. Parse into after
padding. Encode the message into the codeword

using the list recoverable code over .

4. Build the augmented packets as

Output: : set of augmented packets.

We deduce that a necessary and sufficient condition to use a
-list recoverable code of dimension and length over

is

(1)

In the remaining of this paper, we assume that the list recov-
erable code satisfies (1).

2) Authentication Scheme: For our construction, we assume
that and are rational numbers. Thus, we can represent them
over a finite number of bits using their numerator and denomi-
nator. Table I summarizes the scheme parameters which are as-
sumed to be publicly known.

The hash function as well as Verify and PK are also assumed
to be publicly known. We did not include them in Table I since
they can be considered as general parameters. For instance,
can be SHA-256 while the digital signature can be a 1024-bit
RSA signature [38]. Since and the digital signature are pub-
licly known, so are and .

We denote by the tag representing the communication
parameters, namely: . It is assumed that the
list of polynomials contains a single polynomial per
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degree value . Note that the elements of Table I
uniquely determine . The sender processes the data stream
as specified by Algorithm 1. The receivers process information
using Algorithm 2.

Algorithm 2 Decoder

Input: The public key PK, the block number BID, Table I and
the set of received packets RP.

1. Write the packets as and discard those
having or . Denote the number
of remaining elements. If ( or ) then
the algorithm stops.

2. Rename the remaining elements as and
write each element as: where

.

3. Initialize for . For ,
include into . For , if then
re-set .

4. Recover the list of codewords agreeing with the
lists .

5. Initialize for . Set . While (the
list has not been exhausted) and (the signature has not been
verified) do:

5.1 Decode into . Parse the latter as:
after removing the pad where each is bits long.

5.2 If
then set for and break the loop.
Otherwise, increase by 1.

6. If the signature has not been verified then the algorithm
stops.

7. Set for . For , if
then set .

8. If has less than nonerased coordinates
then the algorithm stops. Otherwise, compute as in Step 1 of
Authenticator and correct the erasures over of the MDS
codeword .

9. Denote the corresponding message. Parse it as
where each is bits long after removing the

pad.

Output: : set of authenticated packets.

V. ANALYSIS OF THE PROTOCOL

A. Security of the Scheme

Similar to [14], [18], [20], [21], we give the following
definition:

Definition V.1: A collection of algorithms (KeyGen, Authen-
ticate, Decode) constitutes a secure and -correct proba-
bilistic multicast authentication scheme if no PPT opponent
can win with a non-negligible probability the following game:

i) A key pair (SK,PK) is generated by KeyGen.
ii) is given: (a) the public key PK and (b) oracle access

to Authenticate (but can only issue at most one query
with the same block identification tag BID).

iii) outputs .
wins if one of the following happens:

a) (violation of the correctness property) succeeds to
construct RP such that even if it contains packets
(amongst a total not exceeding elements) of some
authenticated packet set AP for block identification tag
BID and parameters , , , , , the decoder fails to
authenticate all the correct packets.

b) (violation of the security property) succeeds to con-
struct RP such that the decoder outputs that
was never authenticated by Authenticate for the value BID
and parameters , , , , .

We have the following security result for our authentication pro-
tocol. Its demonstration can be found in Appendix I.

Theorem V.2: The authentication scheme (KeyGen, Authen-
ticator, Decoder) is secure and -correct.

B. Efficiency of the Scheme

1) Data Recovery: We will now demonstrate that our scheme
enables any receiver to recover the data packets (as in [18],
[20], [21]). The following theorem is another way of expressing
Theorem V.2.

Theorem V.3: Given the scheme (KeyGen, Authenticator,
Decoder), for any BID, each receiver recovers the original
data packets .

Proof: Let BID be the current block value. Because the
pair of rates is accurate, at least of the original
elements are received by the receiver amongst a
total of no-more than elements. Thus, the demonstration
of Theorem V.2 shows that Decoder returns since
the digital signature is secure against chosen message attack and
the hash function is collision resistant.

2) Signature Verification Cost: In this section, we derive an
upper bound on the number of signature verification queries per-
formed by the receiver for each block of packets.

Theorem V.4: Given the scheme (KeyGen, Authenticator,
Decoder), for any BID, the number of signature verifications to
be performed by each receiver is upper bounded by .

Proof: Let BID be the current block value. Because the
pair of rates is accurate, at least of the original el-
ements are received by the receiver amongst a
total of up to elements. Thus, the proof of Theorem V.2
shows that one of the elements from the list con-
structed at Step 4 of Algorithm 2 is equal to the original string

. Thus, there are at most signature verification
queries. Due to the design of the list recoverable code, we have:

.
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3) Packet Overhead: The augmented packets are written as

The bit size of the element is and is slightly larger than
since it is bits long. So, our packet overhead is

Notice that the difference comes from the fact that
we use a code correcting up to a fraction of erasures.

4) Codes: Our authentication protocol uses coding tech-
niques for two different purposes.

• Data Recovery. This occurs at Step 8 of Decoder where
the goal is to reconstruct the symbols gener-
ated at Step 1 of Authenticator. This code is only utilized to
correct erasures. This part of our authentication protocol is
similar to dealing with an erasure channel having reliable
symbol transmission rate for an alphabet of size where

is roughly . Implementing this section of the protocol
simply requires to use a code which can correct up to a

-fraction of erasures.
• Data Authentication. This occurs at Step 4 and Step 5

of Decoder where the goal is to reconstruct the signature
generated at Step 2 of Authenticator. We use the list
decoding property of the code for an alphabet of size

. The value of depends on the pad needed to encode
(see Section VI for an illustration

using RS codes). It should be noticed that, if the pad is not
taken into account, the length of the string to be encoded
is bits which is independent of the packet bit
length .

VI. APPLICATION OF OUR CONSTRUCTION USING

REED–SOLOMON CODES

In Section IV, we presented a theoretical approach based on
list recoverable codes to ensure stream authentication. In this
section, we illustrate that construction using RS codes.

A. Performing List Recovering of Reed–Solomon Codes

Let be the finite field with elements and denote by
the ring of univariate polynomials over . Consider
as distinct elements of . We define the following mapping:

Definition VI.1 ([49]): The Reed–Solomon (RS) code of di-
mension and length over is the following set of -tuples
(codewords):

Remark VI.2: It is clear that recovering corresponds
to solving an instance of the noisy PRP. An important fact is
that Poly-Reconstruct directly outputs a list of candidates for the
original message . As a consequence, Poly-Reconstruct
enables to merge Step 5.1 and Step 5.2 of Algorithm 2.

Similar to [14], [18], [21], we use an RS code of length and
dimension . Now, we need to determine the parameter
so that Poly-Reconstruct can be used after deletion of columns.

Let be the maximum number of columns which can be
deleted. Since the pair of rates is accurate, at most
elements are collected by each receiver. Since a column is not
deleted if it contains up to candidate values, we have

We need to have at least one correct element after deletions. In
the worst case, there are only original elements reaching
the receiver. Thus, the number of these elements remaining after
deletion is at least . We need to have

(2)

We assume that (2) holds. The degree of the polynomial used
for the RS code is . If columns are deleted,
then we have at least correct elements amongst at most

points. Remark that
since (2) holds and . As a consequence, we require

which can also be written as

In order to study this minimum, we consider the following real
mapping

In particular, we must have . It should be noticed that
the value used in [14], [18], [21] is at most . In order to
obtain the same bound, we must have .
The mapping is differentiable over its domain and we get the
following result:

In order to have , we must have

which is equivalent to: as is an integer. This
lower bound is denoted .

We showed that if (2) held then choosing no smaller
than guaranteed to run Poly-Reconstruct while

. Now, we would like to see whether
any such a verifies (2). It is easy to see that we have
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The parameter is the survival rate of the network for a flow .
Thus, without loss of generality, one can assume that .
Otherwise, it would mean that some receivers may get no more
than one original packet from the sender which is not a realistic
network assumption. As a consequence, we get

Thus, any ensures that at least 1 original element is not
deleted when columns are removed. More precisely, we showed
that at least original elements remain after those column
deletions.

Theorem VI.3: Let be any integer no smaller than .
The previous RS code is -list recov-

erable from any set of at most points
where is any integer in with:

as defined (see the equation
at the bottom of the page).

The proof of the previous theorem can be found in
Appendix II.

Remark VI.4: The reader may notice that the properties of
the RS code described above do not verify (1) as we have

for some . Thus, this RS code does not seem
to be usable for our construction. Hopefully, this is not the
case for the following reason. In Section IV, the protocol
requires to use a -list recoverable code whose param-
eters verify (1). Theorem VI.3 does not claim that the RS
code is -list recoverable in the sense
of Definition III.6. Indeed, in that definition, it is allowed to
have up to candidate values for each of the positions while
the recovery of the RS code is guaranteed provided that there
are no more than values in total. The latter
condition is due to the necessity of running Poly-Reconstruct.
However, this restriction does not weaken the security of the
scheme as the list output by Poly-Reconstruct will still con-
tain due to its consistency as an error
correcting decoder.

TABLE II
PACKET OVERHEAD WHEN � � ���� FOR � � ��� (LEFT)

� � ���� (RIGHT)

B. Comparison to PRP-Based Broadcast Authentication
Schemes

As discussed in Section VI-A, using the minimal value
involves that our construction has the same packet overhead as
[14], [18], [21]. More precisely, our packet overhead is

where is the smallest element of such that

(3)

Table II depicts the packet overhead for this construction for
and for the values of as used in [18], [20], [21].

The parameter has been chosen so that represents 10%,
30%, 50%, 70% and 90% of the threshold value as in [18],
[21]. As in [11], we chose two different values for the bit size

of data packets, namely: 512 bits and 4096 bits. These packet
size values were used by Pannetrat and Molva to illustrate the
data flow when (1) collecting traffic information from sensors
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Fig. 3. Comparison of Bounds when � � ���.

distributed over the street of a city (512 bits) and (2) performing
real-time video broadcasting over the Internet (4096 bits). We
used SHA-256 as a hash function and a 1024-bit RSA signature
scheme (i.e., and ).

We will now demonstrate that our scheme exhibits a smaller
upper bound on the number of signature verification queries to
be performed by the receiver. Note that [17], [20] are gener-
alizations of [18] to multiple blocks. Thus, our approach will
trivially lead to similar benefits when used over several blocks
of data as well.

It has been demonstrated in [18] that an upper bound for the
number of signature verification queries per block for [14], [18],
[21] was where

The demonstration of the following theorem can be found in
Appendix III.

Theorem VI.5: Let be any integer no smaller than . We
have

The previous theorem shows that, whatever the number of
deleted columns is, our list recoverable code approach leads

to a better upper bound on the number of signature verifica-
tion queries for each receiver. It should be noticed that the
complexity cost of running Poly-Reconstruct on the set of
nondeleted points is the same as using that algorithm on the
whole set (having at most elements) as in [14], [18], [21].
Thus, our deletion process does not increase the computational
complexity at the receiver.

We illustrate the theoretical bounds comparison from The-
orem VI.5 with the same values for and the couple as
in Table II. The results are depicted as Figs. 3–6.

In all graphs, we can see that the difference between
and our bound increases as a function of the number
of truncated columns. This tends to imply that the column re-
moval process has an impact on the list size and, by repercus-
sion, on the number of signature queries performed by the re-
ceiver which was our primary purpose in introducing this tech-
nique. Also, we notice that the difference between the two upper
bounds increases with when the number of truncated columns
is fixed. This fact must not be misinterpreted. Indeed, it may
be appealing to deduce that choosing a large value for is a
good approach. However, increasing means that the truncation
condition is relaxed. This can lead to reducing the number of
columns to be discarded which, in turn, may worsen the bound.
A trivial illustration of this fact is to consider since
no truncations are ever to occur in this situation.

C. Analysis of Polyreconstruct in the Context of Broadcast
Authentication

1) Interpolation Multiplicity: One of the drawbacks of the
previous works based on PolyReconstruct [14], [17]–[21], [29]



TARTARY et al.: AUTHENTICATION OF DIGITAL STREAMS 6295

Fig. 4. Comparison of Bounds when � � ����.

Fig. 5. Comparison of Bounds when � � ���.

is that no information is given concerning the choice of the inter-
polation multiplicity which is an essential parameter of the re-
construction algorithm. A large value will ensure the proper exe-
cution of the algorithm but, since its running time is ,

one needs to choose a value as small as possible to preserve
the practical efficiency of the whole authentication algorithm.
Based on the work done by McEliece [34], we provide explicit
choices of to be used in our multicast setting. A more de-
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Fig. 6. Comparison of Bounds when � � ���.

tailed analysis on the general behavior of PolyReconstruct can
be found in [34]. We first recall the following two results from
[34] using the notations of Section III-C.

Theorem VI.6 ([34]): The list output by PolyReconstruct
contains every polynomial of degree at most such that

. Furthermore, the number of polynomials in this list
is at most where

with being the index of the monomial in the
-revlex monomial order.

Remark VI.7: Apart from reducing the running time of
PolyReconstruct, choosing a small also reduces the size of
the list of polynomials since is an increasing mapping
when and are constant. This will be particularly valuable
in our multicast context as, in the worst case, the receiver needs
to perform one signature verification query per element of the
list (see Step 5.2 of Algorithm 2).

Unfortunately, computing the exact value of is not
simple. However, we have the following property.

Proposition VI.8 ([34]): We have

Given our network model, each participant collects at least
genuine data packets. Therefore, we need to determine

the smallest interpolation multiplicity such that:
when .

Let be a positive integer. Using Proposition VI.8,
holds provided that

(4)

The previous inequality is verified as soon as we have

In our multicast settings, we have . Thus,
is positive and we get:

We denote the following integer:

By construction: . From the previous analysis, we
deduce the following theorem.
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Fig. 7. Variations of the upper bound � on the interpolation multiplicity.

Theorem VI.9: Given an accurate pair of rates for a
flow of elements, any receiver can use PolyReconstruct with
interpolation multiplicity .

The important point to be noted is that is valid for any re-
ceiver. A priori, this is not the case for as depends on
the number of genuine packets the participant running PolyRe-
construct has collected. The parameter only depends on the
general settings of the scheme: , , .

Remark VI.10: The mapping is increasing. Thus,
choosing “close” to 0 will reduce the interpolation multiplicity
needed for PolyReconstruct. At the same time, the bound on
the size of the list output by this algorithm will also be smaller
since is increasing as a function of (and thus as a func-
tion of ). The drawback with this approach is related to the
packet overhead of the authentication scheme. The “closer” to
0 the parameter gets, the larger the packet overhead becomes
since: .

We now study the value . Denote the real number such
that: . By construction: . We can rewrite
as

Fig. 7 represents the graph of . As , we

only drew the graph for up to 0.95 to have a representative
figure. An important fact is that only depends on the value
of . Thus, the graph is valid for any pair of survival and flood
rates .

Remark VI.11: For any , we have . In such
cases, PolyReconstruct is the original Sudan algorithm [50].

2) New Bound on the List Size: Based on the settings of The-
orem VI.6, we rewrite as to emphasize the fact
that the bound depends and , , . In our multicast context,
we have . The value is the bound
on the list size for a participant receiving a total of packets

(including both genuine and forged ones). Like , the value
depends on each participant since any two re-

ceivers and will a priori receive a different amount of
packets and . However, to evaluate the global efficiency
of the construction, we need to construct a bound valid for all
receivers. In the worst case, a participant can obtain up to
elements. In addition, it is easy to see that if ( and

) then . As a conse-
quence, we get

From this observation, we get the following theorem.

Theorem VI.12: Given an accurate pair of rates for a
flow of elements, any receiver can use PolyReconstruct which
outputs a list having at most elements.

The previous theorem is also valid for the schemes from [14],
[17]–[21]. We will now make a practical comparison between

and the bound proposed in [18]. Our
comparison will focus on the case as this is the value
chosen in [18], [29] to illustrate the bound . Table III sum-
marizes this comparison where the values from have
been taken from [29]. The parameter has been chosen as rep-
resenting 10%, 30%, 50%, 70% and 90%.

The comparison seems to imply that the bound
is tighter than . Moreover, it seems

that achieves its smallest value for
(i.e., ) which was already observed for in [18].
As remarked in Section VI-C-1, in such a case, we can use the
Sudan algorithm since .

3) Application to Column Deletion: We now combine the
results from Sections VI-C-1 and VI-C-2 to use them in the
context of column deletion. We obtain the following properties
the proofs of which are straightforward.

Corollary VI.13: Let be any integer no smaller
than . The RS code from Section VI-A is
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TABLE III
COMPARISON BETWEEN ���� (LEFT) AND ���� ��� � ���� (RIGHT)

FOR � � ����

-list re-

coverable from any set of at most
points where is any integer in using as
interpolation multiplicity for PolyReconstruct where

Corollary VI.14: Let be any integer no smaller than .
We have

4) Practical Efficiency: As discussed in Section VI-C-4, two
codes are utilized in our authentication protocol and the code
sustaining most of the computational cost is the one used for list
decoding. In the section, we used an RS code for this purpose.

Due to (3), the packet overhead is bits but it is
independent of the packet length . It should be noticed that
the field used for our RS code is the same as in [14]. In
the recent full version of that paper [15], Lysyanskaya et al.
provided some indicative values for (see Table I from [15]).
In those many examples, they approximated by the ratio
and they used bits (SHA-1 hashing algorithm). The
smallest value for presented in [15] is 472 meaning that the
field has elements. In their analysis, they indicated that the
field operations required by PolyReconstruct may or may not be
faster than the sign-each approach depending on the choices of
parameters , , and . This drawback (also experienced by
our scheme) comes from the implementation efficiency of the
list decoding algorithm PolyReconstruct.

Lots of research have been done about PolyReconstruct since
its creation by Guruswami and Sudan in 1999. It appears that
the interpolation step is computationally expensive even if, in
the complexity point of view, it is polynomial in the code pa-
rameters. That is why recent works on that topic have been ded-
icated to reduce the cost of this phase. In [51], Trifonov con-
structed an algorithm finding Groebner bases for polynomial
ideal multiplication more efficiently. Its running time was later
improved in [52] using a simplified formula for polynomial ideal
squaring and a modification of the Karatsuba algorithm for tri-
angular bivariate polynomials. In [53], Chen et al. refined the
way polynomials were eliminated within the Kötter algorithm
[54] used to perform interpolation. Though, these papers present
techniques allowing to reduce the complexity of PolyRecon-
struct, the implementations done by the respective authors are
only performed over very small fields ( , and in [51];

and in [52]; in [53]) or on specific communication
channels (additive white Gaussian noise channel and Rayleigh
fading channel in [53]).

Given the field parameters required for our authentication
protocol (which are identical to [15]), it is likely that this tech-
nique be still expensive (in a practical point of view) based on
the community’s current knowledge about the implementation
efficiency of PolyReconstruct.

D. Comparison to Lysyanskaya et al.’s Work

As said in Section I, [14] was the first paper using PolyRecon-
struct as a subroutine to achieve streaming authentication and its
full version was recently published in [15]. Because of its sim-
ilarities with our work, we are to argue about the fundamental
differences between [15] and our current paper.

In [15], the authors exclusively focussed on RS codes. At the
end of their paper, Lysyanskaya et al. formulated three open
problems:

O1 Can the decoding procedure be simplified in order to
reduce its time complexity?
O2 How efficient can the practical implementation of [15]
be?
O3 Can other classes of error correcting codes provide
better runtime or overhead?

In our paper, we addressed those three problems.
O1 We first used the truncation technique to speed-up the
signature verification procedure which plays a central role
in the authentication scheme. When our scheme is instan-
tiated with a RS code (Section VI) like [15], we performed
an analysis of the interpolation multiplicity of PolyRecon-
struct and we showed how receivers could appropriately
tune it. To the best of our knowledge, this is the first time
this efficiency parameter has been analyzed in the context
of stream authentication.
O2 In Section VI-C-4, we analyzed the practical efficiency
of PolyReconstruct. Based on the current knowledge of the
scientific community, we argued that solutions based on
PolyReconstruct were still rather theoretical than practical
given the size of the finite field on which PolyReconstruct
is supposed to operate to provide data authentication.
O3 In Section IV, we showed how any list decodable code
could be used to authenticate digital streams as soon as
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their parameters hold (1). We also provided a detailed study
of the packet overhead for this new class of protocols in
Section V. Our work generalizes [14] to a broader family
of authentication protocols in a black box way since no
assumption about the list recoverable code is made ex-
cept (1).

Apart from these considerations, our paper also makes use of
two coding techniques. The first one is for data authentication
via a list decodable code as in [15] where this role was played
by a RS code. Contrary to Lysyanskaya et al.’s paper, we use a
second code to correct data erasures. This allows any receiver
to reconstruct the whole data stream which is a feature that [15]
does not have. Furthermore,, we also correct a claim about the
packet overhead stated in [15]. Indeed, at the end of Section I
and in Section VI of their paper, Lysyanskaya et al. asserted
that the packet overhead for their scheme was independant of

. We showed that their communication cost analysis done in
Section V of [15] was incorrect since the use of a RS code im-
plied that the underlying field had to have at least distinct
values thus creating a -bit packet overhead (see (3) in
Section VI-B).

VII. CONCLUDING DISCUSSION

In this paper, we presented an authentication protocol based
on list recoverable codes for stream distribution over adversarial
networks. Our construction is provably secure. As [14], [18],
[21], our protocol enables total recovery of the data stream and it
allows new participants to join the communication group at any
block boundary. Our scheme works as a black-box construction
since any list recoverable code whose parameters satisfy (1) can
be used. As a consequence, one only has to focus on the compu-
tational complexity of the underlying list recoverable code when
implementing our protocol.

We illustrated this construction with RS codes and we demon-
strated that the RS code-based approaches developed in [14],
[18], [21] could be regarded as particular cases of our scheme.
We showed that our deletion process led to better bounds on the
number of signature verification queries than in [14], [18], [21]
while having the same packet overhead and computational com-
plexity. Finally, we performed a study of the interpolation mul-
tiplicity to be used for PolyReconstruct. Based on McEliece’s
survey [34], we obtained an explicit bound for this parameter
and deduced a new upper bound on the size of the list output by
this reconstruction algorithm. That bound is also valid for the
previous constructions using PolyReconstruct as a subroutine
such as [14], [17]–[21].

As discussed in Section VI-C-4, our current knowledge about
PolyReconstruct may still prevent us from having efficient im-
plementations. However, our protocol is not the first crypto-
graphic primitive based on the PRP. The first paper treating
polynomial reconstruction in a cryptographic context dates from
1999 [55]. In that paper, Naor and Pinkas looked at the noisy
PRP as a hardness assumption to design protocols for oblivious
polynomial evaluation (OPE) having applications for password
authentication and e-commerce (see [56] for extra details and
applications). In [57], the hardness of solving the noisy PRP
was used to provide semantic security for OPE and to construct
a pseudorandom extender as well as a semantically secure ci-

pher with forward security, superpolynomial message length
and an error-correcting decryption algorithm. In [49], Augot
and Finiasz constructed a public-key cryptosystem whose se-
curity is related to the PRP (even if no formal reduction was
proposed). As explained in [58], it is fundamental to develop
provable security frameworks not based on either the factoring
or the discrete logarithm problems. All these papers are related
to the post-quatum cryptography area [59] since the PRP has
been shown to be -hard [60]. However, our research is in
a slightly different context. Indeed, like Lysyanskaya et al.’s
scheme ([14], [15]), our construction needs the PRP to be solv-
able in polynomial time since PolyReconstruct is to be used.
Thus, our work should rather be classified in the same cate-
gory as [61] (cryptanalysis of an optimized version of [49])
and [62] (identifying extra traitors beyond the security level of
traitor tracing scheme). Therefore, the results of those later pa-
pers suffer from the same lack of practical efficiency of PolyRe-
construct.

Based on these considerations, several research directions can
be derived. First, one may want to consider other algorithms to
list decode RS codes. Note that, to fit our authentication pur-
pose, such an algorithm has to handle the fact that some ’s of
the PRP input can repeat themselves (pollution attacks) which
is a property achieved by PolyReconstruct ([35], [47]). Second,
our general scheme is secure for any list recoverable code sat-
isfying (1). Would there exist a code having a practically more
efficient list decoding algorithm? Third, in a more general as-
pect, it would be worth studying alternate approaches to list
recoverable codes and cryptographic accumulators in order to
handle adversarial injections of data as this is the central issue
for stream authentication. Indeed, existing provably secure tech-
niques are based on either techniques and we saw throughout
this paper that none of these approaches is yet able to provide
provable security, small overhead as well as both theoretical and
practical efficient computations.

APPENDIX I
PROOF OF THEOREM V.2

Assume that the scheme is either insecure or not -cor-
rect. By definition, a PPT opponent can break the scheme
security or correctness with a non-negligible probability
where is the security parameter setting up both the digital sig-
nature and the hash function. Therefore, we must have either
cases:

C1: With probability at least , breaks the scheme
correctness.
C2: With probability at least , breaks the scheme
security.

It should be noticed that since is a non-negligible function
of , so is .

Case C1: We will demonstrate by contradiction that if
can break the scheme correctness in polynomial time then either
he can forge the digital signature or he can find a collision for
the hash function in polynomial time with non-negligible prob-
ability.

This will be proved by turning an attack breaking the
-correctness of our construction into a successful attack

against either primitive.



6300 IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 57, NO. 9, SEPTEMBER 2011

For this attack, will have access to the signing algorithm
(but will not have access to SK itself). He can use the

public key PK as well as the collision resistant hash function
. will be allowed to run Authenticator whose queries are

written as where is the set of
data packets of bit length to be authenticated. In order to get
the corresponding output, the signature is obtained by querying

as a black-box at Step 2 of Authenticator.
According to our hypothesis, broke the correctness of the

construction. This means that, following the previous process,
managed to obtain values , , , , and a set of received
packets RP such that:

• .
Denote the data packets
associated with this query and AP the response given to .
In particular, we denote the signature corresponding to
DP and generated as in Step 2 of Authenticator.

• and .
•

where for some .
As said in Section VI-C-2, it is assumed that the list of polyno-
mials contains only one polynomial per degree value so
that field operations are uniquely determined by this list.

Assume that the digital signature is secure against chosen
message attacks and the hash function is collision resistant.

Since and , Step 1 of
Decoder ends successfully. Given the fact that the parameters
of the list recoverable code satisfy (1), it is guaranteed that at
least original ’s are amongst the nonempty lists at the
end of Step 3. Thus, the original codeword is in the
list output at Step 4.

It should be noticed that can be recovered from Table I.
As a consequence, since the digital signature is unforgeable and
the hash function is collision resistant, the pair message/signa-
ture going through the verification process at Step 5.2 corre-
spond to DP. Therefore, at the end of Step 5, we have

For the same reason as before, at the end of Step 7, we have

Note that and the pad length can also be computed from
the values contained in Table I. Since ,
the MDS decoder output the original message
during Step 8. Thus, at the end of Step 9, Decoder returns to the
receiver the original data packets, i.e.,

We obtain a contradiction with our original hypothesis which
stipulated

As a consequence, a forgery of the digital signature or a collision
within the hash function occurred with non-negligible proba-
bility .

Case C2: We will demonstrate by contradiction that if
can break the scheme correctness in polynomial time then either
he can forge the digital signature or he can find a collision for
the hash function in polynomial time with non-negligible prob-
ability.

We consider the same kind of reduction as in Case C1. The
opponent breaks the security of the scheme if one of the fol-
lowing holds:

I. Authenticator was never queried on input BID,
, , , and the decoding algorithm Decoder

does not reject RP, i.e., where
.

II. Authenticator was queried on input BID, , , , for
some data packets . Nevertheless,
the output of Decoder verifies for some

.
Sub-Case C2-I: Since Decoder output some nonempty

packets, Step 5 had to terminate successfully. Thus, it has been
found a pair such that

If never queried Authenticator for block tag BID then the
previous pair is a forgery of the digital signature which was
obtained with non negligible probability .

If queried Authenticator for block tag BID then denote
his query. By hypothesis, we have

Therefore, the tag which was signed during ’s query on
block BID is different from the tag corresponding to the
pair . As a consequence, that pair
is a forgery of the signature scheme which was obtained with
non-negligible probability .

Sub-Case C2-II: We have the same situation as Case C1.

APPENDIX II
PROOF OF THEOREM VI.3

It should be pointed out that the value of a priori depends
on each receiver and so does .

Denote the number of points on which Poly-Reconstruct
is run and the number of original elements in this list. Since
the pair of rates is accurate, we have: and

. As noticed before, we have:
which guarantees Poly-Reconstruct to be run successfully. De-
note the size of the list output by Poly-Reconstruct.
We want to prove: .

Using Theorem III.7 with , we have the following
upper bound for

(5)

First Bound: We have: ,
. We deduce that is upper bounded by
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Because the receiver has deleted columns, we have:
and . We

obtain the following inequalities:

Due to our choice of , we have:
. As a consequence, is upper bounded by

which is equal to after simplifying numerators and
denominators by . Since is an integer, we get:

.
Second Bound: We start again from (5). For similar reasons

as above, it is easy to see that the numerator of the fraction is
upper bounded by

Using the same lower bound on as before,
we deduce: and thus

.
Finally:

which achieves the demonstration of our theorem.

APPENDIX III
PROOF OF THEOREM VI.5

Let and be as above. In order to prove ,
it is sufficient to demonstrate the following two inequalities:

(6)

(7)

Inequality (6): We compute the difference
. We have:

where

We will demonstrate that and
which will involve (6). Due to the definition of and , we

get

Since , we deduce: . There-

fore: which involves: . We obtain

(8)

We also have

Since , we deduce

(9)

Combining Inequalities (8) and (9), we obtain: .
As the mapping is strictly increasing over , we

get

(10)

Combining the fact that with (10), we obtain:
. Therefore, we deduce (6).

Inequality (7): As before, we compute the differ-
ence . We have:

where is
defined (see the equation at the bottom of the page).

Inequality (9) gives us a relation for the denominators of
. As , it is sufficient to demonstrate

(11)

in order to obtain . It is easy to see that (11) is
verified as soon as

Due to the definitions of and , we have

and

Therefore

and

This involves that (11) is verified. We deduce that (7) holds
which achieves the proof of our theorem.
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