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a b s t r a c t

In this work, we argue that system accident literacy and safety competence should be an essential part

of the intellectual toolkit of all engineering students. We discuss why such competence should be

taught and nurtured in engineering students, and provide one example for how this can be done.

We first define the class of adverse events of interest as system accidents, distinct from occupational

accidents, through their (1) temporal depth of causality and (2) diversity of agency or groups and

individuals who influence or contribute to the accident occurrence/prevention. We then address the

question of why the interest in this class of events and their prevention, and we expand on

the importance of system safety literacy and the contributions that engineering students can make

in the long-term towards accident prevention. Finally, we offer one model for an introductory course on

accident causation and system safety, discuss the course logistics, material and delivery, and our

experience teaching this subject. The course starts with the anatomy of accidents and is grounded in

various case studies; these help illustrate the multidisciplinary nature of the subject, and provide the

students with the important concepts to describe the phenomenology of accidents (e.g., initiating

events, accident precursor or lead indicator, and accident pathogen). More importantly, the case studies

invite a deep reflection on the underlying failure mechanisms, their generalizability, and the various

safety levers for accident prevention. The course then proceeds to an exposition of defense-in-depth,

safety barriers and principles, essential elements for an education in accident prevention, and it

concludes with a presentation of basic concepts and tools for uncertainty and risk analysis.

Educators will recognize the difficulties in designing a new course on such a broad subject. It is

hoped that this work will invite comments and contributions from the readers, and that the journal will

support the publication of exchanges on this subject.

& 2011 Elsevier Ltd. All rights reserved.
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1. Introduction: motivation and scope

The recent mining disaster at Upper Big Branch, West Virginia,
and the explosion on the drilling rig in the Gulf of Mexico and the
ensuing catastrophic oil spill are stark reminders of the importance
of safety competence at the technical, organizational, and regulatory
levels. This article discusses why and how such competence should
be taught and nurtured in engineering students.

Before delving into the details of our arguments, it is impor-
tant first to motivate the interest in accident causation and
system safety, and to delineate the scope of the present work
and the class of adverse events it seeks to tackle.

High-visibility accidents such as the Bhopal, Piper Alpha, and
Chernobyl tragedies, accidents that result in dramatic casualty tolls,
significant financial losses, and environmental damage are often
invoked to motivate an interest in accident prevention and system
safety. Unfortunately, industrial accidents, also known as or
subsumed under the broader designation of organizational or system

accidents, happen much more frequently than what may be con-
veyed by the ‘‘high-visibility’’ above-the-media-radar-screen acci-
dents. Examples of such accidents abound in many industries, such
as the chemical, oil and gas, mining, and transportation industries to
name a few. For instance, in the U.S. chemical industry alone, 1970
industrial accidents occurred in the last 5-year EPA-mandated
reporting period. These accidents resulted in excess of $1 billion in
property damage,1 and affected large communities with over
200,000 people who had to be evacuated. In addition, approximately
2000 deaths and injuries were reported as a result of these accidents
[44]. The propensity for this class of adverse events—officially
termed a ‘‘disaster’’ in the U.S. mining industry when five or more
fatalities are involved—may be indicative of theoretical deficiencies
in the understanding of system accident causation and prevention.
However, when carefully analyzed, many system accidents share a
conceptual sameness in the way they occur, through a combination
of system design and technical flaws, operational or workforce
failings, compromised organizational behaviors and management
shortcomings, and/or deficient regulatory oversight. This observa-
tion of a conceptual sameness in the way system accidents occur
suggests an additional dimension to the previous hypothesis in
accounting for the propensity of this class of adverse events, namely
that system safety education may be limited in effectiveness, not
reaching its target audience, or not conducted at a scale commen-
surate with the importance of the subject.

To summarize, the previous discussion provided three comple-
mentary parts for the answer to the question: ‘‘why an interest in
accident causation and system safety?’’ These were as follows:
(1) safety is more often compromised and system accidents occur
much more frequently than what may be conveyed by the media;
(2) the pattern of occurrence of these accidents suggests an
important role of education in contributing to the prevention of
such accidents; (3) the potential consequences of system accidents,
high casualty tolls, environmental damage, and economic losses,
1 ‘‘Not including other form of losses such as business interruption costs,

shareholder value, and lost business associated with accidents. These latter costs

are likely to be larger, perhaps much larger, than losses due to property damage’’ [27].
along with ethical/moral considerations, are strong incentives for a
careful interest in accident prevention and system safety.

The discussion that follows will be tailored or made more
specific to engineering students. The reason for this tailoring is
that different groups or stakeholders may be interested in this
topic for different reasons. For example, accident causation has an
intrinsic litigation aspect to it, and it invites a backward-looking
approach with the dual objective of identifying culprit(s) and
distributing penalties [46]. Thus law students for example may be
exposed to this subject for training purposes specifically to handle
this litigation aspect. This aspect is not explored in this work.
However, an interest in accident causation can also have a
forward-looking objective of identifying and eliminating failure
causes and mechanisms, thus contributing to future system safety
and accident prevention. The role of safety education of engineer-
ing students will be explored in this latter context.

What class of adverse events are we interested in? The risk
analysis and system safety literature reports on a distinct class
of adverse events initially termed ‘‘industrial accidents’’ or
‘‘man-made disasters’’ [54], and later characterized as ‘‘organiza-
tional accidents’’ [41] or ‘‘system accidents’’ [36]. These two quali-
fiers of accidents, ‘‘organizational’’ and ‘‘system’’, are used to indicate
on the one hand an organizational contribution to accident causa-
tion beyond the traditional technical and human error factors, and
on the other hand a recognition that accidents can result ‘‘from
dysfunctional interactions among system components’’ [31], not just
component failures, hence the qualifier ‘‘system’’. The Department of
Energy, in its accident investigation guide, defines an accident as an
‘‘unwanted transfer [or release] of energy that, due to the absence or
failure of barriers and controls, produces injury to persons, damage
to property, or reduction in process output’’ [13]. What is distinctive
about system accidents is the following:
1.
 The chain of causality, or chain of influence, leading to the
accident extends beyond the temporal vicinity of the moment
the accident occurred, with build-up of accident pathogens
occurring over different time-scales before an initiating event
triggers an accident sequence. This characteristic can be termed
the temporal depth of causality of system accidents.
2.
 The safety value chain (see Fig. 1 and Section 2), that is, groups
and individuals who influence or contribute to the accident
occurrence/prevention, extends far beyond the immediate victims,
who may or may not have contributed to the accident. This
characteristic can be termed the diversity of agency in system
accidents.

This class of adverse events, system accidents, is different from
occupational accidents, for example a ‘‘slip, trip, and fall’’ in which
the agent and the victim are the same individual. The latter,
occupational accidents, of particular interest to epidemiologists,
are not discussed in this article. System accidents, typically but
not exclusively associated with large-scale releases of energy, are
the focus of this work.

This article explores the role of engineering education in
improving system safety and contributing, in the long term, to
accident prevention. The theme of ‘‘learning from accidents’’ is
often explored in the literature (see for example [29,37,38]).
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Learning however is multileveled and it can take place for
example at the organization level, the broader sector or industry
level, and the regulatory level [24]. In this work, we explore what
can be learned from system accidents at the engineering students’
level, and in essence, we shift the focus from ‘‘learning from
accidents’’ to ‘‘teaching about accidents and system safety’’.

The remainder of this article is organized as follows. Section 2
provides the conceptual background, of learning loops and safety
value chain, within which the role of engineering education in
accident prevention is discussed. Section 3 advances several
arguments for why accident causation and system safety should
be taught to engineering students. Section 4 proposes a set of
themes that can be taught about this subject and how this
multidisciplinary teaching can be structured and delivered.
Section 4 also discusses the author’s experience with the teaching
of such a course for the past several years at the Georgia Institute
of Technology. Section 5 concludes this work.
2. Conceptual background: learning loops and the safety
value chain

This section provides a general overview of the context within
which we discuss the role of engineering education in accident
prevention, and why safety competence should be taught and
nurtured in engineering students. The two central notions are those
of learning loops and safety value chain, and they are discussed next.

2.1. Learning loops

Consider the post-event activity of accident investigation2: acci-
dent investigations have fundamentally backward-looking objectives
2 Activities related to disasters and system accidents are classified on a

temporal basis as ‘‘pre-(adverse) event’’ and ‘‘post-event’’, the former pertaining

among other things to prevention and inspection activities, and the latter to

disaster response and management activities and accident investigations.
of determining the facts surrounding accidents and identifying causes
ad contributing factors to the event. In addition, accident investiga-
tions have an intrinsic forward-looking objective of providing
clear ‘‘learning monads’’ and requesting changes for improving
future system safety and accident prevention, through various
recommendations and corrective actions at the technical, operational,
organizational, and sometimes regulatory levels. Thus learning
and the notions of feedback or ‘‘learning loops’’ are intrinsic to
accident investigations3 [19]. The discussion in this work fits
within the notion of ‘‘learning loops.’’ In effect, we propose to
extend a ‘‘learning loop’’ to engineering students, and start it not
from a particular accident investigation but from a multidisciplinary
synthesis of various accidents analyses and works on system
safety.

What is learning? In addition to acquisition of knowledge or
skill, learning can be loosely defined as the modification of
behavior due to (the understanding of) previous experience
(Merriam-Webster). According to Sterman [51], ‘‘learning is a
feedback process in which our decisions alter the real world, we
receive information feedback about the world and revise the
decisions we make and the mental models that motivate those
decisions.’’ This definition provides a good link between the two
concepts, learning loops and safety value chain, within which we
place our discussion of the role of engineering education in
accident prevention. Multiple feedback loops are extended fol-
lowing an accident event, and safety-related learning can occur at
different time-scales for different stakeholders. The stakeholders
are the agents who partake in the safety value chain,
discussed next.
3 In their enthusiasm for this idea, some authors have written about the ‘‘gift

of failures’’ (e.g., [15]). We believe this is a wrong metaphor for system accidents

on both a cognitive and emotional level.
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2.2. Safety value chain

Accident investigations typically seek the ‘‘root cause’’ of, and
‘‘contributing factors’’4 to, an accident. There is however often a
degree of arbitrariness in interpreting what is an error and in
choosing where to stop going back in the causal chain. At any point
in the causal analysis, a failure or an error can be conceived of as a
‘‘result’’, not a ‘‘cause’’,5 a consequence of something prior or more
fundamental. The notion of safety value chain highlights the agency
in influencing and contributing to accident prevention and sustain-
ment of system safety. Instead of emphasizing that, which partakes
in accident causation, the safety value chain identifies those who
contribute to accident prevention and sustainment of system
safety—a more inclusive and irenic concept than the litigious
‘‘contributors’’ to accident causation, and as such, it may be more
enticing for various stakeholders to accept and actively participate
in, including companies’ management, senior executives, and share-
holders. In this sense, the safety value chain includes operators,
technicians/maintenance professionals, engineers, system designers,
managers and executives, shareholders, regulators, safety inspectors,
and accident investigators (see Fig. 1), groups of individuals who
affect and contribute to system safety over different time-scales. The
short time-scale is sometimes referred to as the ‘‘sharp-end of
safety’’, e.g., a nuclear power plant operator for example is said to
‘‘operate’’ at the sharp-end of the safety of the plant, whereas a
manager at that plant for example operates at the ‘‘blunt-end of the
safety’’ [41]. Our discussion in this work expands the scope of the
system safety value chain, and we propose that engineering
students are important stakeholders in the safety value chain. It is
often said that the best technology transfer mode is ‘‘wearing shoes’’;
by educating and engaging engineering students in the multidisci-
plinary issues of accident causation and system safety, educators can
help infuse their students, the future contributors, managers, and
leaders of technology-intensive or hazardous industries, with a proper
safety competence and accident awareness before they enter the
workforce, and in so doing, they will contribute, in the long-term, one
small step towards accident prevention. In the following sections, we
delve into the details of why and how this can be done.
3. Why accident causation and system safety should be taught
to engineering students

This section discusses reasons for teaching engineering stu-
dents about accident causation and system safety.

Intrinsically related to this question of ‘‘why’’ teach this
subject is the more difficult question of ‘‘what to teach’’ about
this subject, and how such multidisciplinary teaching can be
devised and delivered. For example, can such teaching be done in
a manner that is domain-independent and relevant across all
engineering departments and their respective industries, or
should it be based within established engineering departments
and its content narrowly defined and tailored to a specific
department and its respective industry (e.g., aviation safety,
chemical safety, and nuclear safety)? We discuss these issues in
Section 4 although some aspects of that discussion are noted in
this section.

There are several reasons why engineering students should be
exposed to and taught about accident causation and system
4 Several terms are used in accident investigations such as ‘‘direct cause’’,

‘‘root cause’’, and ‘‘contributing cause’’. Details on these terms can be found in

[13,26].
5 This is a basic idea in psychotherapy, of error as a consequence not a cause.

This observation can be stated casually as ‘‘one person’s cause, (i.e., what one

person identifies as a ‘‘cause’’) is another person’s consequence’’.
safety. In the following, we propose several arguments in support
of this teaching. These arguments are not meant to be exhaustive
nor are they mutually exclusive.

3.1. Content-centric arguments: memory of past failure modes,

safety competency, and contribution to accident prevention

The first argument in support of teaching engineering students
about accident causation and system safety has been noted earlier in
this work: it concerns their contribution, in the long term, to accident
prevention. Holloway and Johnson [20] made broadly similar argu-
ments in discussing why safety professionals should read accident
reports, and Johnson [21] discussed the education and competency
requirements for accident investigators—different stakeholders in the
safety value chains than the ones we target in the present work,
engineering students, but with related end-objective nonetheless.

Structural engineering has been a strong proponent of ‘‘failure
literacy’’ [11,12] for engineering students. ‘‘This literacy entails
knowing about the critical historical failure cases that have
shaped the profession’’, Delatte [11,12] explains, and he proceeds
to expand on a list ‘‘landmark structural failures’’ or case studies,
which should be taught, such as the Tacoma Narrows bridge
collapse and several other bridge and building collapses. Petroski
[37] has been an early proponent of learning from structural
failures in his landmark ‘‘To Engineer Is Human’’ book, and he
proposed that the concept of failure is a unifying theme central to
engineering education and practice: ‘‘[t]o understand what engi-
neering is and what engineers do is to understand how failures
can happen and how they can contribute more than successes to
advance technology’’. A recent special issue of the journal Engi-
neering Structures (July 2010) was devoted to ‘‘Learning from
Structural Failures’’, a popular theme judging by the growing
number of publications devoted to the subject.6

Recall that our focus is why teach engineering students about
accident causation and system safety, a topic adjacent to but
different nonetheless from the well-trodden ‘‘learning from acci-
dents’’. The first argument for teaching engineering students about
accident causation and system safety extends beyond structural
engineering failures, and it boils down to teaching about past failure
modes in engineering systems to prevent their recurrences. More
precisely, the first argument builds on the role of memory in
education, and it seeks to make engineering students the agents
and repository of a particular type of memory—of previous acci-
dents as well as their failure causes and mechanisms—to fend off
technical amnesia and help avoid repetition of similar accidents. For
example, following the Tacoma Narrows bridge collapse, accounting
for wind conditions and aeroelastic flutter effects became standard
in civil engineering courses pertaining to design of suspension
bridges.7 However, it should be noted that memory of past accidents
and their lessons learned are not only encoded in education, but
they are often ‘‘institutionalized’’, in building codes for example or
Occupational Health and Safety regulations. As a result, instilling the
memory of past accidents and their lessons learned in engineering
students can be seen as serving the function of diversity in
redundancy (where memory resides and who recalls and exercises
it) to help to avoid a repetition of similar accidents. Teaching
engineering students about accident causation and system safety
can serve to complement and reinforce institutionalized safety
requirements, and it can empower students to later advocate for
6 Using the search engine Google Scholar, some 1380, 476, and 352 articles

were found to have in their titles ‘‘learning from failures’’, ‘‘learning from

accidents’’ or ‘‘learning from disasters’’, respectively, and some 347, 25, and 17

peer-reviewed articles using Web of Sciences (retrieved August 16, 2010).
7 This is an example of what was previously termed a ‘‘learning monad’’ from

accident investigations.



8 Some advanced optional courses already exist in graduate engineering

programs and their contents are tailored to specific departments and industries

(e.g., chemical hazards and safety).

J.H. Saleh, C.C. Pendley / Reliability Engineering and System Safety 99 (2012) 105–113 109
safety considerations, especially when unlegislated, in their organi-
zation’s behavior and decision-making.

3.2. Process-centric arguments: multidisciplinary awareness,

collaboration, and safety culture

Why teach engineering students about accident causation and
system safety? Beyond the argument of the usefulness of specific
lessons learned and technical content noted in the previous section,
teaching this subject can make an important process-centric con-
tribution by

‘‘equip[ping] graduates with a broader perspective on their
disciplines, in order to be able to look beyond the technical
issues and integrate multidisciplinary safety considerations
into their decision-making [later in their professional careers]
as designers or managers’’ [18]

This multidisciplinary awareness can help engineering
students later in their careers contribute to accident prevention
by seeking or facilitating coordination between themselves (the
technical specialists), management, and workers/operators over
system safety issues. In other words, it will help them seek and
engage in productive conversations pertaining to accident
prevention and system safety with different stakeholders.

It was noted previously that system accidents have an intrinsic
organizational contribution to their occurrence beyond the technical
and human error contributions, and that such accidents can result
from dysfunctional interactions between system components (and
stakeholders), not just component failures. Equipping engineering
students with a multidisciplinary perspective on accident causation
and system safety can help them be more attuned to these char-
acteristics of emergent phenomena in system accidents, and encou-
rage them to communicate and collaborate with others to prevent
safety issues from falling through the proverbial organizational
cracks.

Swuste and Arnoldy [53] discuss the role of safety advisors/
managers in a company as agent of changes for improving safety
management; the argument in this section posits a similar role,
although over a longer timeframe, for engineering students.

Finally, the connection between safety education and safety
culture should be pointed out. There is an extensive literature on
‘‘safety culture’’, its constitutive elements, and the important roles
it plays in accident prevention [10,17,39]. Safety culture earned
its recognition following the Chernobyl accident, when the Inter-
national Atomic Energy Agency identified the poor safety culture
at the plant as the primary cause of the accident. A commonly
accepted definition of safety culture is the following:

‘‘the product of individual and group values, attitudes, percep-
tions, competencies, and patterns of behaviors that determine
the commitment to and the proficiency of an organization’s
health and safety management’’ [1].

It is fair to assume that teaching engineering students about
accident causation and system safety can help instill in them a
proper safety culture before they enter the workforce or it can
accelerate their acquisition of an organization’s safety culture.

3.3. Reasoning scheme: new designs, new technology, and new

failure mechanisms

Engineering students will often be involved in the development
of new technologies or in the design of new systems. Design and
innovation are intrinsic to the engineering education mindset.

In addition to the previous content- and process-centric argu-
ments for teaching engineering students about accident causation
and system safety, one can advance that teaching this subject is also
useful in a different way: it can complement the engineering design
mindset with a meta-cognitive insight, or reasoning scheme about
the possibilities of failures and failure mechanisms. Engineering
students would come to think simultaneously about new designs
and the possibilities of new failure mechanisms. Design creativity in
engineering students would be complemented with an instinctive
concern for the possibilities of new failure mechanisms and crea-
tivity in mitigating or eliminating them.

Concern with system failures and accidents should be central
to the engineering profession and to engineering education. It can
lead to accident prevention not only through the memory of past
failure mechanisms and lessons learned, but also through con-
stant safety vigilance and the development of new knowledge for
the prevention of accidents and the sustainment of system safety,
especially when faced with new situations with new systems and
technologies.

Our academic experience to date suggests there is an unfortu-
nate growing reliability and safety illiteracy in engineering
education, and it deserves serious consideration to be tackled
and reversed.

3.4. Accident case studies and the value of teaching history

Teaching about accident causation and system safety through
case studies of past major accidents, for example, is in a way
teaching a particular kind of history. The case for teaching this
subject can therefore borrow arguments from why teach and
study history:

‘‘History should be studied because it is an absolutely neces-
sary enlargement of human experience, a way of getting out of
the boundaries of one’s own life and culture and of seeing
more of what human experience has been’’. [6]

The study of accident causation and system safety, through
case studies, can engage engineering students, cognitively and
emotionally, in ways that educators cannot necessarily foresee,
but that are likely to have a positive and enduring effect on their
minds. This constitutes an important role for education, beyond
the ‘‘overly instrumental [utilitarian] model of the university,
[which] misses the genius of its capacity, [and] devalues the zone
of patience and contemplation the university creates in a world
all but overwhelmed by stimulation’’ [16].
4. What to teach about accident causation and system safety
to engineering students, and how?

In the previous sections, we defined the class of adverse events
we are interested in and advanced several arguments for why
accident causation and system safety should be taught to engineer-
ing students. The more difficult questions of what to teach about
this subject, and how, remain to be addressed. More specifically,
what should be taught, and how, in an introductory one-semester
course on accident causation and system safety, which all engineer-
ing undergraduate Seniors and first year graduate students should
take? These issues are discussed in this section. We restrict the
scope to a one-semester course because in an already crowded
engineering curriculum, it is unlikely that this subject would be
given more ample time in a common-core syllabus.8

In the following, we present one model for the structure and
content of such a course. Other models are possible, and
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educators will no doubt recognize the difficulties in designing a
new course subject to a variety of constraints. It is hoped that the
following discussion will invite comments and contributions from
the readers, and we hope that the editor(s) of this journal will
encourage the publications of comments and exchanges on this
subject. The purpose of these exchanges would be to bring a
collective educational wisdom to bear on the development and
refinement of a course on accident causation and system safety,
a course that can be taught broadly in all engineering schools.
4.1. Anatomy of accidents: case studies

Before discussing concepts and abstractions in accident causation
and system safety, it is important to motivate and ground the course
in case studies of actual accidents. We believe the use of case studies
is particularly important for this course in general, and for the
introduction to this course in particular. The use of case studies, or
case-based learning, is widely adopted in business, law, and medical
schools, and it deserves careful consideration in engineering educa-
tion as well. The arguments in their support are that case studies
‘‘make schooling more relevant to the subsequent workplace’’ [9],
they offer a wealth of information about context and realistic real-
world problems, and they are more engaging and intellectually
enriching for students. Many choices are accidents case studies are
possible. An extensive list can be found in Kletz [29] for example.
We selected for our course the following accidents:
1.
 Piper Alpha.

2.
 Challenger.

3.
 TWA Flight 800 and Alaska Airlines Flight 857.

4.
 Three Mile Island.

5.
 The Jim Walter Resources (JWR) No. 5 mine disaster.

6.
 Therac-25 accidents.
These accidents provide a diverse set of case studies, and they
introduce the students to the multidisciplinary nature of accident
causation and system safety. Each accident highlights specific
failure mechanisms, and although in different industries, these
accidents provide an opportunity to illustrate several concepts
that help describe the phenomenology of accidents, such as the
important notions of initiating events, accident precursor or lead

indicator, accident pathogen, and accident sequence or trajectory.
These are essential elements for a basic education in accident
causation and system safety. In addition, these case studies help
students better appreciate the notions of safety levers and safety
value chain discussed in Section 2, and they invite a deep
reflection on prevention mechanisms for counteracting their
failure causes and mechanisms.

Material and delivery: although the accident reports are made
available to the students, the class discussion is based on the
following documents, provided to the students at the beginning of
the semester:
�
 [34] Pate-Cornell E. Learning from the Piper Alpha accident: a
postmortem analysis of the technical and organizational
factors. Risk Analysis 1993;13(2):215–32.

�
 [2] Anon. Safety report on the treatment of safety-critical

systems in transport airplanes. National transportation safety
board report. NTSB/SR-06/02. Washington, DC.

�
 [22] Hopkins A. Was the three mile island a ‘‘normal acci-

dent?’’ Journal of Contingencies and Crisis Management
2001;9(2):65–72.

�

9 This paragraph is an excerpt from a discussion in [44].
[43] Saleh JH, Cummings, AM. Safety in the mining industry
and the unfinished legacy of mining accidents. Safety Science
2011;49(6):764–77.
�
 [30] Leveson NG, Turner CS. An investigation of the Therac-25
accidents. Computer 1993;(7):18–41.

The following two videos are also screened and discussed in
class (both are publicly available online):
�
 Piper Alpha: spiral to disaster (American Institute of Chemical
Engineers, AIChE [4]).

�
 Challenger: go for launch [BBC documentary].

Each case study is covered in one or two hours. The discussion
of the accident is initiated by a student, assigned to the particular
case study at the beginning of the semester. Typical prompts
include the following: how did the accident unfold (to make sure
that the accident sequence is properly understood by everyone)?
What caused the accident? This question, which usually makes
for a very lively and interesting discussion in class, invites a deep
reflection of the concept of causality in system accident as well as
the appreciation of the idea of chain of influence and network of
contributing factors to system accidents. What contributed to the
accident? How could the accident have been prevented? What
can be done or put in place to avoid similar accidents in the
future?

The case studies prepare the students for the following theme
in the course, safety barriers, and defense-in-depth.

4.2. Defense-in-depth and safety barriers

The importance of the concepts of defense-in-depth and safety
barriers in accident prevention cannot be underestimated. We
believe these concepts are essential elements for a basic educa-
tion in accident causation and system safety.

9Defense-in-depth is a fundamental principle or strategy for
achieving system safety. First conceptualized within the nuclear
industry, defense-in-depth is the basis for risk-informed decisions
by the U.S. Nuclear Regulatory Commission [33,50], and it is
recognized under various names in other industries (e.g., layers of

protection in the chemical industry [4,28,52]). Accidents typically
result from the absence or breach of defenses or violation of
safety constraints [31,40,23]. The principle of defense-in-depth
embodies the idea of multiple lines of defense and safety barriers
along accident scenarios, and requires that ensuring system safety
should not rely on a single element (hence the ‘‘depth’’ qualifier).
Defense-in-depth, typically realized by successive and diverse
safety barriers, technical and procedural, is designed to: (1) pre-
vent incidents or accident initiating events from occurring,
(2) prevent these incidents or accidents initiators from escalating
should the first barriers fail, and (3) mitigate or contain the
consequences of accidents should they occur (because of
the breach or absence of the previous ‘‘prevention’’ barriers). The
concept of safety barriers is an embodiment of the ‘‘defense’’ part of
defense-in-depth safety principle, in the sense that defenses are
realized through barriers, that is functions and ‘‘safety systems
deliberately inserted’’ [14] along potential accident sequences.

The discussion of defense-in-depth and safety barriers empha-
sizes the idea that for proper hazard control and accident
prevention, it is important to understand the ingredients of
hazard build-up and escalation, as well as the ‘‘signatures’’ of
these hazardous states and transitions—the operational recogni-
tion and awareness that an accident sequence may be unfolding,
which should prompt intervention (precursors or warning signs).
The previous case studies (Section 4.1) provide the students with a
solid basis for understanding accident sequences (hazard escalation)
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and appreciating the different types of safety barriers that can be
thought of and put in place to prevent or contain accidents.

It was noted in Section 3 that a course on accident causation
and system safety can complement the engineering design mind-
set, or design creativity in engineering students with an immedi-
ate concern for the possibilities of failure mechanisms and
creativity in mitigating or eliminating them. This can be achieved
in part through the presentation and discussion of defense-
in-depth and safety barriers; these concepts entail or force the
thinking about possible accident scenarios and specific design and
operational choices to address them. This can be viewed as the
promotion of a safety design and innovation mindset.

The following material is used for the class discussion of safety
barriers and defense-in-depth (typically covered in four hours):
�

acc
[47] Sklet S. Safety barriers: definition, classification, and
performance. Journal of Loss Prevention in the Process Indus-
try 2006;19(5):494–506.

�
 [14] Duijm NJ. Safety-barriers diagrams as a safety manage-

ment tool. Reliability Engineering and System Safety
2009;94(2):332–41.

�
 [50] Sorensen JN, Apostolakis GE, Kress TS, Powers DA. On the

role of defense in depth in risk-informed regulation. In:
Proceedings of PSA ’99, international topical meeting on
probabilistic safety assessment. Washington, DC; August 22–
26; 1999. p. 408–13.

�
 [7] Bakolas E, Saleh JH. Augmenting defense-in-depth with the

concepts of observability and diagnosability from control
theory and discrete event systems. Reliability Engineering
and System Safety 2011;96(1):184–93.10

The discussion of defense-in-depth and safety barriers
addresses two complementary themes in the course, namely
technical safety principles (safety by design, safety margins, and
fail-safe principles) and organizational contributions to system
accident causation and prevention.
4.3. Uncertainty and risk analysis

The course then proceeds to introduce and discuss risk
analysis. The lectures cover tools such as Failure Mode, Effects,
and Criticality Analysis (FMECA), Fault Tree Analysis, and Prob-
abilistic Risk Analysis (PRA). The discussion modules cover more
fundamental issues pertaining to risk analysis and expose to the
student to broader issues and debates in the risk community. The
following material is used for the class discussion of risk analysis:
�

1

id
[25] Kaplan S, Garrick BJ. On the quantitative definition of
risk. Risk Analysis 1981;1(1):11–27.

�
 [35] Pate-Cornell E. Uncertainties in risk analysis: six levels

of treatment. Reliability Engineering and System Safety
1996;54(2):95–111.

�
 [5] Apostolakis GE. How useful is quantitative risk analysis?

Risk Analysis 2004;24(3):515–20.

�
 [40] Rasmussen J. Risk management in a dynamic society: a

modeling problem. Safety Science 1997;27(2/3):183–213.
11 As low as reasonably practicable.
12 Technical writing is often identified as a weakness in engineering
The risk module in the course is typically covered over a two-
week period (six to eight hours), and if more time remains before
the end of the semester, some of the following broader themes are
briefly discussed.
0 This article provides an additional case study of the BP Texas City Refinery

ent in 2005.
4.4. Broader themes, missing ingredients in the course?

The previous three modules in the course, anatomy of acci-
dents, defense-in-depth, and risk analysis, cover an extensive
amount of material, all of which we believe is essential for
engineering students to be exposed to. There remains however
a number of important topics, which are not directly addressed in
the course, and given its time constraints, we are still exploring
how best to incorporate them, if possible. Feedback from the
safety community on these issues would be particularly appre-
ciated. The broader themes are the following:
�

gra

‘‘W

Ind
Risk communication.

�
 Models of human errors, and human reliability.

�
 Post-event activities and elements of disaster management.

�
 Safety culture.

�
 Judgment in risk decisions, in particular the critical assessment

of cost–benefit analysis and the ALARP11 principle.

The last two themes have occasionally been covered in class,
through the discussion of the following articles (a more extensive
bibliography is provided to the students):
�
 [49] Sorensen JN. Safety culture: a survey of the state of the art.
Reliability Engineering and System Safety 2002;76(2):189–204.

�
 [48] Smyth AW et al. Probabilistic benefit–cost analysis for

earthquake mitigation: evaluating measures for apartment
houses in Turkey. Earthquake Spectra 2004;20(1):171–203.

�
 [32] Melchers RE. On the ALARP approach to risk management.

Reliability Engineering and System Safety 2001;71(2):201–8.
4.5. Course logistics and ancillary objectives

In addition to the weekly presentations and discussions, the
students turn in a short two-page critical summary of each
assigned article. The purpose of this weekly assignment is three-
fold: (1) it provides the students with repeated opportunities to
write technical notes and improve their skills at it12; (2) it
requires them to identify and synthesize key ideas in their
readings and it prepares them for the critical assessment of the
reading material during the class discussion; (3) it prepares them
for researching and writing their own term-paper for the course.

The term-paper is a major deliverable in the course, and it is
particularly important in a course with a broad scope such as
accident causation and system safety. The idea of the term-paper
is to provide a venue and an opportunity for students in this
course to identify a topic of their own choosing and interest, and
to research it and write about it. Two positive side-effects of this
assignment is that it invites students to interact more closely with
the instructor as they are researching the topic, almost on an
advisor–advisee relationship (more personalized instruction), and
it helps them build a proficiency in conducting literature searches
and writing with sources.13 Term-papers to-date have included
case studies of previous accidents, survey papers of particular
themes in accident causation and system safety, and for some of
the more analytically mature students, stochastic modeling and
analysis of particular events or topics.
duates.
13 The following document is shared and discussed in class: Harvey G.

riting with sources: a guide for students.’’ Hackett Publishing Company,

ianapolis IN/Cambridge MA, 1998.
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Other options for assignments are being considered for the
course, such as group term projects, and some form of interaction
with government regulatory agencies, and accident investigation
boards.

When devising a new course, it is important to reflect on the
material to be delivered, how to deliver it, and how to evaluate
the teaching effectiveness and impact. The course has not been
taught long enough to assess what is known in education research
as ‘‘far transfer’’ or its long-term impact [8]. A brief discussion of
the approach and challenges to this assessment of long-term
impact is provided in the appendix. But the short-term evaluation
of the teaching effectiveness is covered in anonymous surveys
students fill out at the end of the course. The students’ feedback to
date has been positive: the ‘‘overall class structure and organiza-
tion of the material’’ is rated very high, the ‘‘overall class
experience’’ is rated as high, and the ‘‘overall class difficulty’’ is
rated as moderate. The interactive format of the class is particu-
larly well liked, and the case studies are noted as particularly
engaging and ‘‘eye openers’’. Criticism of the course included the
following: not enough focus on probabilistic modeling and risk
analysis; some students wrote that more case studies were
needed, while others suggested that fewer case would do; some
students asked that fewer reading and writing assignments and a
couple of analytical homework in their stead. These comments are
carefully reviewed and some changes to the course are considered.
The course is still evolving. Some of the criticism however reflects
the diversity of interest and background of different students, and in
multidisciplinary courses such as this one, it may not be possible to
tailor the content to satisfy everyone.

One student wrote in the course evaluation, ‘‘I feel like there’s
just so much more to learn’’; we consider this realization a
worthy educational outcome of the course.
5. Conclusion

This article discussed why system safety competence should
be taught and nurtured in engineering students, and offered one
example of how it can done through a course on accident
causation and system safety. The article argued that system
accident literacy and safety competence should be part of the
intellectual toolkit of all engineering students.

We first defined the class of adverse events of interest as
‘‘system accidents’’, distinct from occupational accidents, and
having the following characteristics: (1) temporal depth of caus-

ality: the chain of causality, or chain influence, leading to the
accident extends beyond the temporal vicinity of the moment the
accident occurred, with build-up of accident pathogens occurring
over different time-scales before an initiating event triggers an
accident sequence; (2) diversity of agency: the safety value chain
or the groups and individuals who influence or contribute to the
accident occurrence/prevention extend far beyond the immediate
victims, who may or may not have contributed to the accident.

We then addressed the question of why the interest in this
class of events and their prevention, and we expanded on the
importance of safety literacy and the contributions that engineer-
ing students can make in the long-term towards accident
prevention. The role of engineering education in accident preven-
tion was discussed within the broad concepts of learning loops
and safety value chain. It is often said that the best technology
transfer mode comes ‘‘wearing shoes’’; by educating and engaging
engineering students in the multidisciplinary issues of accident
causation and system safety, educators can help infuse their
students, the future contributors, managers, and leaders of
technology-intensive or hazardous industries, with a proper
safety competence and accident awareness before they enter
the workforce, and in so doing, they will contribute, in the long-
term, one step towards accident prevention.

Finally, we offered one model for the structure and content of
an introductory course on accident causation and system safety.
The course starts with the anatomy of accidents and is grounded
in various case studies. These are particularly important as they
help illustrate the multidisciplinary nature of accident causation
and system safety, and they provide the students with the
important concepts to describe the phenomenology of accidents
(e.g., initiating events, accident precursor or lead indicator,
accident pathogen, and accident sequence). The course then
proceeds to an exposition of defense-in-depth and safety barriers,
which we believe are essential elements for a basic education in
accident causation and system safety. The discussion of defense-
in-depth and safety barriers addresses two complementary
themes in the course, namely technical safety principles and
organizational contributions to system safety and accidents. The
course ends with a presentation of basic concepts and tools in risk
analysis. We conclude the discussion of the course with a mention
of broader themes and possible missing ingredients in the course.
Other course models are possible, and educators will no doubt
recognize the difficulties in designing a new course subject to a
variety of constraints. We hope that our course structure and
content will invite comments and contributions from the readers,
and we hope that this journal will encourage the publications of
exchanges on this subject.
Appendix

Assessing the long-term impact of the course on students’
contributions to workplace safety would be broadly similar to
assessing a workplace safety intervention (see for example
Shannon et al. [45]). A safety intervention in the workplace is
defined as ‘‘any new program, practice, or initiative intended to
improve safety’’ such as a safety training program or a change in
safety policies or procedures [42]. In our case, the ‘‘intervention’’
is conducted prior to the target audience reaching the workplace,
and as such, its effectiveness and impact on attitudes, behavioral
changes, and outcomes would manifest themselves over longer
timescales than a typical workplace intervention.

Designing an experimental protocol for such assessment
would be challenging, not only because of the long timescales
involved, but also because of the many variables and confounding
factors that cannot be controlled for (in the classroom and
afterwards in the workplace), and the difficulty of having a
control group for such an assessment. Nevertheless, a qualitative
approach can be developed to follow students who took this
course into the workplace, and implement an interview protocol
to assess the effect of their safety education on workplace safety
issues.
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