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SECOND-ORDER CONTINUOUS-TIME NON-STATIONARY

GAUSSIAN AUTOREGRESSION

N. LIN AND S. V. LOTOTSKY

Abstract. The objective of the paper is to identify and investigate all possible
types of asymptotic behavior for the maximum likelihood estimators of the unknown
parameters in the second-order linear stochastic ordinary differential equation driven
by Gaussian white noise. The emphasis is on the non-ergodic case, when the roots of
the corresponding characteristic equation are not both in the left half-plane.

1. Introduction

Consider the stochastic ordinary differential equation

(1.1) Ẍ(t) = θ1Ẋ(t) + θ2X(t) + σẆ (t), t > 0,

with a standard Brownian motion W = W (t), non-random initial conditions X(0),

Ẋ(0), and two real parameters θ1, θ2. Equation (1.1) is often referred to as a continuous
time auto-regression of second order, or CAR(2), being a particular case of CAR(N)

(1.2) X(N) =
N−1∑

k=0

θN−kX
(k) + Ẇ ;

see [4]. A rigorous interpretation of equation (1.1) is the system

(1.3) dX = Ẋdt, dẊ = (θ2X + θ1Ẋ)dt+ σdW (t).

In the matrix-vector form, system (1.3) becomes a particular case of the multi-dimen-
sional Ornstein-Uhlenbeck process studied in [2]:

(1.4) dX(t) = ΘX(t)dt+ σdW (t),

with

X(t) =

(
X(t)

Ẋ(t)

)
, Θ =

(
0 1
θ2 θ1

)
, σ =

(
0
σ

)
.

The estimator studied in [2] is

(1.5) Θ̂T =

(∫ T

0

(
dX(t)X⊤(t)

))(∫ T

0

X(t)X⊤(t)dt

)−1

.

It is strongly consistent as T → ∞, and this implies strong consistency of the maximum
likelihood estimators for θ1 and θ2 in (1.1) for all (θ1, θ2) ∈ R

2; see [2] or Theorem 3.1
below.

When the process X defined by (1.4) is ergodic (equivalently, when all eigenvalues
of the matrix Θ are in the left half-plane), it is known [1, Theorem 4.6.2] that the
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estimator Θ̂T is asymptotically normal with rate T 1/2. Some non-ergodic models of the
type (1.4) have also been studied (see, for example, [16]). The key object in the analysis
of a maximum likelihood estimator (MLE) is the normalized log-likelihood ratio. A
desirable property of this normalized log-likelihood ratio is local asymptotic normality
(LAN), as it implies certain efficiency of the MLE; see [7, Chapter II]. While the LAN
property is typically associated with ergodic models, it can also hold in some non-
ergodic models [9]. Still, in many non-ergodic models, LAN is replaced with LAMN
(local asymptotic mixed normality), leading to a different kind of efficiency of the MLE;
see [12, Chapter 5].

So far, analysis of (1.4) in general and (1.1) in particular was aimed at identifying the
particular cases that fit in either LAN or LAMN framework. It turns out that many
of the non-ergodic regimes of (1.1) lead to new asymptotic forms of the normalized
log-likelihood ratio and to new types of asymptotic behavior of the MLE. In the cur-
rent paper, we present a complete asymptotic analysis of the MLE and the likelihood
ratio for all possible values of the unknown parameters (θ1, θ2) ∈ R

2. Beside purely
theoretical interest, this analysis can help in the investigation of the corresponding
discrete-time models (see [4] in the ergodic case).

The rest of the paper is organized as follows. Section 3 states the main results
and discusses the results in the broader context of statistical estimation. After some
preliminary work in Section 4, the proofs are in Section 5, followed by a brief summary
in Section 6.

We fix a stochastic basis (Ω,F , {Ft}t≥0,P) with a standard Brownian motion W =
W (t). Other common notations are E for the expectation with respect to P,

√
−1 for

the imaginary unit, ⊤ for the transpose of a vector or a matrix, ġ(t), g̈(t) for the first

and second time derivatives of the function g,
d
= for equality in distribution of random

variables,
L
= for equality in law of random processes, and 0a.s.(T ) to denote a process

converging to zero with probability one as T → ∞.

2. Summary of the main results

To write the likelihood ratio for equation (1.1), define the vectors

(2.1) θ =

(
θ2
θ1

)
, X(t) =

(
X(t)

Ẋ(t)

)
.

Then equation (1.1) becomes

(2.2) dẊ = θ⊤Xdt+ σdW (t).

Since X(t) = X(0) +
∫ t
0
Ẋ(s)ds, it follows from (2.2) that

(1) Ẋ = Ẋ(t) is a diffusion-type process in the sense of Liptser and Shiryaev ([15,
Definition 4.2.7]) and generates the measure P θ

T on the space of continuous
functions on [0, T ],
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(2) For every θ ∈ R
2, the measure P θ

T is absolutely continuous with respect to the
measure P 0

T generated by the process Ẋ(0) + σW (t), 0 ≤ t ≤ T , and

dP θ
T

dP 0

T

(Ẋ)

= exp

(
1

σ2

∫ T

0

(θ2X(t) + θ1Ẋ(t))dẊ(t)− 1

2σ2

∫ T

0

(θ2X(t) + θ1Ẋ(t))2dt

)
;

(2.3)

see [15, Theorem 7.6].

The expressions for the maximum likelihood estimators θ̂1,T of θ1 and θ̂2,T of θ2, using

continuous-time observations of both X(t), and Ẋ(t), 0 ≤ t ≤ T , now follow from
(2.3):

θ̂1,T =

∫ T
0
X2(t)dt

∫ T
0
Ẋ(t)dẊ(t)−

∫ T
0
X(t)Ẋ(t)dt

∫ T
0
X(t)dẊ(t)

∫ T
0
X2(t)dt

∫ T
0
Ẋ2(t)dt−

(∫ T
0
X(t)Ẋ(t)dt

)2 ,

θ̂2,T =

∫ T
0
Ẋ2(t)dt

∫ T
0
X(t)dẊ(t)−

∫ T
0
X(t)Ẋ(t)dt

∫ T
0
Ẋ(t)dẊ(t)

∫ T
0
X2(t)dt

∫ T
0
Ẋ2(t)dt−

(∫ T
0
X(t)Ẋ(t)dt

)2 .

(2.4)

Similar to (2.1) we write

(2.5) θ̂T =

(
θ̂2,T
θ̂1,T

)
.

The amount of integration in (2.4) can be reduced using rules of the usual and sto-
chastic calculus and keeping in mind that the processes X is continuously differentiable
and the process Ẋ is a continuous semi-martingale with quadratic variation equal to
σ2t:

∫ T

0

X(t)Ẋ(t)dt =

∫ T

0

X(t)dX(t) =
X2(T )−X2(0)

2
,

∫ T

0

Ẋ(t)dẊ(t) =
Ẋ2(T )− σ2T − Ẋ2(0)

2
,

∫ T

0

X(t)dẊ(t) = X(T )Ẋ(T )−X(0)Ẋ(0)−
∫ T

0

Ẋ2(t)dt.

(2.6)

With the continuous time observations, the value of σ can be assumed known because
the quadratic variation process of Ẋ at time t, an observable quantity, is σ2t. Note
also that σ does not appear in the formulas (2.4).

The measure P 0

T in (2.3) corresponds to the solution of (2.2) with θ1 = θ2 = 0.
Sometimes it is more convenient to work with the reference measure coming from some
other solution of (1.1), for example, the actual observations. Accordingly, let us fix
θ ∈ R

2 and the corresponding observation process X = X(t), 0 ≤ t ≤ T, satisfying
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(1.3). Then, for every ϑ ∈ R
2,

ln
dPϑ

T

dP θ
T

(Ẋ) =
1

σ2

∫ T

0

(
ϑ⊤X(t)− θ⊤X(t)

)
dẊ(t)

− 1

2σ2

∫ T

0

((
ϑ⊤X(t)

)2 −
(
θ⊤X(t)

)2)
dt;

(2.7)

see [15, Theorem 7.19]. With θ and X fixed, we write

LT (ϑ) = ln
dPϑ

T

dP θ
T

(Ẋ).

Define the matrix

(2.8) ΨT =

∫ T

0

X(t)X⊤(t)dt =



∫ T
0
X2(t)dt

∫ T
0
X(t)Ẋ(t)dt

∫ T
0
X(t)Ẋ(t)dt

∫ T
0
Ẋ2(t)dt


 ,

Then (2.2) and (2.7) imply

LT (ϑ) =
1

σ

∫ T

0

(
ϑ− θ

)⊤
X(t)dW (t)− 1

2σ2

∫ T

0

(
ϑ− θ

)⊤
X(t)X⊤(t)

(
ϑ− θ

)
dt

=
1

σ

∫ T

0

(
ϑ− θ

)⊤
X(t)dW (t)− 1

2σ2

(
ϑ− θ

)⊤
Ψ(T )

(
ϑ− θ

)
.(2.9)

We address the following questions about the estimators θ̂1(T ), θ̂2(T ):

(1) rate of convergence, that is, finding positive deterministic functions vi(T ),

i = 1, 2, such that, as T → ∞, vi(T ) ր +∞ and vi(T )
(
θ̂i,T − θi

)
converge

in distribution to non-degenerate random variables, and identifying the corre-
sponding limit distributions;

(2) existence of a normal limit with a random rate (NLRR), that is, finding

a random matrix R = RT such that, as T → ∞, RT (θ̂T − θ) converges in
distribution to a Gaussian random vector. The hope is that at least one of
the two things happens: (a) the random rate leads to a normal limit when a
deterministic rate does not; (b) neither the matrix RT nor the parameters of
the limit distribution depend explicitly on the θ1, θ2.

(3) local asymptotic structure of the normalized log-likelihood ratio, that is,
analyzing

(2.10) ℓT (u) = LT (θ + ATu),

as T → ∞, where θ is fixed, AT ∈ R
2×2 is a suitably chosen deterministic

matrix with limT→∞ |AT | = 0 (any matrix norm will work), and u ∈ R
2.

Let us recall some definitions related to the normalized log-likelihood ratio (2.10).
It follows from (2.9) that

(2.11) ℓT (u) =
1

σ

∫ T

0

(
u⊤ATX(t)

)
dW (t)− 1

2σ2
u⊤A⊤

TΨTATu.

With a suitable choice of the matrix AT , there exists a non-trivial limit in distribution

(2.12) ℓ∞(u) = lim
T→∞

ℓT (u).
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Three particular cases of ℓT satisfying (2.12) are of special interest:

• Local Asymptotic Normality (LAN), if there exists a bivariate normal vector
ξ with mean zero and non-degenerate covariance matrix Σξ such that, for every
u ∈ R

2,

(2.13) ℓ∞(u) =
1

σ
u⊤ξ − 1

2σ2
u⊤Σξu.

• Local Asymptotic Mixed Normality (LAMN) if there exist a bivariate nor-
mal vector η with zero mean and unit covariance matrix, and a random sym-
metric positive definite matrix B ∈ R

2×2 such that B and η are independent
and, for every u ∈ R

2,

(2.14) ℓ∞(u) =
1

σ
u⊤B1/2η − 1

2σ2
u⊤Bu.

If (2.14) holds with a degenerate matrix B, we refer to ℓT as DLAMN (degen-
erate locally asymptotically mixed normal).

• Local Asymptotic Brownian Functional structure (LABF) if

(2.15) ℓ∞(u) =
1

σ

∫ 1

0

u⊤G(t)dw(t)− 1

2σ2

∫ 1

0

u⊤G(t)G⊤(t)u dt,

where G ∈ R
2×2 is an adapted process, w ∈ R

2 is a standard Brownian motion,
and the pair (G,w) is a Gaussian process.

The definitions of LAN, LAMN, and LABF extend to more general likelihood ratios
and to any finite number of unknown parameters. For details see [7, Chapter II] (LAN),
[3, Chapter 1] (LAMN), and [10, Section 2] (unified approach to LAN, LAMN, and
LABF).

The LAN and LAMN properties of ℓT imply certain asymptotic efficiency of the
corresponding maximum likelihood estimator (MLE):

(1) If ℓT is LAN, then the corresponding MLE is asymptotically efficient in the
sense of achieving the lower bound in the Cramer-Rao inequality; for details
see [7, Theorem II.12.1].

(2) If ℓT is LAMN, then the corresponding MLE has the maximal concentration
property; for details, see [3, Theorem 2.2.1]. Note that the result requires
non-degeneracy of the matrix B and therefore does not immediately extend to
DLAMN.

In the LABF case, there are results about asymptotic efficiency of Bayessian estimators
[10, Section 3, Proposition 10] and sequential estimators [6, Theorem 2].

To put our results in perspective, let us recall the estimation problem of the drift θ
in the CAR(1) model, which is the one-dimensional OU process Y = Y (t) defined by

(2.16) dY (t) = θY (t)dt+ σdW (t).

Here is a summary of the results. For details, see [5, 11].

• The maximum likelihood estimator θ̂T of θ using the observations of Y (t), 0 ≤
t ≤ T is

(2.17) θ̂T =

∫ T
0
Y (t)dY (t)
∫ T
0
Y 2(t)dt

;



6 N. LIN AND S. V. LOTOTSKY

the estimator is strongly consistent as T → ∞: limT→∞ θ̂T = θ with probability
one for all θ ∈ R.

• If θ < 0 (asymptotically stable or ergodic case), then

(2.18) lim
T→∞

√
|θ|T (θ̂T − θ)

d
=

√
2 |θ| ξ,

where ξ is a standard normal random variable.
• If θ = 0 (neutrally stable case), then

(2.19) lim
T→∞

T (θ̂T − θ)
d
=

w2(1)− 1

2
∫ 1

0
w2(s)ds

,

where w = w(s), 0 ≤ s ≤ 1, is a standard Brownian motion.
• If θ > 0 (unstable or explosive case), then

(2.20) lim
T→∞

eθT (θ̂T − θ)
d
= 2θ

η

ξ + c
,

where ξ =
√
2θ
∫∞

0
e−θtdW (t) is a standard normal random variable, η is a

standard normal random variable independent of ξ, and c =
√
2θ Y (0)/σ. In

particular, if Y (0) = 0, then the limit has the Cauchy distribution and does
not depend on σ.

• If θ 6= 0, then NLRR holds:

(2.21) lim
T→∞

(∫ T

0

Y 2(t)dt

)1/2 (
θ̂T − θ

) d
= σ η,

where η is a standard normal random variable.
• The normalized log-likelihood ratio

ℓT (u) =
u

σ

∫ T
0
Y (t)dW (t)

(
E
∫ T
0
Y 2(t)dt

)1/2 − u2

2σ2

∫ T
0
Y 2(t)dt

E
∫ T
0
Y 2(t)dt

, u ∈ R.

is LAN if θ < 0, LABF if θ = 0, and LAMN if θ > 0.

Note that (a) the limit distributions in (2.18), (2.19), and (2.21) do not depend on the
initial condition; (b) equality (2.21) illustrates the attractive features of NLRR: the
rate

R(T ) =

(∫ T

0

Y 2(t)dt

)1/2

does not explicitly depend on θ and the limit distribution does not depend on θ or the
initial conditions.

Table 1 summarizes the results, where Fd(w) denotes a generic functional of the
standard d-dimensional Brownian motion and Ch denotes a Cauchy-type distribution
(ratio of two independent normal random variables).

Let us now turn to equation (1.1). Asymptotic behavior of estimators (2.4) depends
on the roots p, q of the characteristic equation

(2.22) r2 − θ1r − θ2 = 0.
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Table 1. Estimation in CAR(1)

Parameter Rate LD ℓT NLRR

θ < 0
√
T N LAN Yes

θ = 0 T F1(w) LABF No

θ > 0 eθT Ch LAMN Yes

There are nine cases to consider:

(1) The asymptotically stable (ergodic) case, when θ1 < 0 and θ2 < 0. All in
all, there are three possibilities for the roots: q < p < 0, q = p < 0, or
p = λ +

√
−1 ν, q = λ −

√
−1 ν, with λ < 0, but the asymptotic behavior of

the estimators is the same in all three cases.
(2) Six non-ergodic cases with real p, q: q < p = 0, q < 0 < p, p > q = 0, p > q > 0,

p = q > 0, or p = q = 0.
(3) The harmonic oscillator, when p =

√
−1 ν, q = −

√
−1 ν, ν > 0;

(4) Unstable oscillations, when p = λ+
√
−1 ν, q = λ−

√
−1 ν, and λ > 0, ν > 0.

Table 2 summarizes the results for CAR(2). The detailed statements are in Section
3. In Table 2, we use the same notations as in Table 1. In particular, Fd(w) denotes
a functional of the standard d-dimensional Brownian motion and Ch is a Cauchy-type
distribution.

Table 2. Estimation in CAR(2)

Case v1 v2 LD1 LD2 NLRR ℓT
θ1 < 0, θ2 < 0

√
T

√
T N N Yes LAN

q < 0 < p
√
T

√
T N N Yes DLAMN

0 < q < p eqT eqT Ch Ch Yes DLAMN

0 < q = p T−1eqT T−1eqT Ch Ch Yes DLAMN

q < p = 0
√
T T N F1(w) Yes (θ̂1,T ) LABF/LAN

q = 0 < p T T F1(w) F1(w) No DLAMN

q = p = 0 T T 2 F1(w) F1(w) No LABF

ℜ(p) = 0 T T F2(w) F2(w) No LABF

ℜ(p) = λ > 0 eλT eλT Many Many Yes LAMN family

There are obvious similarities between CAR(1) and CAR(2) in the ergodic case
and, perhaps less obvious, similarities in the neutrally stable case (θ = 0 in CAR(1)
compared to p =

√
−1ν in CAR(2)) and in the exponentially unstable cases (θ > 0 in

CAR(1) compared to real p, q > 0 in CAR(2)). In both CAR(1) and CAR(2), the rate√
T corresponds to normal distribution in the limit, exponential rate corresponds to

a Cauchy-type distribution, and any rate polynomial in T leads to some functional of
the standard Brownian motion. In the case of the positive double root (p = q > 0) the
rate is slightly slower than exponential, but the limit distribution is still of the Cauchy
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type. Also of interest are (a) several appearances of DLAMN instead of LAMN, (b) an
unusual combination of asymptotic normality of the estimators and DLAMN (rather
than LAN) of ℓT when q < 0 < p, (c) relative compactness rather than convergence
in distribution for both the estimators and the normalized log-likelihood ratio when
p = λ+

√
−1ν, λ > 0.

It is instructive to compare CAR(2) with p = λ +
√
−1ν, λ > 0, ν > 0, and the

example considered in [16, Section 4.1]:

(2.23)

(
dX1(t)
dX2(t)

)
=

(
λ −ν
ν λ

)(
X1(t)
X2(t)

)
dt +

(
dW1(t)
dW2(t)

)
.

While the eigenvalues of the matrix in (2.23) are also λ±
√
−1ν, the special structure

of the model ensures that the normalized local log-likelihood ratio is LAMN and the
MLEs of λ and ν, when normalized by

√
2 λeλT , converge to a joint limit (which, for

zero initial conditions, is the bivariate t2-distribution).

3. Asymptotic properties of the MLE and the normalized
log-likelihood ratio

Strong consistency of (2.4) is a consequence of a more general result by Basak and
Lee [2]. For the sake of completeness, here are the statement and the proof.

Theorem 3.1. With probability one, limT→∞ θ̂1,T = θ1 and limT→∞ θ̂2,T = θ2 for every
θ ∈ R

2.

Proof. With Θ̂T defined in (1.5), we find using (1.1) that

Θ̂T =

(
0 1

θ̂2,T θ̂1,T

)
.

The statement of the theorem now follows from [2, Theorem 2.1 and Remark 3.1]. �

Next, we present the theorem describing the limit distributions of θ̂1,T and θ̂2,T . The
proofs are in Section 5. To keep visual track of the formulas, it is convenient to think
of the process X in (1.1) as a dimensionless quantity and to measure t in the units [t] of
time. Table 3 summarizes the resulting dimensions of all the variables and parameters
in the problem.

Table 3. Dimensions in CAR(2)

Quantity t X(t) W (t) Ẋ(t), θ1, θ̂1,T , p, q σ Ẍ(t), θ2, θ̂2,T

Units [t] None [t]1/2 [t]−1 [t]−3/2 [t]−2

One caveat: the auxiliary Brownian motion w(s), 0 ≤ s ≤ 1, and its parameter s,
as well as all random variables appearing in the limit distributions, are dimensionless.
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Theorem 3.2 (Rate of convergence and limit distributions).
I. Ergodic case. Assume that θ1 < 0 and θ2 < 0, and let η1, η2 be iid standard
normal random variables. Then

(3.1) lim
T→∞

√
T |θ1|(θ̂1,T − θ1)

d
=

√
2|θ1| η1, lim

T→∞

√
T |θ1|(θ̂2,T − θ2)

d
=
√

2|θ2| |θ1| η2.

For the rest of the theorem, denote by p and q the roots of equation (2.22).
II. Non-ergodic case: distinct real roots. Let ξ, η be iid standard normal

random variables, and let w = w(s), 0 ≤ s ≤ 1, be a standard Brownian motion
independent of η.

(a) If p > 0 and q < 0, then

(3.2) lim
T→∞

√
|q|T (θ̂1,T − θ1)

d
= −1

p
lim
T→∞

√
|q|T (θ̂2,T − θ2)

d
=

√
2 |q| η,

(b) If p > q > 0, then

(3.3) lim
T→∞

eqT (θ̂1,T − θ1)
d
= −1

p
lim
T→∞

eqT (θ̂2,T − θ2)
d
=

2(p+ q)q

p− q

η

ξ + c
,

where c =
√
2q
(
Ẋ(0)− pX(0)

)
/σ.

(c) If p = 0 and q < 0, then θ1 = q, θ2 = 0, and

(3.4) lim
T→∞

√
|θ1|T

(
θ̂1,T − θ1

) d
=

√
2 |θ1| η, lim

T→∞
T θ̂2,T

d
= |θ1|

w2(1)− 1

2
∫ 1

0
w2(s)ds

.

(d) If p > 0 and q = 0. Then θ1 = p, θ2 = 0, and

(3.5) lim
T→∞

θ1T (θ̂1,T − θ1)
d
= − lim

T→∞
T θ̂2,T

d
= θ1

w2(1)− 1

2
∫ 1

0
w2(s)ds

.

III. Non-ergodic case: a double root.
(a) If p = q > 0, then θ1 = 2q, θ2 = q2, and

(3.6) lim
T→∞

eqT

qT
(θ̂1,T − θ1)

d
= −1

q
lim
T→∞

eqT

qT
(θ̂2,T − θ2)

d
= 4

√
2 q

η

ξ + c
,

where c =
√
2q
(
Ẋ(0)− pX(0)

)
/σ and ξ, η are iid standard normal random variables.

(b) If p = q = 0, then θ1 = 0, θ2 = 0, and

lim
T→∞

T θ̂1,T
d
=

2z3
(
w2(1)− 1

)
− 2z21

(
w(1)z1 − z2

)

4z2z3 − z41
,

lim
T→∞

T 2θ̂2,T
d
=

4z2
(
w(1)z1 − z2

)
− z21

(
w2(1)− 1

)

4z2z3 − z41
,

(3.7)

where w = w(s), 0 ≤ s ≤ 1, is a standard Brownian motion, and

z1 =

∫ 1

0

w(s)ds, z2 =

∫ 1

0

w2(s)ds, z3 =

∫ 1

0

(∫ t

0

w(s)ds

)2

dt.

IV. Non-ergodic case: complex roots.
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(a) If p =
√
−1ν, ν > 0, then θ1 = 0, θ2 = −ν2, and

lim
T→∞

T θ̂1,T
d
=

2− w2
1(1)− w2

2(1)∫ 1

0
w2

1(t)dt+
∫ 1

0
w2

2(t)dt
,

lim
T→∞

T (θ̂2,T − θ2)
d
= 2ν

∫ 1

0
w1(t)dw2(t)−

∫ 1

0
w2(t)dw1(t)∫ 1

0
w2

1(t)dt+
∫ 1

0
w2

2(t)dt
,

(3.8)

where w1, w2 are independent standard Brownian motions.

(b) If p = λ+
√
−1ν, λ > 0, ν > 0, then, for i = 1, 2, the families {eλT (θ̂i,T−θi), T >

0} are relatively compact, and all the limit distributions are the form

ξ̄cη̄c + ξ̄sη̄s
ξ̄2c + ξ̄2s

,

where (ξ̄c, ξ̄s) and (η̄c, η̄s) are independent bivariate normal vectors, Eη̄c = Eη̄s = 0,
and the mean values of ξ̄c and ξ̄s depend on the initial conditions X(0), Ẋ(0).

One general conclusion of Theorem 3.2 is that, if p > 0 and q < p, then it is the
value of the smaller root q that determines asymptotic behavior of the estimators. This
result comes as a surprise: the asymptotic behavior of both estimators is dictated by
the non-dominant mode, even though this mode is “invisible” with probability one.
Indeed, the solution of (1.1) is a Gaussian process

(3.9) X(t) = X(0)x1(t) + Ẋ(0)x2(t) + σ

∫ t

0

x2(t− s)dW (s),

where the functions x1(t), x2(t) form the fundamental system of solutions for the equa-
tion

(3.10) ẍ(t)− θ1ẋ(t)− θ2x(t) = 0.

In other words, x1(0) = 1, ẋ1(0) = 0, x2(0) = 0, ẋ2(0) = 1, and both x1 = x1(t) and
x2 = x2(t) satisfy (3.10). The roots of the characteristic equation (2.22) are

(3.11) p =
θ1 +

√
θ21 + 4θ2
2

, q =
θ1 −

√
θ21 + 4θ2
2

.

Then, with the usual modifications for complex, p, q,

(3.12) x1(t) =





qept − peqt

q − p
, if p > q,

(1− qt)eqt, if p = q;
x2(t) =





ept − eqt

p− q
, if p > q,

teqt, if p = q.

When the roots (3.11) are real and distinct, equation (3.10) has two Lyapunov expo-
nents, p and q, and it follows from (3.9) that if q < p, then

P

(
lim
t→∞

1

t
ln |X(t)| = q

)
= P

(
lim
t→∞

1

t
ln |Ẋ(t)| = q

)
= 0

for all initial conditions X(0), Ẋ(0). Thus, Theorem 3.2 shows that if the larger
Lyapunov exponent of (3.10) is positive, then the asymptotic behavior of the estimators
is determined by the smaller Lyapunov exponent.
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As another illustration of the effects of the exponentially unstable mode, note that
if θ2 = 0, then (1.1) becomes

(3.13) dẊ = θ1Ẋ + σẆ .

In other words, Ẋ is a CAR(1) process. If θ1 < 0, then asymptotic behavior of θ̂1,T
and θ̂2,T and similar to the CAR(1) situation in ergodic and neutrally stable cases,
respectively. If θ2 ≥ 0, then there is no clear similarity with CAR(1).

When p > 0, the normalized limits of θ̂1,T −θ1 and θ̂2,T −θ2 are negative multiples of
each other. Some correlation is also present when p = λ +

√
−1ν, λ ≥ 0, ν > 0. This

type of correlation in non-ergodic multi-parameter models has been observed before;
see, for example, [16, Section 4.1]. Still, as the case q < 0 = p shows, lack of ergodicity
does not necessarily imply correlation of the limits.

One can verify qualitative consistency of the results of Theorem 3.2 by considering
various limiting regimes for p and q. For example, passing to limit p ց q in (3.3)
suggests that the rate in the case of the positive double root should be slower than
exponential.

Next, we study the possibility of NLRR, that is, existence of a random matrix

R = R(T ) such that R(T )(θ̂T − θ) converges in distribution to a bivariate normal
vector.

Theorem 3.3 (Normal Limit with a Random Rate (NLRR)). Denote by p and q the
roots of equation (2.22). Normal limit with a random rate is possible in the following

six cases: ergodic; p > q > 0; p = q > 0; q < 0 < p; q < 0 = p (for θ̂1,T only);
p = λ+

√
−1ν, λ > 0, ν > 0.

Ergodic case. Assume that θ1 < 0, θ2 < 0, and let η1, η2 be iid standard normal
random variables. Then

lim
T→∞

(∫ T

0

Ẋ2(t)dt

)1/2

(θ̂1,T − θ1)
d
= σ η1,

lim
T→∞

(∫ T

0

X2(t)dt

)1/2

(θ̂2,T − θ2)
d
= σ η2.

(3.14)

For the rest of the theorem, denote by η a standard normal random variable.

District Positive Roots. Assume that p > q > 0 and define

(3.15) r(T ) =

(∫ T

0

(
Ẋ(t)− pX(t)

)2
dt

)1/2

.

Then

(3.16) lim
T→∞

r(T )(θ̂1,T − θ1)
d
= −1

p
lim
T→∞

r(T )(θ̂2,T − θ2)
d
=
p+ q

p− q
σ η.

Positive Double Root. Assume that p = q > 0 and define

r(T ) =
1

T 2

(∫ T

0

X2(t)dt

)1/2

.
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Then

(3.17) lim
T→∞

r(T )(θ̂1,T − θ1)
d
= −1

p
lim
T→∞

r(T )(θ̂2,T − θ2)
d
= 2

√
2pσ η.

Roots of opposite sign. Assume that q < 0 < p and let r(T ) be as in (3.15).
Then

(3.18) lim
T→∞

r(T )(θ̂1,T − θ1)
d
= −1

p
lim
T→∞

r(T )(θ̂2,T − θ2)
d
= σ η.

Zero root. Assume that q < 0, p = 0, and define

r(T ) = T−3/2

∫ T

0

X2(t)dt.

Then

(3.19) lim
T→∞

r(T )(θ̂1,T − θ1)
d
=

σ2

√
2|q|3/2

η.

Complex roots. Assume that p = λ+
√
−1ν, λ > 0, ν > 0 and define matrices

AT =

(
ν 0
λ −1

)
e−λT , B(x, y) =

1

x2 + y2

(
x y

−y x

)
.

Then there exists a bivariate normal vector (us, uc) such that the family

B(us, uc)ATΨT

(
θ̂T − θ

)
, T > 0,

is relatively compact, and all partial limits are bivariate normal random vectors inde-
pendent of (us, uc).

Theorem 3.3 suggests two negative conclusions: (a) Ψ
1/2
T is usually not the correct

random normalization (which is especially striking when p = λ+
√
−1ν); (b) existence

of NLRR in non-ergodic CAR(2) is not as helpful as in CAR(1), because the rates
and/or the limit distributions depend on the unknown parameters.

Finally, we describe the asymptotic structure of the normalized log-likelihood ratio
(2.11).

Theorem 3.4 (The structure of ℓT ). Denote by p and q the roots of equation (2.22),
by diag(x, y) the diagonal matrix with x and y on the main diagonal, and by bp the
column vector

bp =

(
1
p

)
.

If θ1 < 0, θ2 < 0 (ergodic case), and AT = diag(T−1/2, T−1/2), then ℓT is LAN.

If p > 0, q < p, and AT = e−pTbp b
⊤
p , then ℓT is degenerate LAMN and the matrix

B in (2.14) is

(3.20) B =
(1 + p2)2

2p
σ2ζ2 bp b

⊤
p ,

where ζ is a standard normal random variable.
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If q < 0 = p and AT = diag(T−1, T−1/2) then ℓT is mixed LABF/LAN:

ℓ∞(u) = u⊤ξ − 1

2
u⊤Bu,

where

ξ =

(
σ|q|−1

∫ 1

0
w(s)dw(s)

(2|q|)−1/2σ η

)
, B =

(
σ2|q|−2

∫ 1

0
w2(s)ds 0

0 σ2(2|q|)−1

)
,

η is a standard normal random variable, w is a standard Brownian motion, and η and
w are independent.

If p = q > 0 and AT = T−1e−pTbp b
⊤
p , then ℓT is degenerate LAMN and the matrix

B in (2.14) is given by (3.20).

If p = q = 0 and AT = diag(T−2, T−1), then ℓT is LABF and the matrix G(t) in
(2.15) is

G(t) =

(
σ
∫ t
0
w(s)ds 0
σw(t) 0

)
,

where w is a standard Brownian motions.

If p =
√
−1ν, ν > 0, and AT = diag(T−1, T−1), then ℓT is LABF and the matrix

G(t) in (2.15) is

G(t) =

(
σw1(t) σw2(t)

−σw2(t) σw1(t)

)
,

where w1 and w2 are independent standard Brownian motions.

If p = λ+
√
−1ν, λ, ν > 0, and

AT =

(
ν 0
λ −1

)
e−λT ,

then {ℓT , T > 0} is a relatively compact LAMN family having all partial limits of the
form (2.14).

One general conclusion of Theorem 3.4 is that, if p > 0 and q < p, then it is
the value of the larger root p that determines asymptotic behavior of the normalized
log-likelihood ratio, which is in sharp contrast with Theorem 3.2.
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4. Preparation for the proofs

To study asymptotic behavior of θ̂1,T and θ̂2,T , we need the expressions for the

residuals θ̂i,T − θi, i = 1, 2:

θ̂1,T − θ1=

(∫ T
0
X2(t)dt

)(∫ T
0
Ẋ(t)σdW (t)

)
−
(∫ T

0
X(t)Ẋ(t)dt

)(∫ T
0
X(t)σdW (t)

)

(∫ T
0
Ẋ2(t)dt

)(∫ T
0
X2(t)dt

)
−
(∫ T

0
X(t)Ẋ(t)dt

)2 ,

θ̂2,T − θ2=

(∫ T
0
Ẋ2(t)dt

)(∫ T
0
X(t)σdW (t)

)
−
(∫ T

0
X(t)Ẋ(t)dt

)(∫ T
0
Ẋ(t)σdW (t)

)

(∫ T
0
Ẋ2(t)dt

)(∫ T
0
X2(t)dt

)
−
(∫ T

0
X(t)Ẋ(t)dt

)2 .

(4.1)

These equalities follow directly from (2.4) and (1.1).
Equation (1.1) has a closed-form solution (3.9), meaning that (4.1) can be written in

terms of integrals of the type
∫ t
0
f(s)dW (s). Unfortunately, this direct approach quickly

leads to intractable expressions. Therefore, despite availability of explicit formulas,
a more sophisticated approach to the analysis of (4.1) is necessary. In the ergodic
case, the ergodic theorem provides all the necessary tools, and when θ1 = θ2 = 0, the
expressions are simplified using self-similarity of the standard Brownian motion. Other
cases benefit from the following construction.

Given two square-integrable on [0, T ] functions f, g, define

N(T ; f, g) =

(∫ T

0

f 2(t)dt

)(∫ T

0

g(t)σdW (t)

)
(4.2)

−
(∫ T

0

f(t)g(t)dt

)(∫ T

0

f(t)σdW (t)

)
,

D(T ; f, g) =

(∫ T

0

f 2(t)dt

)(∫ T

0

g2(t)dt

)
−
(∫ T

0

f(t)g(t)dt

)2

.(4.3)

Clearly, D(T ; f, g) = D(T ; g, f), but in general N(T ; f, g) 6= N(T ; g, f). Then formulas
(4.1) become

(4.4) θ̂1,T − θ1 =
N(T ;X, Ẋ)

D(T ;X, Ẋ)
, θ̂2,T − θ2 =

N(T ; Ẋ,X)

D(T ;X, Ẋ)
.

The general idea of the proof of Theorem 3.2 is to find the asymptotic behavior of
D(T ;X, Ẋ), N(T ;X, Ẋ), and N(T ; Ẋ,X), as T → ∞. To keep track of the results,

note that, according to Table 3, D(T ;X, Ẋ) is dimensionless, N(T ;X, Ẋ) is measured
in [t]−1, and N(T ; Ẋ,X) is measured in [t]−2.

For every real numbers α, β, γ, κ and every square-integrable functions f, g, we have
the following identities:

D(T ;αf + βg, γf + κg) = (ακ− βγ)2D(T ; f, g),(4.5)

N(T ;αf + βg, γf + κg) = (α2κ− αβγ)N(T ; f, g) + (β2γ − αβκ)N(T ; g, f).(4.6)

Recall that 0a.s.(t) denotes a continuous random process converging to zero with
probability one as t → ∞. We will often use the following result: if f(t) > 0 is a
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continuous process, F (T ) =
∫ T
0
f(s)ds, and limT→∞ F (T ) = ∞ with probability one,

then

(4.7)
1

F (T )

∫ T

0

f(t) 0a.s.(t)dt = 0a.s.(T ).

Indeed, (4.7) is immediate if the integral
∫∞

0
f(t) 0a.s.(t)dt converges; otherwise, (4.7)

follows after one application of L’Hospital’s rule.
Here are some other technical results to be used later. For r > 0, define Gaussian

random variables

(4.8) ξr =

∫ ∞

0

e−rsdW (s), ηr(T ) =

∫ T

0

e−r(T−s)dW (s).

We have Eηr(T ) = 0, Eη2r(T ) = (1− e−2rT )/(2r), and therefore

(4.9) lim
T→∞

ηr(T )
d
= ηr,

where the random variable ηr is normal with mean zero and variance 1/(2r). Since

(4.10) Eξqηr(T ) = e−rT
∫ T

0

e(r−q)sds→ 0, T → ∞,

it follows that ηr and ξq are independent for every q, r > 0.
A more sophisticated version of the above observations is the following result.

Proposition 4.1. Let M = (M1(t), . . . ,Md(t)), 0 ≤ t ≤ 1, be a d-dimensional con-
tinuous Gaussian martingale with M(0) = 0, and let MT = (MT,1(t), . . . ,MT,d(t)),
T ≥ 0, 0 ≤ t ≤ 1, be a family of continuous square-integrable d-dimensional martin-
gales such that MT (0) = 0 for all T and, for every t ∈ [0, 1] and i, j = 1, . . . , d,

lim
T→∞

〈MT,i,MT,j〉(t) = 〈Mi,Mj〉(t)

in probability. Then limT→∞MT
L
=M in the topology of continuous functions on [0, 1].

Proof. Modulo a non-essential (in this case) difference between a sequence and a family
indexed by the positive reals, this is a particular case of Theorem VIII.3.11 in [8]. �

For every r > 0, the process ηr(t), t ≥ 0, is ergodic (in fact, strictly mixing).
Therefore, the ergodic theorem implies

(4.11)
1

T

∫ T

0

ηr(t)dt = 0a.s.(T ),
1

T

∫ T

0

η2r(t)dt =
1

2r
+ 0a.s.(T ),

and, together with Proposition 4.1

lim
T→∞

1√
T

∫ T

0

ηr(t)dW (t)
d
= η⊥r ,

lim
T→∞

(∫ T

0

η2r (t)dt

)−1/2 ∫ T

0

ηr(t)dW (t)
d
=

√
2r η⊥r ,

(4.12)

where η⊥r is normal with mean zero and variance 1/(2r), and the random variables
(ξq, ηr, η

⊥
r ) are jointly independent for every q, r > 0.
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Asymptotic analysis of certain stochastic integrals can benefit from the law of iter-
ated logarithm. Recall that if f is locally square-integrable adapted process, M(t) =∫ t
0
f(s)dW (s) and 〈M〉(t) =

∫ t
0
f 2(s)ds ր +∞, t → ∞, with probability one, then

there exists a standard Brownian motion W̄ such that

M(t) = W̄
(
〈M〉(t)

)
.

The law of iterated logarithm for W̄ implies

(4.13) lim
T→∞

M(T )√
〈M〉(T ) (ln〈M〉(T ))ε

= 0a.s.(T )

for every ε > 0. For example, if ε > 0, then

(4.14) T−εηr(T ) = 0a.s.(T ).

To conclude the general discussion we establish an integration by parts formula. As
a motivation, recall that analysis of CAR(1) in the exponentially unstable case leads

to the function Vp(t) =
∫ t
0
ep(t−s)dW (s), p > 0, for which integration by parts shows

that

(4.15) e−pT
(∫ T

0

Vp(t)dW (t)− epT ξpηp(T )

)
= 0a.s.(T ).

Since exponentially unstable solutions of equation (3.10) are of the form eptf(t), where
the function f grows at most polynomially, we generalize (4.15) as follows.

Proposition 4.2. Given a deterministic (for simplicity) and locally square-integrable

function f , define Sf(t) =
∫ t
0
f(s)dW (s).

Let functions ϕ and ψ be such that

(4.16)

∫ +∞

0

ψ2(t)dt = +∞, epT |ϕ(T )|+ e−pT |ψ(T )| ≤ C(1 + T r), T ≥ 0,

for some p, C, r > 0. Then

(4.17) e−qT
(∫ T

0

Sϕ(t)dSψ(t)− Sϕ(T )Sψ(T )

)
= 0a.s.(T ) for all q > 0.

Proof. By the Itô formula,

(4.18) Sϕ(T )Sψ(T )−
∫ T

0

Sϕ(t)dSψ(t) =

∫ T

0

ϕ(t)ψ(t)dt+

∫ T

0

Sψ(t)dSϕ(t),

and it follows from (4.16) that

e−qT
∫ T

0

|ϕ(t)ψ(t)|dt ≤ C1e
−qT (1 + T r+1) → 0, T → ∞.

To estimate the second term on the right-hand side of (4.18), recall that, if M =M(t)
is a continuous square-integrable martingale, then, by the strong law of large numbers,
a finite limit

lim
T→∞

M(T )

1 + 〈M〉(T )
exists with probability one ([14, Corollary 2 to Theorem 2.6.10]). As a result, if F =
F (t) is a function such that F (T )〈M〉(T ) = 0a.s.(T ), then F (T )M(T ) = 0a.s.(T ).
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Next, consider

N(t) =

∫ t

0

Sψ(s)dSϕ(s) =

∫ t

0

Sψ(s)ϕ(s)dW (s) with 〈N〉(t) =
∫ t

0

S2
ψ(s)ϕ

2(s)ds.

We need to show that e−qT 〈N〉(T ) = 0a.s.(T ). By (4.16),

(4.19) 〈Sψ〉(t) =
∫ t

0

ψ2(s)ds ≤ C2e
2pt(1 + t2r),

and therefore

(4.20) lim
t→∞

e−qt〈Sψ〉(t)ϕ2(t) ≤ lim
t→∞

C3e
−qt(1 + t3r) = 0, q > 0.

By assumption, supt〈Sψ〉(t) = ∞. We then use (4.13) and (4.19) to conclude that

lim
T→∞

Q2(T )

〈Sψ〉(T ) T ε
= 0, ε > 0.

Therefore,

lim
T→∞

e−qTS2
ψ(T )ϕ

2(T ) = lim
T→∞

T εe−qT 〈Sψ〉(T )ϕ2(T )
Q2(T )

〈Sψ〉(T ) T ε
= 0,

which, by L’Hospital’s rule, implies limT→∞ e−pT 〈N〉(T ) = 0a.s.(T ).
This completes the proof of Proposition 4.2. �

We will use Proposition 4.2 with q = p to simplify various stochastic integrals. As
a quick illustration, let us verify (4.15). Take ϕ(t) = e−pt, ψ(t) = ept. Then, together
with (4.8), equality (4.17) implies

e−pT
∫ T

0

(∫ t

0

ep(t−s)dW (s)

)
dW (t) =

(∫ T

0

e−p(T−t)dW (t)

)(∫ T

0

e−ptdW (t)

)

+0a.s.(T ) = ηp(T ) ξp + 0a.s.(T ).

5. Proofs of Theorems 3.2–3.4

Proof of Theorem 3.2.
I. The ergodic case. See [1, Remark 2 after Theorem 4.6.2].

II. Non-ergodic case: Distinct real roots. If p 6= q, then (3.9) and (3.12)
imply

(5.1) X(t) = Vp(t)− Vq(t), Ẋ(t) = pVp(t)− qVq(t),

where

Vp(t) = eptUp(t), Up =
Ẋ(0)−X(0)q

p− q
+

σ

p− q

∫ t

0

e−psdW (s),

Vq(t) = eqtUq(t), Uq =
Ẋ(0)−X(0)p

p− q
+

σ

p− q

∫ t

0

e−qsdW (s).

(5.2)
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By (4.5) and (4.6)

D(T ;X, Ẋ) = (p− q)2D(T ;Vp, Vq),

N(T ;X, Ẋ) = (p− q)
(
N(T, Vp, Vq) +N(T ;Vq, Vp)

)
,

N(T ; Ẋ,X) = −(p− q)
(
pN(T, Vp, Vq) + qN(T ;Vq, Vp)

)
.

(5.3)

To complete the proof, it now remains to use the specific expressions for the functions
Vp and Vq, which we do next.

II(a). Roots of opposite sign: q < 0 < p. Using notations (4.8), define
Gaussian random variable ζp by

ζp =
Ẋ(0)−X(0)q

p− q
+

σ

p− q

∫ +∞

0

e−psdW (s) =
Ẋ(0)−X(0)q

p− q
+

σ

p− q
ξp

and note that

Vp(t) = ept
(
ζp + 0a.s.(t)

)
, Vq(t) =

σ

p− q
η|q|(t) +

Ẋ(0)−X(0)p

p− q
eqt.

Then
∫ T

0

V 2
p (t)dt =

(
ζ2p
2p

+ 0a.s.(T )

)
e2pT ,

∫ T

0

V 2
q (t)dt =

σ2T

2|q|(p− q)2
(
1 + 0a.s.(T )

)
,

∫ T

0

Vp(t)Vq(t)dt =

∫ T

0

ept
(
ζp + 0a.s.(t)

)
Vq(t)dt = epT

(
ζp η|q|(T ) + 0a.s.(T )

)
,

∫ T

0

Vp(t)dW (t) =
√
T epT 0a.s.(T ), lim

T→∞

1√
T

∫ T

0

Vq(t)dW (t)
d
=

σ

p− q
η⊥|q|.

Plugging the results into (5.3),

DT (T ;X, Ẋ) =
(
Te2pT

)( ζ2p
2p

σ2

2|q| + 0a.s.(T )

)
,

lim
T→∞

e−2pT

√
T
N(T ;Vp, Vq)

d
=

σ2

p− q

ζ2p
2p
η⊥|q|, lim

T→∞

e−2pT

√
T
N(T ;Vq, Vp)

d
= 0.

Then both equalities in (3.2) follow from (4.4).

II(b). Distinct positive roots: 0 < q < p. When p > q > 0, computations are
very similar to the case q < 0 < p. The difference comes from the fact that, for q > 0,
we have

Vq(t) = eqt

(
σ

p− q
ξq +

Ẋ(0)−X(0)p

p− q
+ 0a.s.(t)

)
.

Using Proposition 4.2 and notations

ζp =
Ẋ(0)−X(0)q

p− q
+

σ

p− q
ξp, ζq =

Ẋ(0)−X(0)p

p− q
+

σ

p− q
ξq,
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we find

D(T ;X, Ẋ) =
ζ2pζ

2
q (p− q)4

4pq(p+ q)2
e2(p+q)T ,(5.4)

lim
T→∞

e−(q+2p)TN(T ;Vp, Vq)
d
= σζ2pζq

(
ηq
2p

− ηp
p+ q

)
,

lim
T→∞

e−(q+2p)TN(T ;Vq, Vp)
d
= 0.

It remains to observe that
ηq
2p

− ηp
p+ q

is a Gaussian random variable, independent of (ζp, ζq), with mean zero and variance
(p− q)2/(8p2q(p+ q)2). Then both equalities in (3.3) follow from (4.4).

II(c). Larger root is zero: q < p = 0. By (5.1) with p = 0,

(5.5) X(t) = V0(t)− Vq(t), Ẋ(t) = −qVq(t),
and

V0(t) = U0(t) =
Ẋ(0)−X(0)q

|q| +
σ

|q|W (t), Vq =
Ẋ(0)

|q| eqt +
σ

|q|η|q|(t).

Using (4.11), (4.12), and (4.14), we find:
∫ T

0

V 2
q (t)dt =

σ2T

2|q|3 (1 + 0a.s.(T )) ,(5.6)

∫ T

0

V 2
0 (t)dt =

σ2T 2

q2

(
1

T 2

∫ T

0

W 2(t)dt + 0a.s.(T )

)
,(5.7)

∫ T

0

V0(t)Ẋ(t)dt = T 3/20a.s.(T ),(5.8)

lim
T→∞

1√
T

∫ T

0

Vq(t)dW (t)
d
=

σ

|q|η
⊥
|q|,(5.9)

∫ T

0

U0(t)dW (t) =
σT

|q|

(
W 2(T )− T

2T
+ 0a.s.(T )

)
.(5.10)

Self-similarity of the standard Brownian motion implies

(5.11)
W 2(T )− T

2T
d
=
w2(1)− 1

2
,

1

T 2

∫ T

0

W 2(t)dt
d
=

∫ 1

0

w2(s)ds.

Combining (5.6)–(5.11) with (5.3) yields

D(T ;X, Ẋ) =
σ4T 3

2|q|3
(

1

T 2

∫ T

0

W 2(t)dt+ 0a.s.(T )

)
,

lim
T→∞

T−5/2N(T ;X, Ẋ)
d
=
σ4

q2
η⊥|q|

∫ 1

0

w2(s)ds,

lim
T→∞

T−2N(T ; Ẋ,X)
d
=

σ4

4q2
(
w2(1)− 1

)
.

Then both equalities in (3.4) follow from (4.4).
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To show independence of η and w, take a standard Brownian motion w̃ = w̃(t),
t ∈ [0, 1], that is independent of w and apply Proposition 4.1 with

M(t) = (w(t), w̃(t)), MT (t) =

(
1√
T

∫ Tt

0

dW (s),

√
2|q|√
T

∫ Tt

0

η|q|(s)dW (s)

)
.

II(d). Smaller root is zero: q = 0 < p. We have

X(t) = Vp(t)− V0(t), Ẋ(t) = pVp(t),

V0(t) = U0(t) =
Ẋ(0)−X(0)p

p
+
σ

p
W (t), Vp(t) = ept

(
ζp + 0a.s.(t)

)
,

ζp =
Ẋ(0)

p
+
σ

p

∫ ∞

0

e−ptdW (t).

Then
∫ T

0

V 2
p (t)dt =

e2pT

2p

(
ζ2p + 0a.s.(T )

)
,

∫ T

0

V 2
0 (t)dt =

σ2T 2

p2

(
1

T 2

∫ T

0

W 2(t)dt+ 0a.s.(T )

)
,

∫ T

0

V0(t)Vp(t)dt = TepT0a.s.(T ),

∫ T

0

Vp(t)dW (t) = epT
(
ζp ηp(T ) + 0a.s.(T )

)
,

∫ T

0

U0(t)dW (t) =
σT

p

(
W 2(T )− T

2T
+ 0a.s.(T )

)
.

By (5.3),

D(T ;X, Ẋ) =
σ2T 2e2pT

2p

(
ζ2p

1

T 2

∫ T

0

W 2(t)dt+ 0a.s.(T )

)
,

N(T ;X, Ẋ) =
σ2

2p
Te2pT

(
ζ2p
W 2(T )− T

2T
+ 0a.s.(T )

)
,

N(T ; Ẋ,X) = −σ
2

2
Te2pT

(
ζ2p
W 2(T )− T

2T
+ 0a.s.(T )

)
,

and then both equalities in (3.5) follow from (4.4).

III(a). Positive double root: p = q > 0. With x1(t) = (1−qt)eqt, x2(t) = teqt,
(3.9) becomes

X(t) = X(0)(1− qt)eqt + Ẋ(0)teqt + σ

∫ t

0

(t− s)eq(t−s)dW (s), Ẋ(t) = qX(t) +Q(t),

where

Q(t) =

(
Ẋ(0)−X(0)q + σ

∫ t

0

e−qsdW (s)

)
eqt.

If we define

ζ = Ẋ(0)−X(0)q + σ

∫ +∞

0

e−qsdW (s),

then

X(t) = teqt
(
ζ + 0a.s.(t)

)
, Q(t) = eqt

(
ζ + 0a.s.(t)

)
.
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By (4.5),

(5.12) D(T ;X, Ẋ) = e4qT
(

ζ4

16q4
+ 0a.s.(T )

)
;

note that the same result follows after passing to the limit pց q in (5.4).
Next, define

ηq,1(t) =

∫ t

0

e−q(t−s)dW (s), ηq,2(t) =
1

t

∫ t

0

s e−q(t−s)dW (s),

and observe that

(5.13) lim
T→∞

T
(
ηq,1(T )− ηq,2(T )

) d
=

η

2q3/2
,

where η is a standard Gaussian random variable, independent of ζ .
Therefore,

∫ T

0

X2(t)dt = T 2e2qT
(
ζ2

2q
+ 0a.s.(T )

)
,

∫ T

0

Q2(t)dt = e2qT
(
ζ2

2q
+ 0a.s.(T )

)
,

∫ T

0

X(t)Q(t)dt = Te2qt
(
ζ2

2q
+ 0a.s.(T )

)
,

∫ T

0

Q(t)dW (t) = eqT
(
ζ ηq,1(T ) + 0a.s.(T )

)
,

∫ T

0

X(t)dW (t) = TeqT
(
ζ ηq,2(T ) + 0a.s.(T )

)
.

To continue,

N(T ;X,Q) =
σ

2q
T 2e3qT

(
ηq,1(T )− ηq,2(T )

)(
ζ3 + 0a.s.(T )

)
,

N(T ;Q,X) =
σ

2q
Te3qT

(
ηq,2(T )− ηq,1(T )

)(
ζ3 + 0a.s.(T )

)
.

It remains to observe that

N(T ;X, Ẋ) = N(T ;X,Q), N(T ; Ẋ,X) = −qN(T ;X,Q) +N(T ;Q,X).

Then both equalities in (3.6) follow from (4.4) and (5.13).

III(b). Zero double root: p = q = 0. In this case the result follows directly

from (4.1) using self-similarity of the standard Brownian motion: W (T ·) L
=

√
Tw(·).

Recall the notations

z1 =

∫ 1

0

w(s)ds, z2 =

∫ 1

0

w2(s)ds, z3 =

∫ 1

0

(∫ t

0

w(s)ds

)2

dt.

With θ1 = θ2 = 0, equation (1.1) becomes dẊ = σ dW , and therefore

Ẋ(t) = Ẋ(0) + σW (t), X(t) = X(0) + Ẋ(0)t+ σ

∫ t

0

W (s)ds.
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Then

D(T ;X, Ẋ)
d
=
σ4T 6

4

(
4z2z3 − z41 + 0a.s.(T )

)
,

N(T ;X, Ẋ)
d
=
σ4T 5

2

(
z3
(
w2(1)− 1

)
− z21

(
w(1)z1 − z2

)
+ 0a.s.(T )

)
,

N(T ; Ẋ,X)
d
=
σ4T 4

4

(
4z2
(
w(1)z1 − z2

)
− z21

(
w2(1)− 1

)
+ 0a.s.(T )

)
,

leading to (3.7). If X(0) = Ẋ(0) = 0, then equalities in (3.7) hold for every T > 0.

IV(a). Complex roots: p =
√
−1ν, ν > 0. This case is the subject of [13].

Below we outline the main steps.
By (3.9),

X(t) = X(0) cos(νt) +
Ẋ(0)

ν
sin(νt) +

σ

ν

∫ t

0

sin(ν(t− s))dW (s),

Ẋ(t) = −X(0)ν sin(νt) + Ẋ(0) cos(νt) + σ

∫ t

0

cos(ν(t− s))dW (s).

By Proposition 4.1, as T → ∞, the pair

(√
2√
T

∫ Tt

0

sin(νs) dW (s),

√
2√
T

∫ Tt

0

sin(νs) dW (s), t ∈ [0, 1]

)

converges in distribution to a two-dimensional standard Brownian motion (w1, w2).
Then

lim
T→∞

1

T 2

∫ T

0

X2(t)dt
d
=

σ2

2ν2

∫ 1

0

(w2
1(s) + w2

2(s))ds,

lim
T→∞

1

T 2

∫ T

0

Ẋ2(t)dt
d
=
σ2

2

∫ 1

0

(w2
1(s) + w2

2(s))ds,

lim
T→∞

1

T

∫ T

0

X(t)dW (t)
d
=

σ

2ν

∫ 1

0

(
w1(s)dw2(s)− w2(s)dw1(s)

)
,

lim
T→∞

1

T

∫ T

0

Ẋ(t)dW (t)
d
=
σ

2

∫ 1

0

(
w1(s)dw1(s) + w2(s)dw2(s)

)
.

Finally, (4.13) implies X2(T ) = T 20a.s.(T ). Then both equalities in (3.8) follow from
(4.1). For details, see [13, Sections 2–4].

IV(b). Complex roots: p = λ +
√
−1ν,λ > 0, ν > 0. The fundamental system

of solutions of (3.10) in this case is

x1(t) =
eλt

ν
(ν cos νt− λ sin νt) , x2(t) =

1

ν
eλt sin νt.
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Therefore,

X(t) =
eλt

ν

(
(Ẋ(0)−X(0)λ) sin νt +X(0)ν cos νt

)
(5.14)

+
σ

ν

∫ t

0

eλ(t−s) sin ν(t− s) dW (s),

Ẋ(t) = λX(t) + νY (t),(5.15)

Y (t) =
eλt

ν

(
(Ẋ(0)−X(0)λ) cos νt−X(0)ν sin νt

)
(5.16)

+
σ

ν

∫ t

0

eλ(t−s) cos ν(t− s)dW (s).

Define Gaussian random variables

uc =
Ẋ(0)−X(0)λ

ν
+
σ

ν

∫ +∞

0

e−λt cos νt dW (t),

us = −X(0) +
σ

ν

∫ +∞

0

e−λt sin νt dW (t)

(5.17)

and the functions

Vc(t) = eλt cos νt, Vs(t) = eλt sin νt.

Then

(5.18) X(t) = ucVs(t)− usVc(t) + eλt0a.s.(t), Y (t) = usVs(t) + ucVc(t) + eλt0a.s.(t).

By (4.5),

(5.19) D(T ;X, Ẋ) =
e4λT ν4

16λ2(λ2 + ν2)

(
(u2c + u2s)

2 + 0a.s.(T )
)
.

Next, define Gaussian random variables

(5.20) hc(T ) =

∫ T

0

eλ(t−T ) cos νt dW (t), hs(T ) =

∫ T

0

eλ(t−T ) sin νt dW (t).

For each T > 0, the vector (hc(T ), hs(T )) is bivariate normal with zero mean,

σ2
c (T ) = Eh2c(T ) =

1

4λ

(
1 +

λ√
λ2 + ν2

cos(2νT − φ)

)
+ o(1),(5.21)

σ2
s (T ) = Eh2s(T ) =

1

4λ

(
1− λ√

λ2 + ν2
cos(2νT − φ)

)
+ o(1),(5.22)

σcs(T ) = Ehc(T )hs(T ) =
1

4
√
λ2 + ν2

sin(2νT − φ) + o(1),(5.23)

where cosφ = λ/
√
λ2 + ν2, sin φ = ν/

√
λ2 + ν2, and o(1) denotes a non-random func-

tion ǫ = ǫ(T ) such that limT→∞ ǫ(T ) = 0. Thus, the family {hc(T ), hs(T ), T > 0} is
relatively compact, with limit points being bivariate Gaussian vectors (hc, hs). Com-
putations similar to (4.10) show that each vector (hc, hs) is independent of (uc, us).
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On the other hand,

N(T ;Vc, Vs) = σe3λT
(
σ2
c (T )hs(T )− σcshc(T )

)
,

N(T ;Vs, Vc) = σe3λT
(
σ2
s(T )hc(T )− σcshs(T )

)
.

(5.24)

To complete the proof, it remains to express N(T ;X, Ẋ) and N(T ; Ẋ,X) in terms of
N(T ;Vc, Vs) and N(T ;Vs, Vc) using (4.6) and Proposition 4.2.

This completes the proof of Theorem 3.2.

Proof of Theorem 3.3. The proof is straightforward analysis of the computations
in the proof of Theorem 3.2, with the goal to find suitable normalization leading to the
Gaussian limit. Let us illustrate this in the most interesting case, when p = λ+

√
−1ν

and the corresponding rate matrix RT is not diagonal. In this case, (5.14)–(5.18) and
(5.20), together with Proposition 4.2, imply

( ∫ T
0
X(s)dW (s)∫ T

0
Ẋ(s)dW (s)

)
= −e

λT

ν

(
−1 0
−λ ν

)(
us −uc
uc us

)(
hc(T ) + 0a.s.(T )
hs(T ) + 0a.s.(T )

)

= A−1
T

(
B(us, uc)

)−1
(

hc(T ) + 0a.s.(T )
hs(T ) + 0a.s.(T )

)
.

(5.25)

On the other hand, according to (4.1),
(
θ̂2,T − θ2
θ̂1,T − θ1

)
= Ψ−1

T

( ∫ T
0
X(s)dW (s)∫ T

0
Ẋ(s)dW (s)

)
.

That is,

B(us, uc)ATΨT

(
θ̂T − θ

)
=

(
hc(T ) + 0a.s.(T )
hs(T ) + 0a.s.(T )

)
.

This completes the proof of Theorem 3.3.

Proof of Theorem 3.4. The proof is straightforward analysis of the computations
in the proof of Theorem 3.2, this time with an emphasis on the asymptotic behavior

of the matrix ΨT and the vector
∫ T
0
X(t)dW (t). The analysis is easy in the ergodic

case and also when p = 0 or p =
√
−1ν. When p = λ+

√
−1ν, the proof is essentially

complete after (5.25).
Here are the results when p > 0. If q < p, then
∫ T

0

X(t)dW (t) = epT ζp
(
ηp(T ) + 0a.s.(T )

)
bp, ΨT =

ζ2p
2p
e2pT

(
bp b

⊤
p + 0a.s.(T )

)
.

If q = p, then
∫ T

0

X(t)dW (t) = TepT ζ
(
ηp,2(T ) + 0a.s.(T )

)
bp, ΨT =

ζ2

2p
T 2e2pT

(
bp b

⊤
p + 0a.s.(T )

)
.

Note also that (
bp b

⊤
p

)2
= (1 + p2)bp b

⊤
p .

This completes the proof of Theorem 3.4.
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6. Summary and Discussion

The maximum likelihood estimator (2.17) in CAR(1), that is, the one-dimensional
OU process (2.16), has three types of asymptotic regimes, depending on the sign of the
parameter θ. For CAR(2), that is, the second-order equation (1.1) with two unknown
parameters, while the MLE still has the same form and is strongly consistent for all
values of the parameters, the number of different asymptotic regimes is nine. This jump
in complexity underlines the challenges related to the analysis of the general estimation
problem, either for the N -th order linear equation (CAR(N)) or an N -by-N system.

If equation (2.22) has real roots and one of them is positive, then the following two
features seem to be common:

(1) The rate of convergence of the estimators is determined by the smaller root of
equation (2.22);

(2) The asymptotic behavior of the normalized log-likelihood ratio is determined
by the larger root of equation (2.22).

It is interesting that the problem is mich easier for homogeneous equations, that is,
multi-dimensional analogues of the geometric Brownian motion. In those models, esti-
mation of the drift matrix in any number of dimensions leads to the LAN situation as
long as the diffusion matrix is non-degenerate; see [9] for details.

The finite-difference equation arising from discretization of (1.1) presents other chal-
lenges. In particular, the noise sequence driving the equation is no longer independent;
see [13, Section 5] for details. While these difficulties can be resolved in the ergodic
case ([4]), the general case remains unsolved.

7. Acknowledgement

The work of both authors was partially supported by the NSF Grant DMS-0803378.

References
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