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#### Abstract

We establish two moderate deviation principles (MDP) in the bootstrap setting. We prove MDP for the joint distribution of the empirical measure and the empirical bootstrap measure (empirical measure obtaining by the bootstrap procedure). We derive MDP for the conditional distribution of the empirical bootstrap measure given the empirical probability measure.For most common statistical functionals (in particular differentiable and homogeneous functionals) we show that their asymptotics of moderate deviation probabilities in the cases of empirical measure and bootstrap empirical bootstrap measure coincides. However the moderate deviation zones are different.


## 1. Introduction.

Let

- $S$ be a Hausdorff topological space;
- $\mathscr{F}$ the $\sigma$-field of Borel sets in $S$;
- $\Lambda$ the space of all probability measures on $(S, \mathscr{F})$.

Let $X_{1}, \ldots, X_{n}$ be i.i.d. random variables, taking values in $S$ and $P(\in \Lambda)$ be unknown distribution of $X_{1}$.

Denote $\hat{P}_{n}$ the empirical measure (occupation measure) for $X_{1}, \ldots, X_{n}$, that is, for any $\mathscr{F}$-measurable set $A$,

$$
\hat{P}_{n}(A)=\frac{1}{n} \sum_{i=1}^{n} I\left(X_{i} \in A\right)
$$

In 1979, in a landmark paper Efron [12] proposed to analyze the distributions of statistics $V\left(X_{1}, \ldots, X_{n}\right)$ with the help of the bootstrap procedure. In the bootstrap procedure we consider the empirical measure $\hat{P}_{n}$ as an estimator of the probability measure (pm) $P$ and simulate the distribution of statistics $V\left(X_{1}, \ldots, X_{n}\right)$ on the base of pm $\hat{P}_{n}$. In other words, we simulate independent copies $\left(X_{1 i}^{*}, \ldots, X_{n i}^{*}\right)_{i \in[1, k]}$ of i.i.d random variables such that $X_{11}^{*}$ is distributed according to $\hat{P}_{n}$. After that the empirical distribution of $\left(V\left(X_{1 i}^{*}, \ldots, X_{n i}^{*}\right)\right)_{i \in[1, k]}$ is postulated as an estimate of the distribution of $V\left(X_{1}, \ldots, X_{n}\right)$.

It is of interest to estimate large and moderate deviation probabilities of $V\left(X_{1}, \ldots, X_{n}\right)$. Such problems emerge constantly in confidence estimation and hypothesis testing. The significant levels in the confidence estimation and the type I error probabilities in hypothesis testing are (usually) of small values and thus are compatible with LDP - MDP analysis. Hence it appears natural to compare $V\left(X_{1}, \ldots, X_{n}\right)$ and $V\left(X_{1}^{*}, \ldots, X_{n}^{*}\right)$ in terms of LDP - MDP approach.

In this paper we carry out such an MDP based comparison in the following setup.

[^0]We represent $V\left(X_{1}, \ldots, X_{n}\right)$ and $V\left(X_{1}^{*}, \ldots, X_{n}^{*}\right)$ as functionals of $\hat{P}_{n}$ and $\hat{P}_{n}^{*}$, where $P_{n}^{*}$ is the empirical probability measure of $X_{1}^{*}, \ldots, X_{n}^{*}$, i.e.

$$
\begin{aligned}
V\left(X_{1}, \ldots, X_{n}\right) & =T\left(\hat{P}_{n}\right), \\
V\left(X_{1}^{*}, \ldots, X_{n}^{*}\right) & =T\left(P_{n}^{*}\right)
\end{aligned}
$$

Thus we reduce the problem to an MDP study for $T\left(P_{n}^{*}\right)-T\left(\hat{P}_{n}\right)$ and $T\left(\hat{P}_{n}\right)-T(P)$.
The LDP - MDP analysis for empirical measures generated i.i.d. random objects is well known from Sanov [24], Groeneboom, Oosterhoff and Ruymgaart 17], Borovkov and Mogulskii [5, Dembo and Zeitouni 10, Eichelsbacher and Schmock [13], Arcones [2, de Acosta [8, Ermakov [15] (see also references therein). The results there are obtained under rather general assumptions.

Our goal is twofold.

1. We develop MDP technique from the above mentioned papers for

$$
\left(P_{n}^{*}-\hat{P}_{n}\right) \times\left(\hat{P}_{n}-P\right) .
$$

and implement the above result for the MDP comparison of

$$
T\left(\hat{P}_{n}\right)-T(P) \text { and } T\left(P_{n}^{*}\right)-T\left(\hat{P}_{n}\right)
$$

2. We establish the MDP for a conditional distribution of the empirical bootstrap measure $P_{n}^{*}$ given empirical probability measure $\hat{P}_{n}$.

We notice that the MDP for the joint
"empirical bootstrap + empirical probability"
measures is valid in a "smaller time zone" than the MDP for empirical measure only. On the other hand, the time zone for the above-mentioned conditional MDP is essentially larger with probability close to one. The first statement shows instability of a bootstrap procedure provided that the empirical measure belongs to the MDP zone. The second statement confirms the wellknown fact that the bootstrap statistics have more stable properties (see Hall [18], Wood [28], DasGupta [9).

The LDP for the empirical bootstrap measure has been studied in Chaganty [7] and Chaganty, Karandikar 6] using weak convergence. In contrast to that, for the MDP analysis we use $\tau_{\Phi}$-topology (see, Arcones [2]) enabling treatment of statistics having unbounded influence functions.

Due to involved structure of the rate function, the LDP result for $P_{n}^{*} \times \hat{P}_{n}$ is far from being "applicable" even for simple statistical cases (as exceptions, see special cases in Chaganty [7]). In contrast to that, the MDP provides readily derived asymptotics which are compatible with a majority of widespread statistics and thus the MDP effectively serves $T\left(\hat{P}_{n}\right)-T(P)$ and $T\left(P_{n}^{*}\right)-T\left(\hat{P}_{n}\right)$. In particular we show that the asymptotics of moderate deviation probabilities of $T\left(\hat{P}_{n}\right)-T(P)$ and $T\left(P_{n}^{*}\right)-T\left(\hat{P}_{n}\right)$ are calculated easily for the statistical functionals having the Hadamard derivatives.

The assumption of differentiability is the standard tool for the proof of asymptotic normality of statistics $T\left(\hat{P}_{n}\right)$ (see Serfling [25], van der Vaart and Wellner [27] ) and, in implicit form, were also used for the study of moderate deviation probabilities (see Aleskeviciene [1, Jureckova, Kallenberg and Veraverbeke 20; Inglot, Kallenberg and Ledwina 19, Arcones 3). The moderate deviations of statistics were studied in Ermakov [15 for the case of Freshet derivative and Gao and Zhao [16] for the case of Hadamard derivatives. In [16] the statistical functionals were considered as functionals of empirical distribution functions and the technique of large deviations of stochastic processes was implemented. We consider the statistical functionals as the functionals of empirical probability measures or empirical bootstrap measure.

The remainder of the paper is organized as follows. In section 2 we present MDP for empirical bootstrap measure, empirical measure and conditional MDP for empirical bootstrap measure given empirical measure. The moderate deviation probabilities of statistical functionals are studied in section 3. The proofs of MDP and conditional MDP are given in sections 4 and 5 respectively.

## 2. MDP for empirical and empirical bootstrap measures

2.1. Notations. Throughout the paper, the following notations are implemented:

- $Q_{2} \times Q_{1}$ the Cartesian product of probability measures $Q_{2}, Q_{1} \in \Lambda$;
- $\Lambda^{2}=\Lambda \times \Lambda$ denotes the set of all measures $Q_{2} \times Q_{1}$ with $Q_{2}, Q_{1} \in \Lambda$;
- $C, c$ are generic positive constants;
- $\chi(A)$ is the indicator of event $A$;
- $[t]$ is the integral part of real number $t$;
- $\int$ always denotes $\int_{S}$.
2.2. $\tau_{\Phi}$-topology. We begin with the definition.

Let us fix a decreasing sequence of positive numbers $\left(b_{n}\right)_{n \geq 1}$ with properties:

$$
\left.\begin{array}{l}
b_{n} \rightarrow 0  \tag{2.1}\\
n b_{n}^{2} \rightarrow \infty \\
\frac{b_{n}}{b_{n+1}} \rightarrow 1
\end{array}\right\} n \rightarrow \infty
$$

Denote $\Phi$ the set of measurable functions $f: S \rightarrow \mathbb{R}$ with the following property:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n b_{n}^{2}} \log \left(n P\left(|f(X)|>b_{n}^{-1}\right)\right)=-\infty \tag{2.2}
\end{equation*}
$$

Let

$$
\Lambda_{\Phi}=\left\{P \in \Lambda: \int|f(X)| d P<\infty, \quad \text { forall } f \in \Phi\right\}
$$

The coarsest topology in $\Lambda_{\Phi}$ providing the continuous mapping

$$
Q \Rightarrow \int f d Q, \text { for all } f \in \Phi, Q \in \Lambda_{\Phi}
$$

is known as the $\tau_{\Phi}$-topology (henceforth, all topological concepts refer to the $\tau_{\Phi^{-}}$ topology). Denote $\sigma_{\Phi}$ the smallest $\sigma$-field that makes all these mapping measurable.

For any set $\Omega \subset \Lambda_{\Phi}$ the notations: $\mathfrak{c l o}(\Omega)$ and $\mathfrak{i n t}(\Omega)$ are used for the closure and interior of $\Omega$ respectively.

The $\tau_{\Phi}$-topology in $\Lambda_{\Phi}^{2}$ is the corresponding product topology. For the set $\Phi_{0}(\subset$ $\Phi$ ) of all real bounded measurable functions, the $\tau_{\Phi}$-topology coincides with the $\tau$-topology (see GOR [17, Dembo and Zeitouni [10, Eichelsbacher and Schmock [13]). For $P, Q \in \Lambda$ and $P, Q \in \Lambda_{\Phi}$ we define the sets $\Lambda_{0}$ and $\Lambda_{0 \Phi}$ respectively of of all differences $P-Q$. The $\tau_{\Phi}$-topologies in $\Lambda_{0 \Phi}$ and $\Lambda_{0 \Phi}^{2}$ are defined in a standard way as well as $\mathfrak{c l o}\left(\bar{\Omega}_{0}\right)$ and $\mathfrak{i n t}\left(\bar{\Omega}_{0}\right)$ the closure and interior of $\bar{\Omega}_{0} \subset \Lambda_{0 \Phi}^{2}$.
2.3. Rate functions. For $G \in \Lambda_{0}$, let

$$
\rho_{0}^{2}(G \mid P)= \begin{cases}\frac{1}{2} \int\left(\frac{d G}{d P}\right)^{2} d P, & G \ll P \\ \infty, & \text { otherwise }\end{cases}
$$

be the rate function (in statistical terms, $2 \rho_{0}^{2}(G \mid P)$ is the Fisher information) which arises naturally in the MDP analysis of empirical measures $\hat{P}_{n}$ (see Borovkov and Mogulskii [5]; Gao and Zhao [16], Arcones [2] and Ermakov [15] ).

In the bootstrap setting, a rate function (we shall denote it by $\rho_{0 b}^{2}$ ) is constituted from two ones:

$$
\rho_{0 b}^{2}(\bar{G} \mid P)=\rho_{0}^{2}\left(G_{2} \mid P\right)+\rho_{0}^{2}\left(G_{1} \mid P\right)
$$

where $\bar{G}=G_{2} \times G_{1} \in \Lambda_{0 \Phi}^{2}$
2.4. MDP for empirical bootstrap measure. For any set $A \in \mathscr{F}$ and any signed measure $G \in \Lambda_{0}$ denote $|G|(A)=\sup \{G(B)-G(D): B \subseteq A, D \subseteq A\}$. The measure $|G|$ is the variation of signed measure $G$.

Let the signed measures $H, H_{n} \in \Lambda_{0 \Phi}$ satisfy the following assumptions.
A. We have $P_{n}=P+b_{n} H_{n} \in \Lambda_{\Phi}, P+b_{n} H \in \Lambda_{\Phi}$ and $H_{n} \rightarrow H$ as $n \rightarrow \infty$ in the $\tau_{\Phi}$-topology.

B1. For any $f \in \Phi$

$$
\limsup _{n \rightarrow \infty} \sup _{m}\left(n b_{n}^{2}\right)^{-1} \log \left(n b_{n} \int \chi\left(|f(x)|>b_{n}^{-1}\right) d\left|H_{m}\right|\right)=-\infty
$$

Define the signed measure $O \in \Lambda_{0 \Phi}$ such that $O(A)=0$ for all measurable sets $A \in \Im$. For each $G \in \Lambda_{0 \Phi}$ denote $\tilde{G}=O \times G$.

Theorem 2.1. Assume $A$ and B1. Let $\bar{\Omega}_{0} \subset \Lambda_{0 \Phi}^{2}$ be $\sigma_{\Phi}$ measurable set of $\Lambda_{0 \Phi}^{2}$. Then the Moderate Deviation Principle (MDP) holds

$$
\begin{equation*}
\liminf _{n \rightarrow \infty}\left(n b_{n}^{2}\right)^{-1} \log P_{n}\left(\left(P_{n}^{*}-\hat{P}_{n}\right) \times\left(\hat{P}_{n}-P_{0}\right) \in b_{n} \bar{\Omega}_{0}\right) \geq-\rho_{0 b}^{2}\left(\mathfrak{i n t}\left(\bar{\Omega}_{0}-\tilde{H}\right), P\right) \tag{2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left(n b_{n}^{2}\right)^{-1} \log P_{n}\left(\left(P_{n}^{*}-\hat{P}_{n}\right) \times\left(\hat{P}_{n}-P\right) \in b_{n} \bar{\Omega}_{0}\right) \leq-\rho_{0 b}^{2}\left(\mathfrak{c l}\left(\bar{\Omega}_{0}-\tilde{H}\right), P\right) \tag{2.4}
\end{equation*}
$$

Remark 2.1. In hypothesis testing, the type II error probabilities are often analyzed for the alternatives $P_{n}$ converging to the hypothesis $P$. Theorem 2.1 allows to study moderate deviation probabilities in this setup. The analysis of importance sampling efficiency is also based on MDP with a sequence pm's $P_{n}$ converging to pm $P$ (see Ermakov [15). Naturally, if we suppose that $H_{n}, H$ are absent, we get the usual form of MDP. Bolthausen [4] has proved the Donsker-Varadhan LDP [11] when the laws of random variables converge weakly and a uniform exponential integration condition is satisfied. Theorem 2.1] and further Theorems can be considered as versions of these results.

The modern form of LDP-MDP (see de Acosta [8], Gao and Zhao [16], Leonard and Najim 21) covers the case of unmeasurable sets $\bar{\Omega}_{0}$ and is given in terms of outer and inner probabilities. Let $(\Upsilon, \Im, P)$ be a probability space. The outer probability of an arbitrary subset $B \subset \Upsilon$ is

$$
(P)^{*}(B)=\inf \left\{P(A) ; B \subseteq A, A \in \sigma_{\Lambda_{0 \Theta_{h}}}\right\}
$$

and $(P)_{*}(B)=1-(P)^{*}\left(\Lambda_{0 \Theta_{h}} \backslash B\right)$ is the inner probability. All Theorems of the paper hold also for this setup. In Theorem 2.1] it suffices to replace pm's $P_{n}$ in (2.3) with $\left(P_{n}\right)_{*}$ and pm's $P_{n}$ in (2.4) with $\left(P_{n}\right)_{*}$.
The bootstrap procedures are often implemented with sample size $k \neq n$. In Theorem 2.2 given below the results are extended to this setting. Let $X_{1}^{*}, \ldots, X_{k}^{*}$ be i.i.d.r.v.'s having pm $\hat{P}_{n}$. Denote $P_{k}^{*}$ the empirical measure of $X_{1}^{*}, \ldots, X_{k}^{*}$. Suppose that $k=k(n), k / n \rightarrow \nu>0$ as $n \rightarrow \infty$.

For any $\bar{G}=G_{2} \times G_{1} \in \Lambda_{0}^{2}$ define the rate function

$$
\rho_{0 \nu}^{2}(\bar{G}: P)=\nu \rho_{0}^{2}\left(G_{2}: P\right)+\rho_{0}^{2}\left(G_{1}: P\right)
$$

For any $\bar{\Omega}_{0} \subset \Lambda_{0}^{2}$ denote $\rho_{0 \nu}\left(\bar{\Omega}_{0}: P\right)=\inf \left\{\rho_{0 \nu}(\bar{G}: P): \bar{G} \in \bar{\Omega}_{0}\right\}$.
Theorem 2.2. Assume A and B1. Then the Moderate Deviation Principle (MDP) holds

$$
\begin{equation*}
\liminf _{n \rightarrow \infty}\left(n b_{n}^{2}\right)^{-1} \log P_{n}\left(\left(P_{k}^{*}-\hat{P}_{n}\right) \times\left(\hat{P}_{n}-P_{0}\right) \in b_{n} \bar{\Omega}_{0}\right) \geq-\rho_{0 \nu}^{2}\left(\mathfrak{i n t}\left(\bar{\Omega}_{0}-\tilde{H}\right), P\right) \tag{2.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left(n b_{n}^{2}\right)^{-1} \log P_{n}\left(\left(P_{k}^{*}-\hat{P}_{n}\right) \times\left(\hat{P}_{n}-P\right) \in b_{n} \bar{\Omega}_{0}\right) \leq-\rho_{0 \nu}^{2}\left(\mathfrak{c l}\left(\bar{\Omega}_{0}-\tilde{H}\right), P\right) \tag{2.6}
\end{equation*}
$$

The proof of Theorem 2.2 is akin to that of Theorem 2.1] and is omitted. From now on, we assume $k=n$.
2.5. MDP for empirical measure. In section a version of Arcones 2] MDP for empirical processes is given in the setup for empirical pm. These results were established in Ermakov [15] and are given here for the comparison with the bootstrap setup.

The MDP for the empirical probability measures holds for wider zones of moderate deviations. Define the set $\Psi$ of measurable functions $f: S \rightarrow R^{1}$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(n d_{n}^{2}\right)^{-1} \log \left(n P\left(|f(X)|>n d_{n}\right)\right)=-\infty \tag{2.7}
\end{equation*}
$$

where $d_{n} \rightarrow 0, n d_{n}^{2} \rightarrow \infty, d_{n+1} / d_{n} \rightarrow 1$ as $n \rightarrow \infty$.
Assume the following.
B2. For any $f \in \Psi$

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(n d_{n}^{2}\right)^{-1} \sup _{m} \log \left(n d_{n} \int \chi\left(|f(x)|>n d_{n}\right) d\left|H_{m}\right|\right)=-\infty \tag{2.8}
\end{equation*}
$$

Using the reasoning of Lemma 2.5 in Eichelsbacher and Löwe [14], we get that B1 or B2 implies

$$
\begin{equation*}
\sup _{m} \int f^{2} d\left|H_{m}\right|<\infty \tag{2.9}
\end{equation*}
$$

and (2.2) or (2.7) implies

$$
\begin{equation*}
\int f^{2} d P<\infty \tag{2.10}
\end{equation*}
$$

In Lemma 2.5 in (2.10) has been proved, if $d_{n}$ is decreasing and $n^{1 / 2} d_{n}$ is increasing. Since $d_{n} / d_{n-1} \rightarrow 1$ as $n \rightarrow \infty$ we can choose a subsequence $d_{n_{k}}$ such that $n_{k}^{1 / 2} d_{n_{k}}$ is increasing and $d_{n_{k}} / d_{n_{k-1}} \rightarrow 1$ as $k \rightarrow \infty$. After that we can choose a subsequence $d_{n_{k_{i}}}$ such that $d_{n_{k_{i}}}$ is decreasing and $d_{n_{k_{i}}} / d_{n_{k_{i-1}}} \rightarrow 1$ as $i \rightarrow \infty$. Implementing to the subsequence $d_{n_{k_{i}}}$ the same reasoning as in the proof of Lemma 2.5 in [14] we get (2.10).

Theorem 2.3. Assume $A$ with $\Phi=\Psi$ and B2. Let $\Omega_{0}$ be $\sigma_{\Psi}$ measurable set of $\Lambda_{0 \Psi}$. Then the MDP holds

$$
\begin{equation*}
\liminf _{n \rightarrow \infty}\left(n d_{n}^{2}\right)^{-1} \log P_{n}\left(\hat{P}_{n} \in P+d_{n} \Omega_{0}\right) \geq-\rho_{0}^{2}\left(\mathfrak{i n t}\left(\Omega_{0}-H\right), P_{0}\right) \tag{2.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left(n d_{n}^{2}\right)^{-1} \log P_{n}\left(\hat{P}_{n} \in P+d_{n} \Omega_{0}\right) \leq-\rho_{0}^{2}\left(\mathfrak{c l}\left(\Omega_{0}-H\right), P_{0}\right) \tag{2.12}
\end{equation*}
$$

The Theorem 2.4 given below shows that the MDP for the empirical bootstrap measure can not be valid if (2.2) is replaced by (2.7).

Theorem 2.4. Let the random variable $Y=|f(X)|$ satisfy (2.2). Let the sequences $r_{n}$ and $e_{n}$ be such that $b_{n}^{-1}<r_{n}, b_{n}^{-1} e_{n} \rightarrow \infty, n e_{n} / r_{n} \rightarrow \infty$ as $n \rightarrow \infty$ and

$$
\begin{gather*}
\lim _{n \rightarrow \infty}\left(n e_{n}^{2}\right)^{-1} \log \left(n P\left(Y>r_{n}\right)\right)=0  \tag{2.13}\\
\lim _{n \rightarrow \infty}\left(r_{n} e_{n}\right)^{-1} \log \frac{n e_{n}}{r_{n}}=0 \tag{2.14}
\end{gather*}
$$

Let $Y_{1}, \ldots, Y_{n}$ be independent copies of $Y$ and let $Y_{1}^{*}, \ldots, Y_{n}^{*}$ be obtained from $Y_{1}, \ldots, Y_{n}$ using the bootstrap procedure. Then

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(n e_{n}^{2}\right)^{-1} \log P\left(\sum_{i=1}^{n} Y_{i}^{*}>n e_{n}\right)=0 \tag{2.15}
\end{equation*}
$$

The proof of Theorem 2.5 is given in Appendix.
Example. Let $P(Y>t)=\exp \left\{-t^{\gamma}\right\}, 0<\gamma<1$. Then $b_{n}=o\left(n^{-\frac{1}{2+\gamma}}\right)$. By straightforward calculations we get that (2.13), (2.14) hold for any sequence $r_{n}=$ $n^{\frac{1}{2+\gamma}} f_{n}, e_{n}=n^{-\frac{1}{2+\gamma}} f_{n}^{\frac{\gamma}{2}-\delta}$ where $(\log n)^{\frac{1}{1+\frac{\gamma}{2}-\delta}} \ll f_{n} \ll n^{\frac{\gamma}{(2+\gamma)(1+\delta)}}$ and $0<$ $\delta<\frac{\gamma}{2}$. Thus the moderate deviation zone in Theorem 2.1 can not be improved essentially for such an asymptotic of $P(Y>t)$.
2.6. MDP for conditional bootstrap measure. Theorem 2.5 given below shows that the MDP holds almost sure (a.s.) for the conditional distribution of the empirical bootstrap measure given the empirical probability measure. We call this version of MDP the conditional MDP. In this model we allow the sample size $k=k_{n}$ of bootstrap procedures to have values different from $n$.

Almost sure version of conditional LDP for the bootstraped sample mean has been established Li, Rosalski and Al-Mutairi [22]. Chaganty and Karandikar [6] have proved conditional LDP for empirical bootstrap measure in the case of weak topology.

For a sequence of arbitrary random variables $Z_{n}: S \rightarrow R^{1}\left(Z_{n}\right.$ may not be Borel measurable) we say that $\liminf _{n \rightarrow \infty} Z_{n} \geq c$ inner almost surely (a.s* if there exist a sequence $\Delta_{n}$ of measurable random variables $\Delta_{n} \leq Z_{n}$ such that $P\left(\liminf _{n \rightarrow \infty} \Delta_{n} \geq c\right)=1$.

We say that $\lim \sup _{n \rightarrow \infty} Z_{n} \leq C$ outer almost surely (a.s*.) if $\lim _{\inf }^{n \rightarrow \infty}$ - $Z_{n} \geq$ $-c a . s_{*}$.

We say that $\lim \sup _{n \rightarrow \infty} Z_{n}=-\infty$ outer almost surely (a.s*.) if $\lim _{\inf }^{n \rightarrow \infty}{ }_{n \rightarrow}-Z_{n} \geq$ $-c a . s_{*}$ for any $C>0$.

Let $X_{1}^{*}, \ldots, X_{k_{n}}^{*}$ be i.i.d.r.v.'s having pm $\hat{P}_{n}$. Denote $P_{k_{n}}^{*}$ the empirical probability measure of $X_{1}^{*}, \ldots, X_{k_{n}}^{*}$. Suppose that $\frac{k_{n}}{n}<c<\infty$ and $k_{n} \rightarrow \infty$ as $n \rightarrow \infty$.

For each $t>2$ define the set $\Theta=\Theta_{t}$ of real functions $f: S \rightarrow R^{1}$ such that $E\left[|f(X)|^{t}\right]<\infty$.

For decreasing function $h: R_{+}^{1} \rightarrow R_{+}^{1}$ and $t \geq 2$ define the set $\Theta=\Theta_{2, h}$ of real functions $f$ such that

$$
\begin{equation*}
P\left(|f(X)|>s^{-1}\right)<h(s), \quad s>0 \tag{2.16}
\end{equation*}
$$

and

$$
\begin{equation*}
E\left[f^{2}(X)\right]<\infty \tag{2.17}
\end{equation*}
$$

All results are given bellow in terms of $\tau_{\Theta}$-topology.
Theorem 2.5. Let a sequence $a_{n}>0, a_{n} \rightarrow 0, a_{n+1} / a_{n} \rightarrow 1, k_{n} a_{n}^{2} \rightarrow \infty$ as $n \rightarrow \infty$ be given. Let

$$
\begin{equation*}
\sum_{n=1}^{\infty} h\left(c a_{n}\right)<\infty \tag{2.18}
\end{equation*}
$$

for any $c>0$.
Let $\Omega_{0} \subset \Lambda_{0 \Theta_{2, h}}$. Then there hold

$$
\begin{equation*}
\liminf _{n \rightarrow \infty}\left(k_{n} a_{n}^{2}\right)^{-1} \ln \left(\hat{P}_{n}\right)_{*}\left(P_{k_{n}}^{*} \in \hat{P}_{n}+a_{n} \Omega_{0}\right) \geq-\rho_{0}^{2}\left(\mathfrak{i n t}\left(\Omega_{0}\right), P\right) \quad \text { a. } s_{*} . \tag{2.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left(k_{n} a_{n}^{2}\right)^{-1} \ln \left(\hat{P}_{n}\right)^{*}\left(P_{k_{n}}^{*} \in \hat{P}_{n}+a_{n} \Omega_{0}\right) \leq-\rho_{0}^{2}\left(\mathfrak{c l}\left(\Omega_{0}\right), P\right) \quad \text { a.s* } \tag{2.20}
\end{equation*}
$$

where the closure and the interior of the set $\Omega_{0}$ in (2.19) and (2.20) are considered with respect to $\tau_{\Theta_{2, h}}$-topology. The outer probability measure $\left(\hat{P}_{n}\right)^{*}$ and the inner probability measure $\left(\hat{P}_{n}\right)_{*}$ are considered with respect to $\sigma_{\Theta_{2, h}}$-algebra.

Let $\Omega_{0} \subset \Lambda_{0 \Theta_{t}}, t>2$ and let $a_{n}=o\left(n^{-1 / t}\right)$. Then (2.19) and (2.20) are valid with the closure and the interior of the set $\Omega_{0}$ with respect to $\tau_{\Theta_{t}}$-topology. The outer probability measure $\left(\hat{P}_{n}\right)^{*}$ and the inner probability measure $\left(\hat{P}_{n}\right)_{*}$ are considered with respect to $\sigma_{\Theta_{t}-\text { algebra. }}$

Example. Let $E\left[\exp \left\{c\left|f\left(X_{1}\right)\right|^{\gamma}\right\}\right]<\infty$ with $\gamma>0$ for all $f \in \Theta$. Then we have the following asymptotics

$$
b_{n}=o\left(n^{-\frac{1}{1+\gamma}}\right), \quad d_{n}=o\left(n^{-\frac{1-\gamma}{2-\gamma}}\right)
$$

and

$$
a_{n}=o\left(|\log n|^{-\gamma}\right) .
$$

Thus the conditional MDP for empirical bootstrap measure holds for the wider zone than the usual MDP for the empirical measure.

Theorem 2.6 given below gives rates of convergence in the conditional MDP.
Theorem 2.6. Let a sequence $a_{n}>0, a_{n} \rightarrow 0, a_{n+1} / a_{n} \rightarrow 1, k_{n} a_{n}^{2} \rightarrow \infty$ as $n \rightarrow \infty$ be given. Let function $h: R_{+}^{1} \rightarrow R_{+}^{1}$ be such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} n h\left(\frac{a_{n}}{c}\right)=0 \tag{2.21}
\end{equation*}
$$

for any $c>0$.
Let $\Omega_{0} \subset \Lambda_{0 \Theta_{t, h}}, t>2$. Then for any $\epsilon>0$ and $n>n_{0}\left(\epsilon,\left\{k_{i}\right\}_{i=1}^{\infty}, \Omega_{0}\right)$ there hold

$$
\begin{equation*}
\left(k_{n} a_{n}^{2}\right)^{-1} \log \left(\hat{P}_{n}\right)_{*}\left(P_{k_{n}}^{*} \in \hat{P}_{n}+a_{n} \Omega_{0}\right) \geq-\rho_{0}^{2}\left(\mathfrak{i n t}_{\Theta_{t, h}}\left(\Omega_{0}\right), P\right)-\epsilon \tag{2.22}
\end{equation*}
$$

and, if $\rho_{0}^{2}\left(\mathfrak{c l}_{\Theta_{t, h}}\left(\Omega_{0}\right), P\right)<\infty$ additionally,

$$
\begin{equation*}
\left(k_{n} a_{n}^{2}\right)^{-1} \log \left(\hat{P}_{n}\right)^{*}\left(P_{k_{n}}^{*} \in \hat{P}_{n}+a_{n} \Omega_{0}\right) \leq-\rho_{0}^{2}\left(\mathfrak{c l}\left(\Omega_{0}\right), P\right)+\epsilon \tag{2.23}
\end{equation*}
$$

on the sets of events having the inner probabilities more than $\kappa_{n}=\kappa_{n}\left(\epsilon, \Omega_{0}\right)=$ $1-C\left(\epsilon, \Omega_{0}\right)\left[\beta_{1 n}+\beta_{2 n}\right]$ where $\beta_{1 n}=n h\left(\frac{a_{n}}{\epsilon C_{1}\left(\epsilon, \Omega_{0}\right)}\right)$ and $\beta_{2 n}=C_{2}\left(\epsilon, \Omega_{0}\right) n^{1-t}$.

If $\rho_{0}^{2}\left(\mathfrak{c l}\left(\Omega_{0}\right), P\right)=\infty$, for any $L>0$

$$
\begin{equation*}
\left(k_{n} a_{n}^{2}\right)^{-1} \log \left(\hat{P}_{n}\right)^{*}\left(P_{k_{n}}^{*} \in \hat{P}_{n}+a_{n} \Omega_{0}\right) \leq-L \tag{2.24}
\end{equation*}
$$

on the sets of events having the inner probabilities more than $\kappa_{1 n}=\kappa_{1 n}\left(L, \Omega_{0}\right)=$ $1-C\left(L, \Omega_{0}\right)\left[\beta_{1 n}+\beta_{2 n}\right]$ where $\beta_{1 n}=n h\left(\frac{a_{n}}{C_{1}\left(L, \Omega_{0}\right)}\right)$ and $\beta_{2 n}=C_{2}\left(L, \Omega_{0}\right) n^{1-t}$.

Remark 2.2. The method of the proof of Theorem 2.6 is the following. Let $f \in$ $\Theta_{t, h}$. Denote $Y_{i}=\left|f\left(X_{i}\right)\right|, 1 \leq i \leq n$ and let $Y^{(1)} \leq Y^{(2)} \leq \ldots \leq Y^{(n)}$ be the order statistics of $Y_{1}, \ldots, Y_{n}$. Using $P\left(\max _{1 \leq i \leq n} f\left(X_{i}\right) \mid \leq C_{1}\left(\Omega_{0}\right) \epsilon a_{n}^{-1}\right) \geq 1-n h\left(\frac{a_{n}}{C_{1}\left(\Omega_{0}\right) \epsilon}\right)$ we, with probability $1-\beta_{1 n}$, prove conditional if $\left|f\left(X_{i}\right)\right|<C_{1}\left(\Omega_{0}\right) \epsilon a_{n}^{-1}, 1 \leq i \leq n$ holds. The rate function in the conditional MDP is defined by $\frac{1}{n} \sum_{s=1}^{n} f^{2}\left(X_{s}\right)$. Thus we need to estimate the rate of convergence of $\frac{1}{n} \sum_{s=1}^{n} f^{2}\left(X_{s}\right)$ to $E f^{2}(X)$. These estimates causes the second term $\beta_{2 n}$ in $\kappa_{n}$.

## 3. Moderate deviation probabilities of statistical functionals

In section we compare the asymptotics of moderate deviation probabilities of statistics $T\left(\hat{P}_{n}\right)-T\left(P_{n}\right)$ and $T\left(P_{n}^{*}\right)-T\left(\hat{P}_{n}\right)$. We suppose that the functional $T: \Lambda \rightarrow R^{1}$ has the Hadamard derivative or homogeneous.
3.1. Functionals having the Hadamard derivatives. For all $r>0$ define the set $\Gamma_{0 r}=\left\{G: \rho_{0}^{2}(G: P)<r, G \in \Lambda_{0}\right\}$.

Let $Y$ be a metric linear topological space with metric $\rho$. We say that the functional $T: \Lambda_{0 \Sigma} \rightarrow Y$ has the Hadamard derivative $T^{\prime}: \Lambda_{0 \Sigma} \rightarrow Y$ if the following assumption $C_{\Sigma}$ holds with $\Sigma=\Psi, \Sigma=\Phi$ or $\Sigma=\Theta$.
$C_{\Sigma}$. For any $r>0$ for each $G \in \Gamma_{0 r}$ and any sequence $G_{k} \in \Gamma_{0 r}$ converging to $G$ in $\tau_{\Sigma}$-topology there holds

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \rho\left(u_{k}^{-1}\left(T\left(P_{0}+u_{k} G_{k}\right)-T\left(P_{0}\right)\right)-T^{\prime}(G), 0\right)=0 \tag{3.1}
\end{equation*}
$$

for all sequences $u_{k} \rightarrow 0$ as $k \rightarrow \infty$ and $u_{k} \neq 0,1 \leq k<\infty$.
Theorem 3.1. Assume $A, B 2, C_{\Psi}$. Let the functional $T(P)$ be continuous in $\tau_{\Psi}$ topology. Then, for any set $\Omega \subset Y$, there holds

$$
\begin{align*}
& \liminf _{n \rightarrow \infty}\left(n b_{n}^{2}\right)^{-1} \ln P_{n}\left(T\left(\hat{P}_{n}\right)-T\left(P_{n}\right) \in b_{n} \Omega\right)  \tag{3.2}\\
& \geq-\inf \left\{\rho_{0}^{2}\left(G: P_{0}\right): T^{\prime}(G) \in \operatorname{int}(\Omega), G \in \Lambda_{0}\right\}
\end{align*}
$$

and

$$
\begin{align*}
& \limsup _{n \rightarrow \infty}\left(n b_{n}^{2}\right)^{-1} \ln P_{n}\left(T\left(\hat{P}_{n}\right)-T\left(P_{n}\right) \in b_{n} \Omega\right) \\
& \leq-\inf \left\{\rho_{0}^{2}\left(G: P_{0}\right): T^{\prime}(G) \in \mathfrak{c l}(\Omega), G \in \Lambda_{0}\right\} \tag{3.3}
\end{align*}
$$

If $T^{\prime}(G)$ is continuous in $\tau_{\Psi}$-topology, then, for any $\delta>0$

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left(n b_{n}^{2}\right)^{-1} \ln \left(P_{n}\right)^{*}\left(\rho\left(b_{n}^{1}\left(T\left(\hat{P}_{n}\right)-T\left(P_{n}\right)-T^{\prime}\left(\hat{P}_{n}-P_{0}\right)\right), 0\right) \geq \delta\right)=-\infty \tag{3.4}
\end{equation*}
$$

The Hadamard differentiability of statistical functionals in the Kolmogorov metric (supnorm of difference of distribution functions) are the standard tool for the proofs of asymptotic normality (see van der Vaart and Wellner [27] Ch 3.9 and references therein). Gao and Zhao [16] extended this approach on the moderate deviation zone. The Kolmogorov metrics is continuous w.r.t. $\tau_{\Psi}$-topology (see Groeneboom, Oosterhoff and Ruymgaart [17] Lemma 2.1 and Ermakov [15] Lemma 4.1). If $S=[a, b] \subseteq R^{1}$, by contraction principle (see Theorem 4.2.1 in Dembo and Zeitouni [10) this implies that MDP holds for the set of empirical distribution functions lying in the Banach space of all right continuous with left-hand limits functions $z:[a, b] \rightarrow R^{1}$ equipped with the uniform norm. T Thus Theorem 3.1 in [16] can be replaced with Theorem 3.1] of this paper for the study of moderate deviations of estimators. At the same time Theorems 3.2 and 3.3 allow to get the results for the bootstrap setup as well.

Theorem 3.2. Assume $A, B 1, C_{\Phi}$. Let the functional $T(P)$ be continuous in $\tau_{\Phi}-$ topology. Then, for any set $\bar{\Omega} \subset Y \times Y$, there holds

$$
\begin{align*}
& \liminf _{n \rightarrow \infty}\left(n d_{n}^{2}\right)^{-1} \ln P_{n}\left(\left(T\left(P_{n}^{*}\right)-T\left(\hat{P}_{n}\right), T\left(\hat{P}_{n}\right)-T\left(P_{n}\right) \in b_{n} \bar{\Omega}\right)\right.  \tag{3.5}\\
& \geq-\inf \left\{\rho_{0 b}^{2}\left(\bar{G}: P_{0}\right):\left(T^{\prime}\left(G_{2}\right), T^{\prime}\left(G_{1}\right)\right) \in \mathfrak{i n t}(\bar{\Omega}), G_{2} \times G_{1} \in \Lambda_{0}^{2}\right\}
\end{align*}
$$

and

$$
\begin{align*}
& \limsup _{n \rightarrow \infty}\left(n d_{n}^{2}\right)^{-1} \ln P_{n}\left(\left(T\left(P_{n}^{*}\right)-T\left(\hat{P}_{n}\right), T\left(\hat{P}_{n}\right)-T\left(P_{n}\right) \in b_{n} \bar{\Omega}\right)\right.  \tag{3.6}\\
& \leq-\inf \left\{\rho_{0 b}^{2}\left(\bar{G}: P_{0}\right):\left(T^{\prime}\left(G_{2}\right), T^{\prime}\left(G_{1}\right)\right) \in \mathfrak{c l}(\bar{\Omega}), G_{2} \times G_{1} \in \Lambda_{0}^{2}\right\}
\end{align*}
$$

If $T^{\prime}(G)$ is continuous in $\tau_{\Phi}$-topology, then, for any $\delta>0$

$$
\begin{align*}
& \limsup _{n \rightarrow \infty}\left(n d_{n}^{2}\right)^{-1} \ln \left(P_{n}\right)^{*}\left(\rho \left(d_{n}^{-1}\left(T\left(P_{n}^{*}\right)-T\left(\hat{P}_{n}\right)-T^{\prime}\left(P_{n}^{*}-\hat{P}_{n}\right), 0\right)>\delta,\right.\right.  \tag{3.7}\\
& \left.\rho\left(b_{n}^{1}\left(T\left(\hat{P}_{n}\right)-T\left(P_{n}\right)-T^{\prime}\left(\hat{P}_{n}-P_{0}\right)\right), 0\right) \geq \delta\right)=-\infty
\end{align*}
$$

Theorem 3.3. Let a sequence $a_{n}>0, a_{n} \rightarrow 0, a_{n+1} / a_{n} \rightarrow 1, k_{n} a_{n}^{2} \rightarrow \infty$ as $n \rightarrow \infty$ be given. Let a decreasing function $h: R_{+}^{1} \rightarrow R_{+}^{1}$ satisfy (2.18). Let the functional $T(P)$ be continuous in $\tau_{\Theta_{2, h}}$-topology and let $C_{\Theta_{2, h}}$ be valid.

Then, for any set $\Omega \subset Y$, there holds

$$
\begin{align*}
& \liminf _{n \rightarrow \infty}\left(k_{n} a_{n}^{2}\right)^{-1} \ln \left(\hat{P}_{n}\right)_{*}\left(T\left(P_{k_{n}}^{*}\right)-T\left(\hat{P}_{n}\right) \in b_{n} \Omega\right)  \tag{3.8}\\
& \geq-\inf \left\{\rho_{0}^{2}\left(G: P_{0}\right): T^{\prime}(G) \in \mathfrak{i n t}(\Omega), G \in \Lambda_{0}\right\} \quad \text { a. } s_{*} .
\end{align*}
$$

and

$$
\begin{align*}
& \limsup _{n \rightarrow \infty}\left(k_{n} a_{n}^{2}\right)^{-1} \ln \left(\hat{P}_{n}\right)^{*}\left(T\left(P_{k_{n}}^{*}\right)-T\left(\hat{P}_{n}\right) \in b_{n} \Omega\right)  \tag{3.9}\\
& \leq-\inf \left\{\rho_{0}^{2}\left(G: P_{0}\right): T^{\prime}(G) \in \mathfrak{c l}(\Omega), G \in \Lambda_{0}\right\} \quad a \cdot s^{*}
\end{align*}
$$

If $T^{\prime}(G)$ is continuous in $\tau_{\Theta_{2 h}}$-topology, then, for any $\delta>0$,
$\limsup _{n \rightarrow \infty}\left(k_{n} a_{n}^{2}\right)^{-1} \ln \left(\hat{P}_{n}\right)^{*}\left(\rho\left(b_{n}^{-1}\left(T\left(P_{n}^{*}\right)-T\left(\hat{P}_{n}\right)-T^{\prime}\left(P_{n}^{*}-\hat{P}_{n}\right), 0\right)>\delta\right)=-\infty\right.$ a.s*.
Let the functional $T(P)$ be continuous in $\tau_{\Theta_{t}}$-topology, $t>2$ and let $C_{\Theta_{t}}$ be valid. Let $\Omega \subset Y$ and let $a_{n}=o\left(n^{-1 / t}\right)$. Then (3.8), and (3.9) hold. If $T^{\prime}(G)$ is continuous in $\tau_{\Theta_{t}}$-topology, then (3.10) is valid as well.

Theorem 3.4. Let a sequence $a_{n}>0, a_{n} \rightarrow 0, a_{n+1} / a_{n} \rightarrow 1, k_{n} a_{n}^{2} \rightarrow \infty$ as $n \rightarrow \infty$ be given. Let a decreasing function $h: R_{+}^{1} \rightarrow R_{+}^{1}$ satisfy (2.21). Let the functional $T(P)$ be continuous in $\tau_{\Theta_{t, h}}$-topology and let $C_{\Theta_{t, h}}$ be valid with $t>2$.

Let $\Omega \subset Y$. Then, for any $\epsilon>0$ and $n>n_{0}\left(\epsilon,\left\{k_{i}\right\}_{i=1}^{\infty}, \Omega, T\right)$, there hold

$$
\begin{align*}
& \liminf _{n \rightarrow \infty}\left(k_{n} a_{n}^{2}\right)^{-1} \ln \left(\hat{P}_{n}\right)_{*}\left(T\left(P_{k_{n}}^{*}\right)-T\left(\hat{P}_{n}\right) \in b_{n} \Omega\right)  \tag{3.11}\\
& \geq-\inf \left\{\rho_{0}^{2}\left(G: P_{0}\right): T^{\prime}(G) \in \operatorname{int}(\Omega), G \in \Lambda\right\}-\epsilon
\end{align*}
$$

and, if $\inf \left\{\rho_{0}^{2}\left(G: P_{0}\right): T^{\prime}(G) \in \mathfrak{c l}(\Omega), G \in \Lambda_{0}\right\}<\infty$ additionally,

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left(k_{n} a_{n}^{2}\right)-\inf \left\{\rho_{0}^{2}\left(G: P_{0}\right): T^{\prime}(G) \in \mathfrak{c l}(\Omega), G \in \Lambda_{0}\right\}+\epsilon \tag{3.12}
\end{equation*}
$$

on the sets of events having the inner probabilities more than $\kappa_{n}=\kappa_{n}(\epsilon, \Omega, T)=$ $1-C(\epsilon, \Omega)\left[\beta_{1 n}+\beta_{2 n}\right]$ where $\beta_{1 n}=n h\left(\frac{a_{n}}{\epsilon C_{1}(\epsilon, \Omega, T)}\right)$ and $\beta_{2 n}=C_{2}(\epsilon, \Omega, T) n^{1-t}$.

If $T^{\prime}(G)$ is continuous in $\tau_{\Theta}$-topology, then, for any $\delta>0$ and any $L>0$ there exists $n_{0}=n_{0}\left(L, \delta,\left\{k_{i}\right\}_{i=1}^{\infty}, T\right)$ such that for all $n>n_{0}$

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left(k_{n} a_{n}^{2}\right)^{-1} \ln \left(\hat{P}_{n}\right)^{*}\left(\rho\left(b_{n}^{-1}\left(T\left(P_{n}^{*}\right)-T\left(\hat{P}_{n}\right)-T^{\prime}\left(P_{n}^{*}-\hat{P}_{n}\right), 0\right)>\delta\right)<-L\right. \tag{3.13}
\end{equation*}
$$

on the sets of events having the inner probabilities more than $\bar{\kappa}_{n}=\bar{\kappa}_{n}(L, \delta)=$ $1-C(L, \delta)\left[\bar{\beta}_{1 n}+\bar{\beta}_{2 n}\right]$ where $\bar{\beta}_{1 n}=n h\left(\frac{a_{n}}{C_{1}(L, \delta, T)}\right)$ and $\bar{\beta}_{2 n}=C_{2}(L, \delta, T) n^{1-t}$.

For the proof of Theorem 3.1 it suffices to implement the contraction principle of Theorem 4.2.23 in [10 to the sequence of functions $f_{k}(G)=b_{k}^{-1}\left(T\left(P_{n}+b_{k} G\right)-\right.$ $T\left(P_{n}\right)$ ). In Theorem 4.2.23 in [10] it is assumed that

$$
\begin{equation*}
\limsup _{k \rightarrow \infty} \sup _{G \in \Gamma_{0 r}} \rho\left(f_{k}(G), T^{\prime}(G)\right)=0 \tag{3.14}
\end{equation*}
$$

Since $\Gamma_{r}$ is compact and sequentially compact set in the $\tau_{\Psi}$-topology (see EIchelsbacher and Schmock 13 Lemma 2.1) then (3.14) follows from (3.1).

The proof of (3.4) is akin to the proof of similar statement (3.4) of Theorem 3.1 in Gao and Zhao [16] and Theorem 3.9.4 in van der Vaart and Wellner [27. We consider the mapping $\phi_{k}: \Lambda_{0 \Theta} \rightarrow Y \times Y$ with $\phi_{k}(G)=\left(f_{k}(G), T^{\prime}(G)\right)$ for all $G \in \Lambda_{0 \Theta}$. By (3.2), (3.3), we get that $\phi_{n}\left(\hat{P}_{n}-P_{0}\right)$ satisfies MDP with the rate function

$$
\bar{\rho}^{2}\left(y_{1}, y_{2}\right)=\inf \left\{\rho_{0}^{2}\left(G: P_{0}\right): T^{\prime}(G)=y_{1}=y_{2}\right\} \quad\left(y_{1}, y_{2}\right) \in Y \times Y
$$

Hence, by the classical contraction principle (see Theorem 4.2.1 in Dembo and Zeitouni (10), we get (3.4).

The reasoning in the proofs of Theorems 3.2, 3.3 and 3.4 are similar.
3.2. Examples. In what follows, $Y=R^{1}$ and we shall suppose that the assumptions of Theorems 3.1 and 3.2 are satisfied in the case of moderate deviations of empirical measure and bootstrap measure respectively. In this case $C_{\Sigma}$ can be rewritten in the following form.
$C 1_{\Sigma}$ There exists $h: S \rightarrow R^{1}, E\left[h\left(X_{1}\right)\right]=0$ such that, for any $r>0$ for each $G \in \Gamma_{0 r}$ and any sequence $G_{k} \in \Gamma_{0 r}$ converging to $G$ in $\tau_{\Sigma \text {-topology there holds }}$

$$
\begin{equation*}
\lim _{k \rightarrow \infty} u_{k}^{-1}\left(T\left(P_{0}+u_{k} G_{k}\right)-T\left(P_{0}\right)\right)-\int h d G=0 \tag{3.15}
\end{equation*}
$$

for all sequences $u_{k} \rightarrow 0$ as $k \rightarrow 0$ and $u_{k} \neq 0,1 \leq k<\infty$.
By Theorem 3.2, we get

$$
\begin{align*}
& \lim _{n \rightarrow \infty}\left(n b_{n}^{2}\right)^{-1} \log P_{n}\left(T\left(P_{n}^{*}\right)-T\left(\hat{P}_{n}\right)>b_{n}\right) \\
& =\lim _{n \rightarrow \infty}\left(n b_{n}^{2}\right)^{-1} \log P_{n}\left(\int h d\left(P_{n}^{*}-\hat{P}_{n}\right)>b_{n}\right) \\
& =-\frac{1}{2} \inf \left\{\int\left(g_{2}^{2}+g_{1}^{2}\right) d P: \int g_{2} h d P>1, g_{1}, g_{2} \in L_{2}(P)\right\}  \tag{3.16}\\
& =-\frac{1}{2}\left(\int h^{2} d P\right)^{-1}
\end{align*}
$$

and, by Theorem 3.1,

$$
\begin{align*}
& \lim _{n \rightarrow \infty}\left(n d_{n}^{2}\right)^{-1} \log P_{n}\left(T\left(\hat{P}_{n}\right)-T\left(P_{n}\right)>d_{n}\right) \\
& =\lim _{n \rightarrow \infty}\left(n b_{n}^{2}\right)^{-1} \log P_{n}\left(\int h d\left(\hat{P}_{n}-P_{n}\right)>d_{n}\right)  \tag{3.17}\\
& =-\frac{1}{2} \inf \left\{\int g^{2} d P: \int g h d P>1, g \in L_{2}(P)\right\}=-\frac{1}{2}\left(\int h^{2} d P\right)^{-1} .
\end{align*}
$$

By Theorem 3.3] we get

$$
\begin{align*}
& \liminf _{n \rightarrow \infty}\left(k_{n} a_{n}^{2}\right)^{-1} \log \left(\hat{P}_{n}\right)_{*}\left(T\left(P_{k_{n}}^{*}\right)-T\left(\hat{P}_{n}\right)>a_{n}\right) \\
& =\limsup _{n \rightarrow \infty}\left(k_{n} a_{n}^{2}\right)^{-1} \log \left(\hat{P}_{n}\right)^{*}\left(T\left(P_{k_{n}}^{*}\right)-T\left(\hat{P}_{n}\right)>a_{n}\right)=-\frac{1}{2}\left(\int h^{2} d P\right)^{-1} \text { a.s. } \tag{3.18}
\end{align*}
$$

Thus, the asymptotics of moderate deviations probabilities of $T\left(P_{n}^{*}\right)-T\left(\hat{P}_{n}\right)$ and $T\left(\hat{P}_{n}\right)-T\left(P_{n}\right)$ coincide. At the same time

$$
\begin{align*}
& \lim _{n \rightarrow \infty}\left(n b_{n}^{2}\right)^{-1} \log P_{n}\left(T\left(P_{n}^{*}\right)-T\left(P_{n}\right)>b_{n}\right) \\
& =\lim _{n \rightarrow \infty}\left(n b_{n}^{2}\right)^{-1} \log P_{n}\left(\int h d\left(P_{n}^{*}-P_{n}\right)>b_{n}\right) \\
& =\frac{1}{2} \inf \left\{\int\left(g_{2}^{2}+g_{1}^{2}\right) d P: \int\left(g_{2}-g_{1}\right) h d P>1, g_{1}, g_{2} \in L_{2}(P)\right\}  \tag{3.19}\\
= & -\frac{1}{4}\left(\int h^{2} d P\right)^{-1} .
\end{align*}
$$

3.3. Homogeneous functionals. Let $N: \Lambda_{0 \Phi} \rightarrow R^{1}$ be a seminorm continuous in the $\tau_{\Phi}$-topology. Define the set $\Omega_{0}=\left\{G: N(G)>1, G \in \Lambda_{0 \Phi}\right\}$ and let the signed measure $H \in \mathfrak{c l}\left(\Omega_{0}\right)$ be such that $\rho_{0}^{2}(H: P)=\frac{1}{2} \int h^{2} d P=\rho_{0}^{2}\left(\Omega_{0}: P\right)$ with $h=\frac{d H}{d P}$. Then we have

$$
\begin{align*}
& \quad \lim _{n \rightarrow \infty}\left(n d_{n}^{2}\right)^{-1} \log P\left(N\left(\hat{P}_{n}-P\right)>d_{n}\right)=-\rho_{0}^{2}\left(\Omega_{0}: P\right)=-\frac{1}{2} \int h^{2} d P  \tag{3.20}\\
& \lim _{n \rightarrow \infty}\left(n b_{n}^{2}\right)^{-1} \log P\left(N\left(P_{n}^{*}-\hat{P}_{n}\right)>b_{n}\right)= \\
& - \\
& -\frac{1}{2} \inf \left\{\int\left(g_{2}^{2}+g_{1}^{2}\right) d P: N\left(G_{2}\right) \geq 1 ; g_{1}=\frac{d G_{1}}{d P}, g_{2}=\frac{d G_{2}}{d P} ; G_{2}, G_{1} \in \Lambda_{0 \Phi}\right\}=  \tag{3.21}\\
& - \\
& -\rho_{0}^{2}\left(\Omega_{0}: P\right)=-\frac{1}{2} \int h^{2} d P .
\end{align*}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(n b_{n}^{2}\right)^{-1} \log P\left(N\left(P_{n}^{*}-P\right)>b_{n}\right)=-\frac{1}{2} \rho_{0}^{2}\left(\Omega_{0}: P\right)=-\frac{1}{4} \int h^{2} d P \tag{3.22}
\end{equation*}
$$

In particular, the statements (3.20) and (3.22) are valid for the functionals

$$
\begin{equation*}
N(Q-P)=N_{1}(Q-P, P)=\max \left\{\left|F(x)-F_{0}(x)\right| q\left(F_{0}(x)\right): x \in S\right\} \tag{3.23}
\end{equation*}
$$

and

$$
\begin{equation*}
N(Q-P)=N_{2}(Q-P, P)=\left(\int_{S}\left(F(x)-F_{0}(x)\right)^{2} q\left(F_{0}(x)\right) d F_{0}(x)\right)^{1 / 2} \tag{3.24}
\end{equation*}
$$

respectively. Here $q$ is a bounded weight function, $S=R^{1}$ and $F, F_{0}$ are the distribution functions of $Q, P$ respectively. If $q \equiv 1, N_{1}\left(\hat{P}_{n}-P, P\right)$ and $N_{2}^{2}\left(\hat{P}_{n}-P, P\right)$ are Kolmogorov and omega-squared test statistics respectively. The functionals $N_{1}, N_{2}$ depend on the probability measure $P$ additionally. Thus (3.21) holds only in the case of $q \equiv 1$. Let us show that, if $q$ is continuous in $[0,1]$ the presence of weight function $q$ does not influence seriously on the asymptotic (3.21), that is,

$$
\begin{align*}
& \lim _{n \rightarrow \infty}\left(n b_{n}^{2}\right)^{-1} \log P\left(N_{i}\left(P_{n}^{*}-\hat{P}_{n}, \hat{P}_{n}\right)>b_{n}\right)= \\
& \lim _{n \rightarrow \infty}\left(n b_{n}^{2}\right)^{-1} \log P\left(N_{i}\left(P_{n}^{*}-\hat{P}_{n}, P\right)>b_{n}\right)=  \tag{3.25}\\
& -\rho_{0}^{2}\left(\Omega_{0}: P\right)=-\frac{1}{2} \int h^{2} d P
\end{align*}
$$

with $i=1,2$. Note that, if $q$ is continuous in [0,1], the following assumption holds.
C1. There exists function $\omega(t), \omega(t) / t \rightarrow 0$ as $t \rightarrow 0$ such that, for all $P, Q, R \in \Lambda_{\Phi}$

$$
|N(Q-P, P)-N(Q-P, R)| \leq \omega\left(\sup _{x}\left|\bar{F}(x)-F_{0}(x)\right|\right)
$$

where $\bar{F}$ stands for the distribution function of $R$.
Let $\hat{F}_{n}$ be the distribution function of $\hat{P}_{n}$. Then, by Theorem 2.3,

$$
P\left(\omega\left(\sup _{x}\left|\hat{F}_{n}(x)-F_{0}(x)\right|\right)>c b_{n}\right) \leq \exp \left\{-C n C_{n} b_{n}^{2}\right\}
$$

where $C_{n} \rightarrow \infty$ as $n \rightarrow \infty$.
Hence, estimating similarly to the proof of (3.17) in [15] we get (3.25).
Let us find the asymptotic

$$
\lim _{n \rightarrow \infty}\left(n b_{n}^{2}\right)^{-1} \log P\left(N^{\gamma}\left(P_{n}^{*}-P\right)-N^{\gamma}\left(\hat{P}_{n}-P\right)>b_{n}\right) \doteq-\frac{1}{2} J
$$

with $\gamma>0$.

By Theorem 2.1, we get

$$
\begin{align*}
& J=\inf \left\{\int\left(r^{2}+g^{2}\right) d P: N^{\gamma}(G+R)-N^{\gamma}(G) \geq 1\right.  \tag{3.26}\\
& \left.g=\frac{d G}{d P}, r=\frac{d R}{d P} ; G, R \in \Lambda_{0 \Phi}\right\} \doteq \inf V(G, R)
\end{align*}
$$

Since $N(G+R) \leq N(G)+N(R)$, we get

$$
\begin{gather*}
J \geq \inf \left\{\int\left(r^{2}+g^{2}\right) d P:(N(G)+N(R))^{\gamma}-N^{\gamma}(G) \geq 1\right. \\
\left.g=\frac{d G}{d P}, r=\frac{d R}{d P} ; G, R \in \Lambda_{0 \Phi}\right\} \doteq \inf U(G, R) \tag{3.27}
\end{gather*}
$$

It is easy to see that for the fixed $G$

$$
\begin{equation*}
\arg \inf _{R} U(G, R)=\lambda H, \quad \lambda=\lambda(G)>0 \tag{3.28}
\end{equation*}
$$

where the signed measure $H \in \operatorname{cl}\left(\Omega_{0}\right)$ is the same as in example 3.3.
Let $r=\lambda h$ be fixed and let us consider the problem of minimization of $U(G, \lambda H)$ with respect to $G$. We begin with the dual problem. Let $N(R)=d=$ const and one needs to find

$$
\sup \left\{(N(G)+d)^{\gamma}-N^{\gamma}(G): \int g^{2} d P=1, g=\frac{d G}{d P}, G \in \Lambda_{0 \Phi}\right\}
$$

Let $\gamma \geq 1$. Since the function $(x+d)^{\gamma}-x^{\gamma}$ is increasing the supremum is attained on the charge $G_{0}=c \tilde{G}$ where $\tilde{G}=\arg \sup \left\{N(G): \int g^{2} d P=1, g=\frac{d G}{d P}, G \in \Lambda_{0 \Phi}\right\}$ and $\tilde{g}=\frac{d \tilde{G}}{d P}=h / \rho_{0}$. Therefore $\inf \left\{U(G, R): G, R \in \Lambda_{0 \Phi}\right\}$ is attained on the signed measures $G, R$ having the densities $g=a h, r=d h$ with $a, d \in R^{1}$. However $V(a H, d H)=U(a H, d H)$. Hence we get

$$
\begin{equation*}
J=\inf \left\{d^{2}+a^{2}:(d+a)^{\gamma}-a^{\gamma}>1\right\} \int h^{2}(s) d P \tag{3.29}
\end{equation*}
$$

If $\gamma<1$, then $\arg \sup \left\{(x+d)^{\gamma}-x^{\gamma}: x \geq 0\right\}=0$. Therefore $\inf \{U(G, R): G, R \in$ $\left.\Lambda_{0 \Phi}\right\}=d^{\gamma}$ and

$$
J=\inf \left\{\int r^{2} d P: N^{\gamma}(R) \geq 1, r=\frac{d R}{d P}\right\}=2 \rho_{0}^{2}\left(\Omega_{0}, P\right)=\int h^{2} d P
$$

## 4. Proof of Theorem 2.1

For each $r>0$ define the set $\Gamma_{r}=\left\{\bar{G} \in \Lambda_{0}^{2}: \rho_{0 b}^{2}(\bar{G}: P) \leq r\right\}$.

## Lemma 4.1. Let 2.7) hold. Then

i. $\Gamma_{r} \subset \Lambda_{0 \Psi}^{2}$,
ii. the set $\Gamma_{r}$ is $\tau_{\Psi}$-compact and sequentially $\tau_{\Psi}$-compact set in $\Lambda_{0 \Psi}^{2}$,
iii. the $\tau$ and $\tau_{\Psi}$ - topologies coincide in $\Gamma_{r}$.

Proof. The reasoning are akin to the proof of Lemma 2.1 in Eichelsbacher and Schmock [13]. For any charge $\bar{G}=G_{1} \times G_{2} \in \Gamma_{r}$, any measurable set $A \subseteq S$ and any $\phi_{1}, \phi_{2} \in \Psi$ we have

$$
\begin{align*}
& \int_{A}\left|\phi_{1}\right| d\left|G_{1}\right|+\int_{A}\left|\phi_{2}\right| d\left|G_{2}\right| \leq \\
& \alpha\left(\int_{A} \phi_{1}^{2} d P+\int_{A} \phi_{2}^{2} d P\right)+\alpha^{-1}\left(\int_{A}\left(\frac{d G_{1}}{d P}\right)^{2} d P+\int_{A}\left(\frac{d G_{2}}{d P}\right)^{2} d P\right) \tag{4.1}
\end{align*}
$$

for all $\alpha>0$. By (2.10), this implies $i$ if $A=S$.

Fix $\epsilon>0$. Let $\alpha=r / \epsilon$ and let $n=n(\epsilon)$ be such that

$$
\frac{r}{\epsilon}\left(\int_{\left|\phi_{1}\right|>n} \phi_{1}^{2} d P+\int_{\left|\phi_{2}\right|>n} \phi_{2}^{2} d P\right)<\epsilon
$$

Then

$$
\alpha^{-1}\left(\int_{\left|\phi_{1}\right|>n}\left(\frac{d G_{1}}{d P}\right)^{2} d P+\int_{\left|\phi_{2}\right|>n}\left(\frac{d G_{2}}{d P}\right)^{2} d P\right) \leq \epsilon
$$

Hence, by (4.1), we get

$$
\int\left|\phi_{1}\right| d\left|G_{1}\right|+\int\left|\phi_{2}\right| d\left|G_{2}\right|-\int_{\left|\phi_{1}\right|<n}\left|\phi_{1}\right| d\left|G_{1}\right|-\int_{\left|\phi_{2}\right|<n}\left|\phi_{2}\right| d\left|G_{2}\right|<2 \epsilon
$$

Therefore the map $\Gamma_{r} \ni \bar{G}=G_{1} \times G_{2} \rightarrow \int\left|\phi_{1}\right| d\left|G_{1}\right|+\int\left|\phi_{2}\right| d\left|G_{2}\right|$ is $\tau$-continuous as the uniform limit of functions

$$
\int_{\left|\phi_{1}\right|<n} \phi_{1} d G_{1}+\int_{\left|\phi_{2}\right|<n} \phi_{2} d G_{2}
$$

This implies that the $\tau$ and $\tau_{\Psi}$-topologies coincide in $\Gamma_{r}$. Since the sets $\Gamma_{0 r}$ and $\Gamma_{r} \subset \Gamma_{0 r}^{2}$ are $\tau$-compact and sequentially $\tau$-compact these sets are $\tau_{\Psi \text {-compact and }}$ sequentially $\tau_{\Psi}$-compact as well. This completes the proof of Lemma 4.1,

The same reasoning of the proof of Lemma 4.1 can be repeated in the case of $\tau_{\Phi}$-topology. Thus the sets $\Gamma_{0 r}$ are $\tau_{\Phi}$ - compact as well.

In Lemmas 4.2-4.5 given bellow we suppose that the assumptions of Theorem 2.1 hold.

For any $u, v \in R^{k}$ denote $u^{\prime} v$ the inner product of $u$ and $v$. For any $f \in \Phi$ and any signed measure $G \in \Lambda_{0 \Phi}$ denote $<f, G>=\int f d G$.

Let $f_{1}, \ldots, f_{k_{1}}, g_{1}, \ldots, g_{k_{2}} \in \Phi$ and $G \in \Lambda_{0 \Phi}$. Let $E\left[f_{i}(X)\right]=0, E\left[g_{j}(X)\right]=0$ with $1 \leq i \leq k_{1}, 1 \leq j \leq k_{2}$. Define the covariance matrices $R_{f}=\left\{E\left[f_{i}(X) f_{j}(X)\right]\right\}_{i, j=1}^{k_{1}}$ and $R_{g}=\left\{E\left[g_{i}(X) g_{j}(X)\right]\right\}_{i, j=1}^{k_{2}}$. Denote $\vec{f}=\left\{f_{i}\right\}_{i=1}^{k_{1}}, \vec{g}=\left\{g_{i}\right\}_{i=1}^{k_{2}}$ and $\bar{g}_{i}=$ $\frac{1}{n} \sum_{l=1}^{n} g_{i}\left(X_{l}\right), 1 \leq i \leq k_{2}$.

By a version of Dawson-Gartner Theorem (see [10] Theorem 4.6.9 and [21]), Theorem 2.1 follows from Lemma 4.2 given below. Note that the de Acosta [2] approach (see section 5) also allows to deduce Theorem 2.1 from Lemma 4.2
Lemma 4.2. For the random vectors $\vec{U}_{n}(\vec{X})=\left(\frac{1}{n} \sum_{i=1}^{n} f_{1}\left(X_{i}\right), \ldots, \frac{1}{n} \sum_{i=1}^{n} f_{k_{1}}\left(X_{i}\right)\right.$, $\left.\frac{1}{n} \sum_{i=1}^{n} g_{1}\left(X_{i}^{*}\right)-\bar{g}_{1}, \ldots, \frac{1}{n} \sum_{i=1}^{n} g_{k_{2}}\left(X_{i}^{*}\right)-\bar{g}_{k_{2}}\right)$ the MDP holds, that is, for any $\Omega \subset R^{k_{1}+k_{2}}$

$$
\begin{equation*}
\liminf _{n \rightarrow \infty}\left(n b_{n}^{2}\right)^{-1} \log P_{n}\left(\vec{U}_{n}(\vec{X}) \in b_{n} \Omega\right) \geq-\inf _{x \in \operatorname{int}(\Omega)} x^{\prime} I_{f, g} x \tag{4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left(n b_{n}^{2}\right)^{-1} \log P_{n}\left(\vec{U}_{n}(\vec{X}) \in b_{n} \Omega\right) \leq-\inf _{x \in c l(\Omega)} x^{\prime} I_{f, g} x \tag{4.3}
\end{equation*}
$$

where for any $x=(y, z) \in R^{k_{1}+k_{2}}, y \in R^{k_{1}}$ and $z \in R^{k_{2}}$

$$
x^{\prime} I_{f, g} x=\sup _{t \in R^{k_{1}}, s \in R^{k_{2}}}\left(t^{\prime} y+s^{\prime} z-<t^{\prime} f, H>-\frac{1}{2} t^{\prime} R_{f} t-\frac{1}{2} s^{\prime} R_{g} s\right)
$$

Note that, if there exist $R_{f}^{-1}$ and $R_{g}^{-1}$, then

$$
x^{\prime} I_{f g} x=\frac{1}{2}\left((y-<f, H>)^{\prime} R_{f}^{-1}(y-<f, H>)+\frac{1}{2} z^{\prime} R_{g}^{-1} z\right.
$$

Lemma 4.2 follows from Lemmas 4.3 and 4.4 given below.

Lemma 4.3. We have

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(n b_{n}^{2}\right)^{-1} \log P_{n}\left(\max _{1 \leq i \leq k_{1}} \max _{1 \leq l \leq n}\left|f_{i}\left(X_{l}\right)\right|>b_{n}^{-1}\right)=-\infty \tag{4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(n b_{n}^{2}\right)^{-1} \log P_{n}\left(\max _{1 \leq i \leq k_{2}} \max _{1 \leq l \leq n}\left|g_{i}\left(X_{l}^{*}\right)\right|>b_{n}^{-1}\right)=-\infty \tag{4.5}
\end{equation*}
$$

Proof. We have

$$
\begin{aligned}
& P_{n}\left(\max _{1 \leq i \leq k_{1}} \max _{1 \leq l \leq n}\left|f_{i}\left(X_{l}\right)\right|>b_{n}^{-1}\right) \leq n \sum_{i=1}^{k_{1}} P_{n}\left(\left|f_{i}\left(X_{1}\right)\right|>b_{n}^{-1}\right) \leq \\
& n \sum_{i=1}^{k_{1}} P\left(\left|f_{i}\left(X_{1}\right)\right|>b_{n}^{-1}\right)+n b_{n} \sum_{i=1}^{k_{1}} \int \chi\left(\left|f_{i}\left(X_{1}\right)\right|>b_{n}^{-1}\right) d\left|H_{n}\right|
\end{aligned}
$$

By (2.1) and B1, this implies (4.4).
Since $g_{1}, \ldots, g_{k_{2}} \in \Phi$, the same statement hold for these functions as well and we get

$$
P_{n}\left(\max _{1 \leq i \leq k_{2}} \max _{1 \leq j \leq n}\left|g_{i}\left(X_{j}\right)\right|>b_{n}^{-1}\right)=O\left(\exp \left\{-C n b_{n}^{2}\right\}\right)
$$

for each $C>0$. This implies (4.5).
For any $h \in \Phi$ denote $h_{n}(x)=h(x) \chi\left(|h(x)|<b_{n}^{-1}\right)$. Denote $\vec{f}_{n}=\left\{f_{i n}\right\}_{i=1}^{k_{1}}$ and $\vec{g}_{n}=\left\{g_{i n}\right\}_{i=1}^{k}$. Define the random vector $\tilde{U}_{n}(\vec{X})=\left(\frac{1}{n} \sum_{i=1}^{n} f_{1 n}\left(X_{i}\right), \ldots, \frac{1}{n} \sum_{i=1}^{n} f_{k_{1} n}\left(X_{i}\right)\right.$, $\left.\frac{1}{n} \sum_{i=1}^{n} g_{1 n}\left(X_{i}^{*}\right)-\bar{g}_{1 n}, \ldots, \frac{1}{n} \sum_{i=1}^{n} g_{k_{2} n}\left(X_{i}^{*}\right)-\bar{g}_{k_{2} n}\right)$ where $\bar{g}_{i n}=\frac{1}{n} \sum_{l=1}^{n} g_{i n}\left(X_{l}\right), 1 \leq$ $i \leq k_{2}$. Define the events $W_{n}=\left\{X_{1}, \ldots, X_{n}: \max _{1 \leq i \leq k_{1}} \max _{1 \leq j \leq n}\left|f_{i}\left(X_{j}\right)\right|<\right.$ $\left.b_{n}^{-1}, \max _{1 \leq i \leq k_{2}} \max _{1 \leq j \leq n}\left|g_{i}\left(X_{j}\right)\right|<b_{n}^{-1}\right\}$. Denote $\bar{W}_{n}$ the complement of the event $W_{n}$.

By Lemma 4.2, we get

$$
\begin{align*}
& P_{n}\left(\vec{U}_{n}(\vec{X}) \in b_{n} \Omega\right) \leq P_{n}\left(\vec{U}_{n}(\vec{X}) \in b_{n} \Omega \mid \bar{W}_{n}\right) P\left(\bar{W}_{n}\right)+P\left(W_{n}\right) \\
& \quad<P_{n}\left(\vec{U}_{n}(\vec{X}) \in b_{n} \Omega \mid \bar{W}_{n}\right) \exp \left\{o\left(n b_{n}^{2}\right)\right\}+\exp \left\{-C n b_{n}^{2}(1+o(1))\right\} \tag{4.6}
\end{align*}
$$

and

$$
\begin{equation*}
P_{n}\left(\vec{U}_{n}(\vec{X}) \in b_{n} \Omega\right) \geq P_{n}\left(\vec{U}_{n}(\vec{X}) \in b_{n} \Omega \mid \bar{W}_{n}\right) P\left(\bar{W}_{n}\right)>P_{n}\left(\vec{U}_{n}(\vec{X}) \in b_{n} \Omega \mid \bar{W}_{n}\right) \exp \left\{o\left(n b_{n}^{2}\right)\right\} \tag{4.7}
\end{equation*}
$$

where the constant $C$ in (4.6) can be chosen arbitrary
Therefore Lemma 4.2 follows from Lemma 4.4 given below.
Lemma 4.4. For the random vectors $\tilde{U}_{n}(\vec{X})$ the MDP holds, that is, (4.2) and (4.3) are valid with $\vec{U}_{n}(\vec{X})=\tilde{U}_{n}(\vec{X})$.

By Gartner-Ellis Theorem (see Dembo and Zeitouni [10]) Lemma 4.4 follows from Lemma 4.5 given below.

Lemma 4.5. Let $f_{i} \in \Phi, g_{j} \in \Phi$ for all $1 \leq i \leq k_{1}, 1 \leq j \leq k_{2}$. Then

$$
\begin{align*}
& \quad \lim _{n \rightarrow \infty}\left(n b_{n}^{2}\right)^{-1} \log E_{n}\left[\exp \left\{b_{n} \sum_{l=1}^{n} t^{\prime} \vec{f}_{n}\left(X_{l}\right)+b_{n} \sum_{l=1}^{n} s^{\prime}\left(\vec{g}_{n}\left(X_{l}^{*}\right)-\bar{g}_{n}\right)\right\}\right]=  \tag{4.8}\\
& \quad<t^{\prime} \vec{f}, H>-\frac{1}{2} t^{\prime} R_{f} t-\frac{1}{2} s^{\prime} R_{g} s \\
& \text { where } \bar{g}_{n}=\left(\bar{g}_{1 n}, \ldots, \bar{g}_{k_{2} n}\right)
\end{align*}
$$

Proof. We begin with the proof of upper bound in (4.8). We have

$$
\begin{align*}
& I_{n}=E_{n}\left[\exp \left\{b_{n} \sum_{l=1}^{n} t^{\prime} \vec{f}_{n}\left(X_{l}\right)+b_{n} \sum_{l=1}^{n} s^{\prime}\left(\vec{g}_{n}\left(X_{l}^{*}\right)-\bar{g}_{n}\right)\right\}\right]= \\
& E_{n}\left[\exp \left\{b_{n} \sum_{l=1}^{n} t^{\prime} \vec{f}_{n}\left(X_{l}\right)\right\} \prod_{l=1}^{n} E_{\hat{P}_{n}}\left[\exp \left\{s^{\prime}\left(\vec{g}_{n}\left(X_{l}^{*}\right)-\bar{g}_{n}\right)\right\}\right]=\right. \\
& E_{n}\left[\exp \left\{b_{n} \sum_{l=1}^{n} t^{\prime} \vec{f}_{n}\left(X_{l}\right)\right\}\left(\frac{1}{n} \sum_{l=1}^{n} \exp \left\{b_{n} s^{\prime}\left(\vec{g}_{n}\left(X_{l}\right)-\bar{g}_{n}\right)\right\}\right)^{n}\right] \leq \\
& E_{n}\left[\operatorname { e x p } \{ b _ { n } \sum _ { l = 1 } ^ { n } t ^ { \prime } \vec { f } _ { n } ( X _ { l } ) \} \left(1+\frac{b_{n}^{2}}{2 n} \sum_{l=1}^{n}\left(s^{\prime}\left(\vec{g}_{n}\left(X_{l}\right)-\bar{g}_{n}\right)\right)^{2}+\right.\right.  \tag{4.9}\\
& \left.\left.+C\left(s, k_{2}\right) \frac{b_{n}^{3}}{6 n} \sum_{l=1}^{n}\left|s^{\prime}\left(\vec{g}_{n}\left(X_{l}\right)-\bar{g}_{n}\right)\right|^{3}\right)^{n}\right] \leq \\
& E_{n}\left[\operatorname { e x p } \left\{b_{n} \sum_{l=1}^{n} t^{\prime} \vec{f}_{n}\left(X_{l}\right)+\frac{b_{n}^{2}}{2} \sum_{l=1}^{n}\left(s^{\prime}\left(\vec{g}_{n}\left(X_{l}\right)-\bar{g}_{n}\right)\right)^{2}+\right.\right. \\
& \left.\left.C\left(s, k_{2}\right) b_{n}^{3} \sum_{l=1}^{n}\left|s^{\prime}\left(\vec{g}_{n}\left(X_{l}\right)-\bar{g}_{n}\right)\right|^{3}\right\}\right] \doteq I_{1 n} .
\end{align*}
$$

The first inequality in (4.9) follows from the Taylor formula and

$$
\begin{equation*}
\left|s^{\prime}\left(\overrightarrow{g_{n}}(x)-\bar{g}_{n}\right)\right| \leq|s|\left|\overrightarrow{g_{n}}(x)-\bar{g}_{n}\right|<|s| 2 k_{2}^{1 / 2} b_{n}^{-1} \tag{4.10}
\end{equation*}
$$

Denote $\phi_{n}\left(X_{l}\right)=s^{\prime}\left(\vec{g}_{n}\left(X_{l}\right)-E_{n}\left[\vec{g}_{n}\left(X_{1}\right)\right]\right)$ with $1 \leq l \leq n$.
By straightforward calculations, we get

$$
\begin{equation*}
\sum_{l=1}^{n}\left(s^{\prime}\left(\vec{g}_{n}\left(X_{l}\right)-\bar{g}_{n}\right)\right)^{2}=\sum_{l=1}^{n} \phi_{n}^{2}\left(X_{l}\right)-n\left(s^{\prime} \bar{g}_{n}-E_{n}\left[s^{\prime} \vec{g}_{n}\left(X_{1}\right)\right]\right)^{2} \tag{4.11}
\end{equation*}
$$

We have

$$
\begin{align*}
& \sum_{l=1}^{n}\left|s^{\prime}\left(\vec{g}_{n}\left(X_{l}\right)-\bar{g}_{n}\right)\right|^{3} \leq 8 \sum_{l=1}^{n}\left|\phi_{n}\left(X_{l}\right)\right|^{3}+  \tag{4.12}\\
& 8 n\left|s^{\prime}\left(\bar{g}_{n}-E_{n}\left[\vec{g}_{n}\left(X_{1}\right)\right]\right)\right|^{3} \doteq 8 V_{1}+8 n V_{2} .
\end{align*}
$$

Since

$$
\begin{align*}
& \left|s^{\prime}\left(\vec{g}_{n}\left(X_{1}\right)-E g_{n}\left(X_{1}\right)\right)\right|^{3} \leq|s|^{3 / 2}\left|\vec{g}_{n}\left(X_{1}\right)-E_{n} g_{n}\left(X_{1}\right)\right|^{3 / 2} \\
& =|s|^{3 / 2}\left(\sum_{j=1}^{k_{2}}\left(g_{j n}\left(X_{1}\right)-E_{n}\left[g_{j n}\left(X_{1}\right)\right)^{2}\right)^{3 / 2}<8|s|^{3} k_{2}^{3 / 2} b_{n}^{-3}\right. \tag{4.13}
\end{align*}
$$

we get

$$
\begin{align*}
& b_{n}^{3}\left|V_{1}\right|=b_{n}^{3} \sum_{l=1}^{n}\left|\phi_{n}\left(X_{l}\right)\right|^{3} \chi\left(\left|\phi_{n}\left(X_{l}\right)\right| \leq \epsilon b_{n}^{-1}|s|\right)+ \\
& b_{n}^{3} \sum_{l=1}^{n}\left|\phi_{n}\left(X_{l}\right)\right|^{3} \chi\left(\left|\phi_{n}\left(X_{l}\right)\right| \geq \epsilon b_{n}^{-1}|s|\right) \leq  \tag{4.14}\\
& \epsilon|s| b_{n}^{2} \sum_{l=1}^{n} \phi_{n}^{2}\left(X_{l}\right)+8|s|^{3} k_{2}^{3 / 2} \sum_{l=1}^{n} \chi\left(\left|\phi_{n}\left(X_{l}\right)\right| \geq \epsilon b_{n}^{-1}|s|\right) .
\end{align*}
$$

By the Jensen's inequality, we get

$$
\begin{equation*}
V_{2}=n^{-3}\left|\sum_{l=1}^{n} \phi_{n}\left(X_{l}\right)\right|^{3} \leq n^{-1} \sum_{l=1}^{n}\left|\phi_{n}\left(X_{l}\right)\right|^{3}=n^{-1} V_{1} . \tag{4.15}
\end{equation*}
$$

By (4.11)-(4.15), we get

$$
\begin{align*}
& I_{1 n} \leq E_{n}\left[\operatorname { e x p } \left\{b_{n} \sum_{l=1}^{n} t^{\prime} \vec{f}_{n}\left(X_{l}\right)+\frac{b_{n}^{2}}{2}\left(1-2 C\left(s, k_{2}\right) \epsilon_{n}\right) \sum_{l=1}^{n}\left(\phi_{n}^{2}\left(X_{l}\right)\right.\right.\right. \\
& \left.\left.\left.-\frac{b_{n}^{2}}{2 n}\left(\sum_{l=1}^{n} \phi_{n}\left(X_{l}\right)\right)^{2}+C\left(s, k_{2}\right)|s|^{3} \sum_{i=1}^{n} \chi\left(\left|\phi_{n}\left(X_{l}\right)\right| \geq \epsilon b_{n}^{-1}|s|\right)\right)\right\}\right] \doteq E_{n}\left[W_{n}\right] \tag{4.16}
\end{align*}
$$

where $\epsilon=\epsilon_{n} \rightarrow 0$ as $n \rightarrow \infty$.
For each $r>0$ define the events $A_{n}=A_{n r} \doteq\left\{X_{1}, \ldots, X_{n}: s^{\prime} \bar{g}_{n}-E_{n}\left[s^{\prime} g_{n}\left(X_{1}\right)\right]<\right.$ $\left.r b_{n}\right\}$. Denote $\bar{A}_{n}$ the complement of $A_{n}$.

We can write

$$
\begin{equation*}
\tilde{I}_{n}=E_{n}\left[W_{n} \chi\left(A_{n}\right)\right]+E_{n}\left[W_{n} \chi\left(\bar{A}_{n}\right)\right] \doteq U_{1 n}+U_{2 n} \tag{4.17}
\end{equation*}
$$

Let $A_{n}$ hold. Then we get

$$
\frac{r^{2} b_{n}^{4}}{2 n}\left(\sum_{l=1}^{n} \phi_{n}\left(X_{l}\right)\right)^{2}=\frac{n b_{n}^{2}}{2}\left(s^{\prime} \bar{g}_{n}-E_{n}\left[s^{\prime} \vec{g}_{n}(X)\right]\right)^{2}<\frac{n r^{2} b_{n}^{4}}{2}
$$

Therefore

$$
\begin{aligned}
& \log \left[U_{1 n}\right] \leq \log E_{n}\left[\operatorname { e x p } \left\{b_{n} \sum_{l=1}^{n} t^{\prime} \vec{f}_{n}\left(X_{l}\right)+\frac{b_{n}^{2}}{2} \sum_{l=1}^{n} \phi_{n}^{2}\left(X_{l}\right)\left(1+2 C\left(s, k_{2}\right) \epsilon\right)+\right.\right. \\
& \left.\left.C\left(s, k_{2}\right)|s|^{3} \sum_{l=1}^{n} \chi\left(\left|\phi_{n}\left(X_{l}\right)\right| \geq \epsilon b_{n}^{-1}\right)+O\left(n r^{2} b_{n}^{4}\right)\right\}\right]= \\
& n \log E_{n}\left[\operatorname { e x p } \left\{b_{n} t^{\prime} \vec{f}_{n}\left(X_{1}\right)+\frac{b_{n}^{2}}{2} \phi_{n}^{2}\left(X_{1}\right)\left(1+2 C\left(s, k_{2}\right) \epsilon\right)+\right.\right. \\
& \left.\left.C\left(s, k_{2}\right)|s|^{3} \chi\left(\left|\phi_{n}\left(X_{1}\right)\right| \geq \epsilon b_{n}^{-1}\right)+O\left(r^{2} b_{n}^{4}\right)\right\}\right] .
\end{aligned}
$$

Expanding in the Taylor series, we get

$$
\begin{align*}
& \log U_{1 n} \leq n \log E_{n}\left[1+b_{n} t^{\prime} \vec{f}_{n}\left(X_{1}\right)+\frac{b_{n}^{2}}{2}\left(t^{\prime} \vec{f}_{n}\left(X_{1}\right)\right)^{2}+\right.  \tag{4.19}\\
& \left.\frac{b_{n}^{2}}{2} \phi_{n}^{2}\left(X_{1}\right)\left(1+2 C\left(s, k_{2}\right) \epsilon\right)+C\left(s, t, k_{1}, k_{2}\right) \omega_{n}+O\left(r^{2} b_{n}^{4}\right)\right]
\end{align*}
$$

where $\omega_{n}=\omega_{1 n}+\omega_{2 n}+\omega_{3 n}+\omega_{4 n}+\omega_{5 n}$ with

$$
\begin{gathered}
\omega_{1 n}=\frac{b_{n}^{3}}{6}\left|t^{\prime} \vec{f}_{n}\left(X_{1}\right)\right|^{3}, \quad \omega_{2 n}=3 \frac{b_{n}^{3}}{2}\left|t^{\prime} \vec{f}_{n}\left(X_{1}\right)\right| \phi_{n}^{2}\left(X_{1}\right), \\
\omega_{3 n}=\frac{b_{n}^{4}}{8} \phi_{n}^{4}\left(X_{1}\right), \quad \omega_{4 n}=\frac{b_{n}^{4}}{12}\left(t^{\prime} \vec{f}_{n}\left(X_{1}\right)\right)^{2} \phi_{n}^{2}\left(X_{1}\right), \\
\omega_{5 n}=\chi\left(\left|\phi_{n}\left(X_{1}\right)\right| \geq \epsilon b_{n}^{-1}\right)
\end{gathered}
$$

We have

$$
\begin{gathered}
\omega_{1 n} \leq b_{n}^{3}\left|t^{\prime} \vec{f}_{n}\left(X_{1}\right)\right|^{3} \chi\left(\left|t^{\prime} \vec{f}_{n}\left(X_{1}\right)\right|<\epsilon b_{n}^{-1}\right)+\chi\left(\epsilon b_{n}^{-1}<\left|t^{\prime} \vec{f}_{n}\left(X_{1}\right)\right|<b_{n}^{-1}\right) \doteq \omega_{1 n 1}+\omega_{1 n 2}, \\
\omega_{2 n} \leq b_{n}^{3}\left|t^{\prime} \vec{f}_{n}\left(X_{1}\right)\right| \phi_{n}^{2}\left(X_{1}\right) \chi\left(\left|t^{\prime} \vec{f}_{n}\left(X_{1}\right)\right|<\epsilon b_{n}^{-1}\right)+ \\
C\left(s, t, k_{1}, k_{2}\right) \chi\left(\epsilon b_{n}^{-1}<\left|t^{\prime} \vec{f}_{n}\left(X_{1}\right)\right|<b_{n}^{-1}\right) \doteq \omega_{2 n 1}+\omega_{2 n 2}, \\
\omega_{3 n} \leq b_{n}^{4} \phi_{n}^{4}\left(X_{1}\right) \chi\left(\phi_{n}\left(X_{1}\right)<\epsilon b_{n}^{-1}\right)+C \chi\left(\epsilon b_{n}^{-1}<\phi_{n}\left(X_{1}\right)<c b_{n}^{-1}\right) \doteq \omega_{3 n 1}+\omega_{3 n 2},
\end{gathered}
$$

$$
\begin{aligned}
& \omega_{4 n} \leq b_{n}^{4}\left(t^{\prime} \vec{f}_{n}\left(X_{1}\right)\right)^{2} \phi_{n}^{2}\left(X_{1}\right) \chi\left(\left|t^{\prime} \vec{f}_{n}\left(X_{1}\right)\right|<\epsilon b_{n}^{-1}\right)+ \\
& \quad c \chi\left(\epsilon b_{n}^{-1}<\left|t^{\prime} \vec{f}_{n}\left(X_{1}\right)\right|<b_{n}^{-1}\right) \doteq \omega_{4 n 1}+\omega_{4 n 2} .
\end{aligned}
$$

By (2.1), we get

$$
\begin{aligned}
& E_{n}\left[\omega_{1 n 1}\right] \leq c \epsilon|t| b_{n}^{2} E_{n}\left(t^{\prime} \vec{f}_{n}\left(X_{1}\right)\right)^{2}, \quad E_{n}\left[\omega_{2 n 1}\right] \leq c \epsilon|t| b_{n}^{2} E_{n} \phi_{n}^{2}\left(X_{1}\right), \\
& E_{n}\left[\omega_{3 n 1}\right] \leq c \epsilon^{2}|s|^{2} b_{n}^{2} E_{n} \phi_{n}^{2}\left(X_{1}\right), \quad E_{n}\left[\omega_{4 n 1}\right] \leq c \epsilon^{2}|t|^{2} b_{n}^{2} E_{n} \phi_{n}^{2}\left(X_{1}\right)
\end{aligned}
$$

and

$$
\begin{gather*}
E_{n}\left[\omega_{5 n}\right] \leq \epsilon^{-2} b_{n}^{2} E_{n}\left[\phi_{n}^{2}\left(X_{1}\right) \chi\left(\left|\phi_{n}\left(X_{i}\right)\right| \geq \epsilon b_{n}^{-1}\right)\right]=o\left(\epsilon^{-2} b_{n}^{2}\right)  \tag{4.20}\\
E_{n}\left[\chi\left(\epsilon b_{n}^{-1}<\left|t^{\prime} \vec{f}_{n}\left(X_{1}\right)\right|<b_{n}^{-1}\right)\right] \leq \\
\epsilon^{-2} b_{n}^{2} E_{n}\left[\left|t^{\prime} \vec{f}_{n}\left(X_{1}\right)\right|^{2} \chi\left(\epsilon b_{n}^{-1}<\left|t^{\prime} \vec{f}_{n}\left(X_{1}\right)\right|\right)\right]=o\left(\epsilon^{-2} b_{n}^{2}\right) \tag{4.21}
\end{gather*}
$$

where the last equalities in (4.20), (4.21) hold by A and (2.9), (2.10).
Hence we get $E_{n}\left[\omega_{n}\right]=o\left(b_{n}^{2}\right)$.
Therefore we get

$$
\begin{equation*}
\log \left(U_{1 n}\right) \leq-\frac{n b_{n}^{2}}{2}\left(2<t^{\prime} \vec{f}, H>-t^{\prime} R_{f} t-s^{\prime} R_{g} s\right)(1+O(1)) \doteq v_{n} \tag{4.22}
\end{equation*}
$$

By the Hoelder's inequality, we get

$$
\begin{equation*}
U_{2 n} \leq\left(E_{n}\left[W_{n}^{1+\delta}\right]\right)^{\frac{1}{1+\delta}}\left(P\left(\bar{A}_{n}\right)\right)^{\frac{\delta}{1+\delta}} . \tag{4.23}
\end{equation*}
$$

By (4.16), we get

$$
\begin{gathered}
E_{n}\left[W_{n}^{1+\delta}\right] \leq E_{n}\left[\operatorname { e x p } \left\{( 1 + \delta ) \left(b_{n} \sum_{i=1}^{n} t^{\prime} \vec{f}_{n}\left(X_{i}\right)+b_{n}^{2} \sum_{i=1}^{n} \phi_{n}^{2}\left(X_{i}\right)\left(1+2 C\left(s, k_{2}\right) \epsilon\right)+\right.\right.\right. \\
\left.\left.\left.2 C\left(s, k_{2}\right) \sum_{i=1}^{n} \chi\left(\phi_{n}\left(X_{i}\right)>\epsilon b_{n}^{-1}\right)\right)\right\}\right] .
\end{gathered}
$$

Hence, repeating the estimates of $U_{1 n}$, we get

$$
\begin{equation*}
E_{n}\left[W_{n}^{1+\delta}\right] \leq \exp \left\{-\frac{(1+\delta) n b_{n}^{2}}{2}\left(2<t^{\prime} \vec{f}, H>-t^{\prime} R_{f} t-s^{\prime} R_{g} s\right)(1+O(1))\right\} \tag{4.24}
\end{equation*}
$$

Note that (2.1) implies (2.7) and (2.7) implies

$$
\lim _{n \rightarrow \infty}\left(n r^{2} b_{n}^{2}\right)^{-1} \log \left(n P\left(|f(X)|>r n b_{n}\right)\right)=-\infty
$$

for each $r>1$.
Hence, by Theorem 2.4 in Arcones [2], we get

$$
\begin{equation*}
\log P_{n}\left(\bar{A}_{n}\right) \leq-c r^{2} n b_{n}^{2} \tag{4.25}
\end{equation*}
$$

By (4.23), (4.24), (4.25) we get that

$$
\begin{equation*}
U_{2 n}=o\left(U_{1 n}\right) \tag{4.26}
\end{equation*}
$$

if $r$ sufficiently large. This completes the proof of upper bound for $I_{n}$.
The proof of lower bound is based on similar estimates. Define the events
$B_{n}=\left\{x_{1}, \ldots, x_{n}:\left|f_{n i}\left(x_{s}\right)\right|<\epsilon b_{n}^{-1},\left|g_{n j}\left(x_{s}\right)\right|<\epsilon b_{n}^{-1}, 1 \leq s \leq n, 1 \leq i \leq k_{1}, 1 \leq j \leq k_{2}\right\}$.
By (2.1), (4.20), (4.21), we get

$$
P_{n}\left(\left|f_{n i}\left(X_{1}\right)\right|>\epsilon b_{n}^{-1}\right)<\epsilon^{-2} b_{n}^{2} E_{n}\left[f_{n i}^{2}\left(X_{1}\right) \chi\left(\left|f_{n i}\left(X_{1}\right)\right|>\epsilon b_{n}^{-1}\right)\right]=o\left(\epsilon^{-2} b_{n}^{2}\right) .
$$

Estimating $P_{n}\left(g_{n i}\left(X_{1}\right) \mid>\epsilon b_{n}^{-1}\right)$ similarly, we get
$P\left(B_{n}\right)=\prod_{i=1}^{k_{1}}\left(1-P\left(\left|f_{n i}\left(X_{1}\right)\right|>\epsilon b_{n}^{-1}\right)\right)^{n} \prod_{i=1}^{k_{2}}\left(1-P\left(\left|g_{n i}\left(X_{1}\right)\right|>\epsilon b_{n}^{-1}\right)\right)^{n}=\exp \left\{-o\left(n b_{n}^{2}\right)\right\}$.

## Hence

$$
\begin{align*}
& I_{n} \geq E_{n}\left[\exp \left\{b_{n} \sum_{i=1}^{n} t^{\prime} \vec{f}_{n}\left(X_{i}\right)\right\}\left(\frac{1}{n} \sum_{i=1}^{n} \exp \left\{b_{n} s^{\prime}\left(\vec{g}_{n}\left(X_{i}\right)-\bar{g}_{n}\right)\right\}\right)^{n} \chi\left(B_{n}\right)\right] \leq \\
& E_{n}\left(\left.\exp \left\{b_{n} \sum_{i=1}^{n} t^{\prime} \vec{f}_{n}\left(X_{i}\right)\right\}\left(\frac{1}{n} \sum_{i=1}^{n} \exp \left\{b_{n} s^{\prime}\left(\vec{g}_{n}\left(X_{i}\right)-\bar{g}_{n}\right)\right\}\right)^{n} \right\rvert\, B_{n}\right] P\left(B_{n}\right)= \\
& E_{n}\left[\left.\exp \left\{b_{n} \sum_{i=1}^{n} t^{\prime} \vec{f}_{n}\left(X_{i}\right)\right\}\left(\frac{1}{n} \sum_{i=1}^{n} \exp \left\{b_{n} s^{\prime}\left(\vec{g}_{n}\left(X_{i}\right)-\bar{g}_{n}\right)\right\}\right)^{n} \right\rvert\, B_{n}\right] \exp \left\{-o\left(n b_{n}^{2}\right)\right\} \\
& \doteq I_{2 n} \exp \left\{-o\left(n b_{n}^{2}\right)\right\} . \tag{4.27}
\end{align*}
$$

Expanding in the Taylor series, we get

$$
\begin{align*}
& I_{2 n} \geq E_{n}\left[\operatorname { e x p } \{ b _ { n } \sum _ { i = 1 } ^ { n } t ^ { \prime } \vec { f } _ { n } ( X _ { i } ) \} \left(1+\frac{b_{n}^{2}}{2 n} \sum_{i=1}^{n}\left(s^{\prime}\left(\vec{g}_{n}\left(X_{i}\right)-\bar{g}_{n}\right)\right)^{2}-\right.\right. \\
& \left.\left.C\left(s, k_{2}\right) \frac{b_{n}^{3}}{n} \sum_{i=1}^{n}\left|s^{\prime}\left(\vec{g}_{n}\left(X_{i}\right)-\bar{g}_{n}\right)\right|^{3}\right)^{n} \mid B_{n}\right] \geq \\
& E_{n}\left[\left.\exp \left\{b_{n} \sum_{i=1}^{n} t^{\prime} \vec{f}_{n}\left(X_{i}\right)\right\}\left(1+\frac{b_{n}^{2}}{2 n}(1-2 \epsilon) \sum_{i=1}^{n}\left(s^{\prime}\left(\vec{g}_{n}\left(X_{i}\right)-\bar{g}_{n}\right)\right)^{2}\right)^{n} \right\rvert\, B_{n}\right] \doteq I_{3 n} \tag{4.28}
\end{align*}
$$

where the last inequality follows from

$$
\sum_{i=1}^{n}\left|s^{\prime}\left(\vec{g}_{n}\left(X_{i}\right)-\bar{g}_{n}\right)\right|^{3} \leq 2 \epsilon b_{n}^{-1} \sum_{i=1}^{n}\left(s^{\prime}\left(\vec{g}_{n}\left(X_{i}\right)-\bar{g}_{n}\right)\right)^{2}
$$

Since $\ln (1+x) \geq 1+x-x^{2}$ with $x>0$ we get

$$
\begin{align*}
& I_{3 n}=E_{n}\left[\left.\exp \left\{b_{n} \sum_{i=1}^{n} t^{\prime} \vec{f}_{n}\left(X_{i}\right)\right\} \exp \left\{n \ln \left(1+\frac{b_{n}^{2}}{2}(1-2 \epsilon) \sum_{i=1}^{n}\left(s^{\prime}\left(\vec{g}_{n}\left(X_{i}\right)-\bar{g}_{n}\right)\right)^{2}\right)\right\} \right\rvert\, B_{n}\right] \geq \\
& E_{n}\left[\operatorname { e x p } \left\{b_{n} \sum_{i=1}^{n} t^{\prime} \vec{f}_{n}\left(X_{i}\right)+\frac{b_{n}^{2}}{2}(1-2 \epsilon) \sum_{i=1}^{n}\left(s^{\prime}\left(\vec{g}_{n}\left(X_{i}\right)-\bar{g}_{n}\right)\right)^{2}-\right.\right. \\
& \left.\left.\frac{b_{n}^{4}}{4 n}\left(\sum_{i=1}^{n}\left(s^{\prime}\left(\vec{g}_{n}\left(X_{i}\right)-\bar{g}_{n}\right)\right)^{2}\right)^{2}\right\} \mid B_{n}\right] \geq \\
& E_{n}\left[\operatorname { e x p } \left\{b_{n} \sum_{i=1}^{n} t^{\prime} \vec{f}_{n}\left(X_{i}\right)+\right.\right. \\
& \left.\left.\frac{b_{n}^{2}}{2}\left(1-2 \epsilon-4 \epsilon^{2}\right) \sum_{i=1}^{n}\left(s^{\prime}\left(\vec{g}_{n}\left(X_{i}\right)-\bar{g}_{n}\right)\right)^{2}\right\} \mid B_{n}\right] \doteq I_{4 n} \tag{4.29}
\end{align*}
$$

where the last inequality follows from

$$
\frac{b_{n}^{4}}{4 n}\left(\sum_{i=1}^{n}\left(s^{\prime}\left(\vec{g}_{n}\left(X_{i}\right)-\bar{g}_{n}\right)\right)^{2}\right)^{2} \leq \epsilon^{2} b_{n}^{2} \sum_{i=1}^{n}\left(s^{\prime}\left(\vec{g}_{n}\left(X_{i}\right)-\bar{g}_{n}\right)\right)^{2} .
$$

Arguing similarly to the proof of upper bound we get

$$
\begin{equation*}
\left(n b_{n}^{2}\right)^{-1} \ln I_{4 n}=-\frac{n b_{n}^{2}}{2}\left(-2<t^{\prime} \vec{f}, H>-t^{\prime} R_{f} t-\left(1-2 \epsilon-2 \epsilon^{2}\right) s^{\prime} R_{g} s\right)(1+O(1)) \tag{4.30}
\end{equation*}
$$

Since the choice of $\epsilon>0$ is arbitrary, this completes the proof of lower bound and the proof of Lemma 4.5.

## 5. Proofs of Theorems 2.5 and 2.6

We begin with the proof of Theorem 2.6 The reasoning is akin to the proof of the Sanov Theorem in de Acosta 8].

Lemma 5.1. . Let 2.17)-(2.23) hold. Then
i. $\Gamma_{0 r} \subset \Lambda_{0 \Theta}$,
ii. the set $\Gamma_{0 r}$ is $\tau_{\Theta}$-compact and sequentially $\tau_{\Theta}$-compact set in $\Lambda_{0 \Theta}$,
iii. the $\tau$ and $\tau_{\Theta}$-topologies coincide in $\Gamma_{0 r}$.

The proof of Lemma 5.1 is akin to the proof of Lemma 4.1 and is omitted. It suffices to note only that (2.17) holds.

We begin with the proof of upper bound in (2.23). Denote $\eta=\rho_{0}^{2}\left(\mathfrak{c l}\left(\Omega_{0}\right), P\right)$ and fix $\delta, 0<2 \delta<\eta$. IT is clear that $\Gamma_{0, \eta-\delta} \subset \Lambda_{0 \Theta} \backslash \Omega_{0}$

For any $f_{1}, \ldots, f_{l} \in \Theta, G \in \Lambda_{0, \Theta}$ and $\gamma>0$ denote

$$
U\left(f_{1}, \ldots, f_{l}, G, \gamma\right)=\left\{R:\left|\int f_{i} d(R-G)\right|<\gamma, R \in \Lambda_{0 \Theta}, 1 \leq i \leq l\right\}
$$

Define the linear space

$$
\tilde{\Lambda}_{0 \Theta}=\left\{G: G=\sum_{i=1}^{k} \lambda_{i} G_{i}, G_{i} \in \Lambda_{0 \Theta}, \lambda_{i} \in R^{1}, 1 \leq i \leq k, k=1,2, \ldots\right\}
$$

Define $\tau_{\Theta}$ - topology in $\tilde{\Lambda}_{0 \Theta}$. It is clear that $\Lambda_{0 \Theta} \subset \tilde{\Lambda}_{0 \Theta}$.
Since $\tilde{\Lambda}_{0 \Theta}$ is the Hausdorff linear topological space, the space $\tilde{\Lambda}_{0 \Theta}$ is regular space (see Theorem B2 in [10]). Thus for each $G \in \Gamma_{0, \eta-\delta}$ there exists open set $U\left(f_{1}, \ldots, f_{l}, G, \gamma\right) \subset \Lambda_{0 \Theta} \backslash \operatorname{cl}\left(\Omega_{0}\right)$. The set $\Gamma_{0, \eta-\delta}$ is compact. Therefore there exists finite covering of $\Gamma_{0, \eta-\delta}$ by the sets $U_{1}=U\left(f_{11}, \ldots, f_{1 l_{1}}, G_{1}, c_{1}\right), \ldots, U_{m}=$ $U\left(f_{m 1}, \ldots, f_{m l_{m}}, G_{m}, c_{m}\right)$. Denote $U=\cup_{i=1}^{m} U_{i}$.

Thus for the proof of (2.23) it suffices to estimate

$$
\hat{P}_{n}\left(P_{n}^{*} \notin P+a_{n} U\right) \geq\left(\hat{P}_{n}\right)^{*}\left(P_{n}^{*} \in P+a_{n} \Omega\right) .
$$

This is the finite dimensional problem.
For each $i, j, 1 \leq j \leq l_{i}, 1 \leq i \leq m$ define the signed measure $F_{i j}$ having the density $\frac{d F_{i j}}{d P}=f_{i j}-E\left[f_{i j}(X)\right]$. Define the linear spaces

$$
L=\left\{F: F=\sum_{i=1}^{k} \sum_{j=1}^{l_{i}} \lambda_{i j} F_{i j}, \lambda_{i j} \in R^{1}, 1 \leq j \leq l_{i}, 1 \leq i \leq m\right\}
$$

and

$$
\tilde{l}=\left\{f: f=\frac{d F}{d P}, F \in L\right\} .
$$

Define the sets $\hat{\Gamma}_{0 c}=\left\{f: f=\frac{d F}{d P}, F \in \Gamma_{0 c} \cap L\right\}, c>0$.
There exists a finite number of functions $q_{1}, \ldots, q_{l} \in \hat{\Gamma}_{\eta-2 \delta}$ such that $E\left[q_{i}(X)\right]=$ $0, E\left[q_{i}^{2}(X)\right]=2(\eta-2 \delta), 1 \leq i \leq l$ and

$$
\begin{equation*}
\Gamma_{\eta-2 \delta} \cap L \subset \cap_{i=1}^{l} V\left(q_{i}\right) \cap L \subset \Gamma_{\eta-\delta} \cap L \tag{5.1}
\end{equation*}
$$

with

$$
V_{i}=V\left(q_{i}\right)=\left\{G:\left|\int q_{i} d G\right|<2(\eta-2 \delta), G \in \Lambda_{0 \Theta}\right\}
$$

Denote

$$
V=\cap_{i=1}^{k} V_{i}
$$

Since $\Gamma_{\eta-\delta} \cap L \subset U \cap L$ we get $V \subset U$. Hence

$$
\Omega_{0} \subset W=\Lambda_{0 \Theta} \backslash V
$$

Therefore it suffices to estimate the right hand-side of

$$
\log \left(\hat{P}_{n}\right)^{*}\left(P_{k_{n}}^{*} \in \hat{P}_{n}+a_{n} \Omega_{0}\right) \leq \log \hat{P}_{n}\left(P_{k_{n}}^{*} \in \hat{P}_{n}+a_{n} W\right)
$$

We have

$$
\begin{align*}
& \hat{P}_{n}\left(P_{k_{n}}^{*} \in \hat{P}_{n}+a_{n} W\right) \leq \sum_{i=1}^{k} \hat{P}_{n}\left(P_{k_{n}}^{*} \notin \hat{P}_{n}+a_{n} U_{i}\right)=  \tag{5.2}\\
& \sum_{i=1}^{k} \hat{P}_{n}\left(\int q_{i} d\left(P_{k_{n}}^{*}-\hat{P}_{n}\right)-2 a_{n}(\eta-2 \delta)>0\right) .
\end{align*}
$$

Thus it suffices to show that, for each $f \in \Theta, E[f(X)]=0, E\left[f^{2}(X)\right]=\eta-2 \delta$ and $n>n_{0}(\epsilon, f)$,
$\left(k_{n} a_{n}^{2}\right)^{-1} \log \hat{P}_{n}\left(\int f d\left(P_{k_{n}}^{*}-\hat{P}_{n}\right)>2 a_{n}(\eta-2 \delta)\right) \leq-2 \frac{(\eta-2 \delta)^{2}}{\operatorname{Var}\left[f\left(X_{1}\right)\right]}(1-\epsilon)=(\eta-2 \delta)(1-\epsilon)$
with probability $\kappa_{n}(\epsilon, U(f, q))$.
Denote $s^{2} \doteq s_{f}^{2} \doteq s_{n}^{2}=\frac{1}{n} \sum_{i=1}^{n} f^{2}\left(X_{i}\right)-\bar{f}^{2}$ with $\bar{f}=\frac{1}{n} \sum_{i=1}^{n} f\left(X_{s}\right)$. We put $\gamma=\frac{\sqrt{2} s \epsilon}{324 \sigma}$ where $\sigma^{2}=\operatorname{Var}\left[f\left(X_{1}\right)\right]=\eta-2 \delta$.

By Theorem 28 Ch. 4 in Petrov [23] we get $P\left(\left|s_{n}^{2}-\sigma^{2}\right|>\epsilon\right)<\beta_{2 n}(f)$ with $\beta_{2 n}(f)=C_{1}(f, \epsilon) n^{1-t}$. Thus, to prove (5.3), we can suppose that

$$
\begin{equation*}
\left|s_{n}^{2}-\sigma^{2}\right|<\epsilon \tag{5.4}
\end{equation*}
$$

Define the sets of events $A_{n f}=\left\{X_{1}, \ldots, X_{n}: \max _{1 \leq s \leq n}\left|f\left(X_{s}\right)\right|<\sigma \gamma a_{n}^{-1}\right\}$. We have

$$
\begin{equation*}
P\left(A_{n f}\right)<1-n P\left(\left|f\left(X_{1}\right)\right|>\sigma \gamma a_{n}^{-1}\right)=1-n h\left(\frac{a_{n}}{\sigma \gamma}\right) \doteq 1-\beta_{2 n} \tag{5.5}
\end{equation*}
$$

Note that, by (2.21), $n h\left(\frac{a_{n}}{\sigma \gamma}\right) \rightarrow 0$ as $n \rightarrow \infty$. Therefore it suffices to prove (5.3), if $A_{n f}$ hold.

The further reasoning is based on slightly simplified version of Theorem 3.2 in [26]. This version of Theorem is given below.

Let $Y_{1 n}, \ldots, Y_{k_{n}, n}$ be i.i.d.r.v'.'s having pm $P_{n}, E\left[Y_{1 n}\right]=0, \operatorname{Var}\left[Y_{1 n}\right]=\sigma^{2},\left|Y_{i n}\right|<$ $\sigma \gamma a_{n}^{-1}$. Denote

$$
S_{n}=\frac{1}{\sqrt{k_{n}} \sigma} \sum_{i=1}^{k_{n}} Y_{i n}
$$

Suppose that

$$
\begin{equation*}
a_{n}^{-2} z^{-2} \log E\left[\exp \left\{z a_{n} \sigma^{-1} Y_{1 n}\right\}\right]<C \quad \text { if } \quad|z|<\kappa \tag{5.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega=\frac{\sqrt{2} \kappa}{36 \max \{1, C\}}>1 \tag{5.7}
\end{equation*}
$$

Denote $\Delta=\omega a_{n} k_{n}^{1 / 2}$.

Theorem 5.1. Assume (5.6 5.7). Then

$$
\begin{equation*}
P\left(S_{n}>k_{n}^{1 / 2} a_{n}\right)=\left(1-\Phi\left(k_{n}^{1 / 2} a_{n}\right)\right) \exp \left\{L\left(k_{n}^{1 / 2} a_{n}\right)\right\}\left(1+\theta f_{1}\left(k_{n}^{1 / 2} a_{n}\right) \frac{k_{n}^{1 / 2} a_{n}+1}{\Delta}\right) \tag{5.8}
\end{equation*}
$$

with

$$
f_{1}\left(k_{n}^{1 / 2} a_{n}\right)=\frac{60\left(1+10 \Delta^{2} \exp \left\{-\left(1-\omega_{n}^{-1}\right) \sqrt{\Delta}\right\}\right)}{1-\omega_{n}^{-1}} .
$$

and

$$
\begin{equation*}
-\frac{k_{n} a_{n}^{2}}{3 \omega}<L\left(k_{n}^{1 / 2} a_{n}\right)<\frac{k_{n} a_{n}^{2}}{2} \frac{1}{1+\omega} . \tag{5.9}
\end{equation*}
$$

Note that, if $\omega>16$ and $a_{n} k_{n}^{1 / 2}>100$ then

$$
\begin{equation*}
\left|\theta_{1} f_{1}\left(k_{n}^{1 / 2} a_{n}\right)\right| \frac{k_{n}^{1 / 2} a_{n}+1}{\Delta}<6 . \tag{5.10}
\end{equation*}
$$

If $|z|<\kappa$ and $\left|f\left(X_{i}\right)\right|<\sigma \gamma a_{n}^{-1}, 1 \leq i \leq n$, we have
$\log E_{\hat{P}_{n}}\left\{\exp \left\{z a_{n}\left(f\left(X_{1}^{*}\right)-\bar{f}\right) / s\right\}\right\}=$
$\log \left[\frac{1}{n} \sum_{l=1}^{n} \exp \left\{z a_{n}\left(f\left(X_{i}\right)-\bar{f}\right) / s\right\}\right]=$
$\log \left(1+\frac{z^{2} a_{n}^{2}}{2}+\frac{\theta^{3} z^{3} a_{n}^{3} s^{-3}}{6 n} \sum_{i=1}^{n}\left(f\left(X_{i}\right)-\bar{f}\right)^{3} \exp \left\{\theta z a_{n}\left(f\left(X_{i}\right)-\bar{f}\right) / s\right\}\right) \doteq \tau_{n}$
with $0<\theta<1$.
Since

$$
\exp \left\{\theta z a_{n}\left(f\left(X_{1}\right)-\bar{f}\right) / s\right\}<\exp \left\{2 \gamma \kappa \theta \sigma s^{-1}\right\} \doteq R
$$

using $\ln (1+x)<x, x>0$, we get

$$
\begin{equation*}
\tau_{n}<\log \left(1+\frac{z^{2} a_{n}^{2}}{2}\left(1+\gamma \kappa \sigma R s^{-1}\right)\right)<\frac{z^{2} a_{n}^{2}}{2}\left(1+\gamma \kappa \sigma R s^{-1}\right)=z^{2} a_{n}^{2} D \tag{5.12}
\end{equation*}
$$

with $D=\frac{1+\gamma \kappa R \sigma s^{-1}}{2}$.
If

$$
\begin{equation*}
\kappa=\frac{s}{2 \gamma \sigma}, \tag{5.13}
\end{equation*}
$$

then $R<3$ and $D<2$. Therefore

$$
\omega>\frac{9}{2 \epsilon}, \quad L\left(k_{n}^{1 / 2} a_{n}\right) \leq \frac{k_{n}^{1 / 2} a_{n}^{2}}{2} \frac{\epsilon}{9 / 2+\epsilon} .
$$

Hence, by (5.8), (5.10), we get

$$
\begin{align*}
& \left(k_{n} a_{n}^{2}\right)^{-1} \log \hat{P}_{n}\left(\int f d\left(P_{k_{n}}^{*}-\hat{P}_{n}\right)>2 a_{n}(\eta-2 \delta)\right) \leq \\
& -\frac{1}{2} s^{-2}(\eta-2 \delta)^{2}\left(1-\frac{\epsilon}{9 / 2+\epsilon}\right)+\left(\log 7-\frac{1}{2} \log \left(2 \pi s^{-2}(1+\epsilon)\right)\right)\left(k_{n} a_{n}^{2}\right)^{-1} \leq \\
& -\frac{1}{2} s^{-2}(\eta-2 \delta)^{2}\left(1-\frac{\epsilon}{2}\right)+C\left(k_{n} a_{n}^{2}\right)^{-1} \\
& =-\frac{1}{2} s^{-2}(\eta-2 \delta)^{2}\left(1-\frac{\epsilon}{2}\right)+C\left(k_{n} a_{n}^{2}\right)^{-1} \\
& \leq-\frac{1}{2} s^{-2}(\eta-2 \delta)^{2}\left(1-\frac{\epsilon}{2}\right)+C\left(k_{n} a_{n}^{2}\right)^{-1} \tag{5.14}
\end{align*}
$$

This implies (5.3) if (5.4) and $\left|f\left(X_{i}\right)\right|<\sigma \gamma a_{n}^{-1}, 1 \leq i \leq n$ hold. This completes the proof of (2.23).

If $\rho_{0}^{2}\left(\mathfrak{c l}\left(\Omega_{0}\right), P\right)=\infty$, we put $\eta=L$. After that we implement the same reasoning for the proof of (2.24).

The proof of lower bound (2.22) is based on standard reasoning (see Sanov 24, Dembo and Zeitouni [10, de Acosta [8] and references therein) and estimates of Theorem 5.1. For any $\delta>0$ there exists open set $U=U\left(f_{1}, \ldots, f_{l}, G, \gamma_{1}, \ldots, \gamma_{l}\right)$ such that $U \subset \operatorname{int}\left(\Omega_{0}\right)$ and $\rho_{0}^{2}(U, P)<\eta+\delta, \rho_{0}^{2}(G, P)<\eta+\delta$. Hence it suffices to find the lower bound for the asymptotic

$$
\left(k_{n} a_{n}^{2}\right)^{-1} \log \hat{P}_{n}\left(P_{k}^{*} \in \hat{P}_{n}+a_{n} U\right)
$$

Similarly to the proof of upper bound we can suppose that the signed measure $G$ has the density $g=\frac{d G}{d P}=\sum_{i=1}^{l} \lambda_{i} f_{i}, f_{i} \in \Theta$. Thus the problem became the finite dimensional problem as well.

Let us fix $\lambda, 0<\lambda<1$ such that $\lambda G \in U$. Note that value of $\lambda$ can be chosen arbitrary from some vicinity of 1 . Define the set $U_{1}=U \cap U\left(g, G, 2(1-\lambda)^{2}\|g\|^{2}\right)$. It is clear that we can choose $\lambda$ so that $\rho_{0}^{2}\left(U_{1}: P\right) \leq \lambda^{2}\|g\|^{2}$
Lemma 5.2. There exist simplex $\tilde{U} \subset U_{1}$ bounded the hyperplane $\Pi=\{R$ : $\left.\int g d R=2 \lambda^{2}\|g\|^{2}, R \in \Lambda_{0 \Theta}\right\}$ and hyperplanes $\Pi_{i}=\left\{R: \int g_{i} d R=c_{i}, R \in \Lambda_{0 \Theta}\right\}$ with $g_{i} \in \Theta, 1 \leq i \leq l$ such that $\rho_{0}^{2}\left(\Pi_{i}: P\right) \geq \lambda^{2}\|g\|^{2}=\rho_{0}^{2}(\Pi: P)$.

Let Lemma 5.2 be valid. Suppose $A_{b f}$ holds with $f=g$ and $f=g_{i}, 1 \leq i \leq l$. Then, applying Theorem 5.1] we get

$$
\begin{align*}
& \hat{P}_{n}\left(P_{k_{n}}^{*} \in \hat{P}_{n}+a_{n} U_{1}\right) \geq \hat{P}_{n}\left(P_{k_{n}}^{*} \in \hat{P}_{n}+a_{n} \tilde{U}\right) \geq \\
& \hat{P}_{n}\left(\int g d\left(P_{k_{n}}^{*}-\hat{P}_{n}\right)>2 \lambda^{2}\|g\|^{2} a_{n}\right)- \\
& \sum_{i=1}^{l} \hat{P}_{n}\left(\int g_{i}\left(d P_{k_{n}}^{*}-\hat{P}_{n}\right)>a_{n} c_{i}\right) \geq  \tag{5.15}\\
& \hat{P}_{n}\left(\int g d\left(P_{k_{n}}^{*}-\hat{P}_{n}\right)>2 \lambda^{2}\|g\|^{2} a_{n}\right)-\sum_{i=1}^{l} \exp \left\{-\rho_{0}^{2}\left(\Pi_{i}: P\right) a_{n}^{2} k_{n}\left(1+\epsilon_{n}\right)\right\} .
\end{align*}
$$

with $\epsilon_{n} \rightarrow 0$ as $n \rightarrow \infty$.
Thus it remains to implement Theorem 5.1 to the first addendum in the righthand side of (5.15).

By (5.8) and (5.9), we get

$$
\begin{align*}
& \left.\left(a_{n}^{2} k_{n}\right)^{-1} \log \hat{P}_{n}\left(\int g d P_{k_{n}}^{*}-\hat{P}_{n}\right)>a_{n}\|g\|\right) \geq \\
& -\frac{1}{2}\|g\|^{2}\left(1+\frac{1}{3 \omega}\right)+c\left(k_{n} a_{n}^{2}\right)^{-1}=-\frac{1}{2}\|g\|^{2}\left(1+\frac{s}{9 \sigma} \epsilon\right)+c\left(k_{n} a_{n}^{2}\right)^{-1} \tag{5.16}
\end{align*}
$$

This completes the proof of lower bound.
Proof of Lemma 5.2. The problem is reduced to the following. There is given a parallelepiped $U_{1}$ in $R^{l+1}$ and $0 \notin U_{1}, \rho\left(0, U_{1}\right)=\inf _{x \in U_{1}}|x|$. The point $u$ lies on the face $\Pi$ of parallelepiped $U_{1}$ and $\rho(0, u)=\rho\left(0, U_{1}\right)$. One needs to point out simplex $V \subset U_{1}$ such that $\Pi \cap V$ is the face of $V, u \in \Pi \cap V$ and for any hyperplane $\Pi_{1}$ passing through another face of V it holds $\rho\left(0, \Pi_{1}\right)>\rho(0, u)$. Let the distance of $u$ from any face other than $\Pi$ exceeds $r_{0}$. A simple trigonometric reasoning shows that the simplex $V$ can be defined as follows. We take the vertex $v=\left(1+\frac{1}{2} r^{2}\right) u$ of $V$ where $r \ll r_{0}$ and all other vertices $v_{i}, 1 \leq i \leq l$ belong $\Pi$ and $\left|v_{i}-u\right|=r$.

For the proof of this statement it suffices to consider the case $l=1$. Let us draw through $v$ the line $L$ intersecting the line $\Pi$ at the point $w$ and such that $w$
is orthogonal to $L$. Then $|u-v|=|w-u|^{2}|u|^{-1}(1+o(1))$. Therefore, if the line $L_{1}, v \in L_{1}$ intersect $\Pi$ at the point $z=c|w-u|^{2}|u|^{-1}, c<1$ then $\rho\left(0, L_{1}\right)>|u|$. This completes the proof of Lemma 5.2 .
Proof of Theorem 2.5. The reasoning is based on estimates of Theorem 2.6, We begin with the proof of upper bound (2.20) in the case of $\tau_{\Theta_{2 h}}$-topology. Suppose that $\rho_{0}^{2}\left(\mathfrak{c l}\left(\Omega_{0}\right), P\right)<\infty$. If $\rho_{0}^{2}\left(\mathfrak{c l}\left(\Omega_{0}\right), P\right)=\infty$, the reasoning are similar. It suffices to prove that for any $\epsilon>0$

$$
\begin{equation*}
\left(k_{n} a_{n}^{2}\right)^{-1} \log \left(\hat{P}_{n}\right)^{*}\left(P_{k_{n}}^{*} \in \hat{P}_{n}+a_{n} \Omega_{0}\right) \leq-\rho_{0}^{2}\left(\mathfrak{c l}\left(\Omega_{0}\right), P\right)+\epsilon \quad \text { a.s. } \tag{5.17}
\end{equation*}
$$

By the Strong Law of Large Numbers and (2.17), for any $f \in \Theta$, we get

$$
\begin{equation*}
s_{n}^{2}(f) \rightarrow \sigma^{2}(f) \quad \text { a.s. } \tag{5.18}
\end{equation*}
$$

with $\sigma^{2}(f)<\infty$.
By (2.18) and (2.16), for any $\delta>0$, we get

$$
\begin{align*}
& P\left(\max _{i \geq l} a_{i}\left|f\left(X_{i}\right)\right| \leq \delta\right)=\prod_{i=l}^{\infty}\left(1-P\left(\left|f\left(X_{i}\right)\right|>\delta a_{s}^{-1}\right)\right) \\
& \geq \prod_{i=l}^{\infty}\left(1-h\left(a_{i} / \delta\right)\right) \geq \exp \left\{\sum_{i=l}^{\infty} h\left(a_{i} / \delta\right)\right\}=1+o(1) \tag{5.19}
\end{align*}
$$

as $l \rightarrow \infty$.
For any $k$,

$$
\begin{equation*}
P\left(\max _{1 \leq i \leq k} a_{n}\left|f\left(X_{i}\right)\right|>\delta\right)=o(1) \tag{5.20}
\end{equation*}
$$

as $n \rightarrow \infty$.
Note that $\max _{i \geq k} a_{i}\left|f\left(X_{i}\right)\right|<\delta$ implies $\max _{k \leq i \leq n}\left|f\left(X_{i}\right)\right|<\delta a_{n}^{-1}$. Therefore, by (5.19) and (5.20), we get

$$
\begin{equation*}
\max _{1 \leq s \leq n}\left|f\left(X_{s}\right)\right|<\delta a_{n}^{-1} \quad \text { a.s. } \tag{5.21}
\end{equation*}
$$

Using (5.18), (5.21), we can implement the same technique for the proof of (5.3) as in the proof of (2.22) in Theorem 2.6. This completes the proof of (2.20)

For the proof of (2.20) in the case of $\tau_{\Theta_{t}}$-topology it suffices to show that, for any $\delta>0$

$$
\begin{equation*}
I_{k} \doteq P\left(\max _{i>k} a_{i}\left|f\left(X_{i}\right)\right|>\delta\right)=o(1) \tag{5.22}
\end{equation*}
$$

as $k \rightarrow \infty$.
We have

$$
\begin{align*}
& I_{k} \leq \sum_{i=k}^{\infty} P\left(f\left(X_{i}\right)>\delta a_{i}^{-1}\right) \\
& =\sum_{i=k+1}^{\infty}(n-k) P\left(\delta a_{i-1}^{-1}<\left|f\left(X_{s}\right)\right| \leq \delta a_{i}^{-1}\right) \doteq J_{k} \tag{5.23}
\end{align*}
$$

Define the function $u(x)=\delta a_{i-1}^{-1}+\delta\left(a_{i}^{-1}-a_{i-1}^{-1}\right)(x-i+1)$ if $x \in\left[a_{i-1}^{-1}, a_{i}^{-1}\right)$. Define the inverse function $v(y)=\inf \left\{t: u(t)=y, t \in R^{1}\right\}$. Define the distribution function $F(x)=P(|f(X)|<x), x \in R_{+}^{1}$.

Then

$$
\begin{equation*}
J_{k} \leq 2 \int_{a_{k}^{-1}}^{\infty} v(x) d F(x) \leq 2 \int_{a_{k}^{-1}}^{\infty} x^{t} d F(x)=o(1) \tag{5.24}
\end{equation*}
$$

as $k \rightarrow \infty$. This implies (5.22).
The proof of lower bound (2.19) is based on similar reasoning and is omitted.

## 6. Appendix

Proof of Theorem 2.4. One needs to show that

$$
\begin{equation*}
-\log P\left(\sum_{i=1}^{n} Y_{i}^{*}>n e_{n}\right)=o\left(n e_{n}^{2}\right) \tag{6.1}
\end{equation*}
$$

Define the events $A_{n i}=U_{n i} \cup V_{n i}, 1 \leq i \leq n$ with $U_{n i}=\left\{Y_{i}:\left|Y_{i}\right|<b_{n}^{-1}\right\}$ and $V_{n i}=\left\{Y_{i}: r_{n}<Y_{i}\right\}$. Denote $A_{n}=\cap_{i=1}^{n} A_{n i}$.

By (2.2), we get

$$
\begin{align*}
& P\left(A_{n}\right)>1-P\left(\max _{1 \leq i \leq n}\left|Y_{i}\right|>b_{n}^{-1}\right)>  \tag{6.2}\\
& 1-n P\left(\left|Y_{1}\right|>b_{n}^{-1}\right)=1+o(1)
\end{align*}
$$

Denote $P_{c n}$ the conditional probability measure $Y_{1}$ given $Y_{1} \in A_{n 1}$.
By (6.2), we get

$$
\begin{align*}
& P\left(\sum_{i=1}^{n} Y_{i}^{*}>n e_{n}\right) \geq P\left(\sum_{i=1}^{n} Y_{i}^{*}>n e_{n} \mid A_{n}\right) P\left(A_{n}\right)=  \tag{6.3}\\
& P_{c n}\left(\sum_{i=1}^{n} Y_{i}^{*}>n e_{n}\right)(1+o(1)) .
\end{align*}
$$

Thus it suffices to prove (6.1) with pm $P$ replaced by pm $P_{c n}$. Denote $p_{n}=$ $P_{c n}\left(Y_{1}>r_{n}\right)$. By (2.2), we get $n p_{n} \rightarrow 0$ as $n \rightarrow \infty$. Define the events $W_{n}\left(k_{n}\right)=$ $\left\{Y_{1}, \ldots, Y_{n}: n-k_{n}\right.$ random variables $Y_{1}, \ldots, Y_{n}$ belong $\left(0, b_{n}^{-1}\right)$ and $k_{n}$ random variables $Y_{1}, \ldots, Y_{n}$ belong $\left.\left(r_{n}, \infty\right)\right\}$. Suppose that $k=k_{n} \rightarrow \infty$ as $n \rightarrow \infty$ and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} k_{n} n p_{n}=0, \quad \lim _{n \rightarrow \infty}\left(r_{n} e_{n}\right)^{-1} \log \frac{n e_{n}}{r_{n} k_{n}}=0 \tag{6.4}
\end{equation*}
$$

By the Stirling formula, we get

$$
\begin{align*}
& v_{n} \doteq P_{c n}\left(W_{n}(k)\right)=\frac{n!}{(n-k)!k!} p_{n}^{k}\left(1-p_{n}\right)^{n-k}= \\
& (2 \pi)^{-1 / 2} \exp \{(n+1 / 2) \log n-(n-k+1 / 2) \log (n-k)-(k+1 / 2) \log k+ \\
& \left.k \log p_{n}+(n-k) \log \left(1-p_{n}\right)\right\}(1+o(1))= \\
& \exp \left\{-(n-k+1 / 2) \log \frac{n-k}{n\left(1-p_{n}\right)}-k \log \frac{k}{n p_{n}}(1+o(1))\right\}=  \tag{6.5}\\
& \exp \left\{-n(1-k / n)\left(-k / n+p_{n}\right)(1+o(1))-k \log \left[k /\left(n p_{n}\right)\right](1+o(1))\right\}= \\
& \exp \left\{\left(k-n p_{n}-k \log \left(k /\left(n p_{n}\right)\right)(1+o(1))\right\}=\right. \\
& \exp \left\{-k \log \frac{k}{n p_{n}}(1+o(1))\right\} .
\end{align*}
$$

It follows from (2.13), (6.5) that we can choose $k=k_{n}$, such that

$$
\begin{equation*}
\left|\log v_{n}\right|=O\left(k_{n}\left|\log \left(n p_{n}\right)\right|\right)=o\left(n e_{n}^{2}\right) \tag{6.6}
\end{equation*}
$$

Define the random variable $l_{n}$ which equals the number of $Y_{i}^{*}, 1 \leq i \leq n$ such that $Y_{i}^{*} \in\left(r_{n}, \infty\right)$. Denote $u_{n}=c \frac{n e_{n}}{r_{n}}=c \frac{n e_{n}^{2}}{r_{n} e_{n}}$ with $c>1$ and denote $m_{n}=\left[u_{n}\right]$. Suppose that $\frac{u_{n}}{k_{n}} \rightarrow \infty$ as $n \rightarrow \infty$. Then estimating similarly to (6.5) we get

$$
\begin{equation*}
P_{c}\left(l_{n}>u_{n} \mid W_{n}\left(k_{n}\right)\right)=\exp \left\{-u_{n} \log \frac{u_{n}}{k_{n}}(1+o(1))\right\} \tag{6.7}
\end{equation*}
$$

Denote $c_{1}=c-1$. Denote $Y^{1 *} \leq \ldots \leq Y^{n *}$ the order statistics of $Y_{1}^{*}, \ldots, Y_{n}^{*}$.

The event $\left\{Y_{1}^{*}, \ldots, Y_{n}^{*}: \sum_{i=1}^{n} Y_{i}^{*}>n e_{n}\right\}$ contains the event

$$
\begin{aligned}
U_{n}= & \left\{Y_{1}^{*}, \ldots, Y_{n}^{*}: \sum_{j=1}^{n-m_{n}} Y^{j *}>-c_{1} n e_{n},\left|Y^{j *}\right|<b_{n}^{-1}\right. \\
& \left.1 \leq j \leq n-m_{n}, Y^{t *}>r_{n}, n-m_{n}<t \leq n\right\}
\end{aligned}
$$

since, if $U_{n}$ holds,

$$
\sum_{t=n-m_{n}-1}^{n} Y^{t *}>r_{n} m_{n}=c r_{n} \frac{n e_{n}}{r_{n}}=c n e_{n}
$$

Hence it suffices to show that

$$
\begin{equation*}
\log P_{c}\left(U_{n}\right)=o\left(n e_{n}^{2}\right) \tag{6.8}
\end{equation*}
$$

We have

$$
\begin{align*}
& P_{c}\left(U_{n}\right) \geq P_{c}\left(l_{n}=m_{n}\right) P_{c}\left(\sum_{i=1}^{n-m_{n}} Y_{i}^{*}>-c_{1} n e_{n},\left|Y_{i}^{*}\right|<b_{n}^{-1}, 1 \leq i \leq n-m_{n}\right) \geq \\
& P_{c}\left(l_{n}=m_{n} \mid W_{n}\left(k_{n}\right)\right) P_{c}\left(W_{n}\left(k_{n}\right)\right) P_{c}\left(\sum_{i=1}^{n-m_{n}} Y_{i}^{*}>-c_{1} n e_{n},\left|Y_{i}^{*}\right|<b_{n}^{-1}, 1 \leq i \leq n-m_{n}\right) \tag{6.9}
\end{align*}
$$

Denote $q_{n}=P_{c}\left(\left|Y_{1}\right|<b_{n}^{-1}\right)$. Define the conditional probability measure $P_{b_{n}}$ of the random variable $Y_{1}$ given $\left|Y_{1}\right|<b_{n}^{-1}$.

We have

$$
\begin{align*}
& P_{c}\left(\left|Y_{1}^{*}\right|<b_{n}^{-1}\right)=\sum_{i=1}^{n} \frac{n!}{(n-i)!!!} q_{n}^{i}\left(1-q_{n}\right)^{n-i} \frac{i}{n}= \\
& =q_{n} \sum_{i=1}^{n} \frac{(n-1)!}{(n-i)!(i-1)!} q_{n}^{i-1}\left(1-q_{n}\right)^{n-i}=q_{n} \tag{6.10}
\end{align*}
$$

We have

$$
\begin{align*}
& P_{c}\left(\sum_{i=1}^{n-m_{n}} Y_{i}^{*}>-c_{1} n e_{n}| | Y_{i}^{*} \mid<b_{n}^{-1}, 1 \leq i \leq n-m_{n}\right)=  \tag{6.11}\\
& 1-P_{c}\left(\sum_{i=1}^{n-m_{n}} Y_{i}^{*}<-c_{1} n e_{n}| | Y_{i}^{*} \mid<b_{n}^{-1}, 1 \leq i \leq n-m_{n}\right)
\end{align*}
$$

By Chebyshev inequality, using (6.10), we get
$P_{c}\left(\sum_{i=1}^{n-m_{n}} Y_{i}^{*}<-c_{1} n e_{n}| | Y_{i}^{*} \mid<b_{n}^{-1}, 1 \leq i \leq n-m_{n}\right) \leq$
$\frac{n-m_{n}}{c_{1}^{2}\left(n-m_{n}\right)^{2} e_{n}^{2}} E_{c}\left[\operatorname{Var}_{\hat{P}_{n}}\left(Y_{1}^{*}| | Y_{1}^{*} \mid<b_{n}^{-1}\right)\right]=$
$\frac{q_{n}^{2}}{c_{1}^{2}\left(n-m_{n}\right) e_{n}^{2}} \sum_{t=0}^{n} C_{n}^{t} q_{n}^{t}\left(1-q_{n}\right)^{n-t} E_{b_{n}}\left[(n-t)^{-1} \sum_{i=1}^{n-t}\left(Y_{i}-(n-t)^{-1} \sum_{j=1}^{n-t} Y_{j}\right)^{2}\right]=$
$\frac{q_{n}^{2}}{c_{1}^{2}\left(n-m_{n}\right) e_{n}^{2}} \sum_{t=0}^{n} C_{n}^{t} q_{n}^{t}\left(1-q_{n}\right)^{n-t} \frac{t-1}{t} \operatorname{Var}_{b_{n}}[Y] \leq \frac{q_{n}^{2}}{c_{1}^{2}\left(n-m_{n}\right) e_{n}^{2}} \operatorname{Var}_{b_{n}}[Y]$.
and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} q_{n}^{2} \operatorname{Var}_{b_{n}}[Y]=\operatorname{Var}[Y] \tag{6.12}
\end{equation*}
$$

By (6.5]6.7), we get

$$
\begin{align*}
& P_{c}\left(l_{n}=m_{n} \mid W_{n}\left(k_{n}\right)\right) P_{c}\left(W_{n}\left(k_{n}\right)\right)= \\
& \exp \left\{-\frac{c n e_{n}^{2}}{r_{n} e_{n}} \log \frac{n e_{n}}{r_{n} k_{n}}-c k_{n} \log \frac{k_{n}}{n p_{n}}(1+o(1))\right\}=\exp \left\{-o\left(n e_{n}^{2}\right)\right\} \tag{6.14}
\end{align*}
$$

where the last equality follows from (6.4]6.6). Now (6.8) follows from (6.11](6.14). This completes the proof of Theorem 2.4.
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