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Optimal multiple stopping with random

waiting times
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In the standard models for optimal multiple stopping problems it is as-
sumed that between two exercises there is always a time period of deter-
ministic length δ, the so called refraction period. This prevents the optimal
exercise times from bunching up together on top of the optimal stopping time
for the one-exercise case. In this article we generalize the standard model
by considering random refraction times. We develop the theory and reduce
the problem to a sequence of ordinary stopping problems thus extending the
results for deterministic times. This requires an extension of the underlying
filtrations in general. Furthermore we consider the Markovian case and treat
an example explicitly.
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1. Introduction

The aim of this paper is to extend the theory of optimal multiple stopping. These
stopping problems with multiple exercise opportunities arise in different fields of applied
probability, in particular in the analysis of options traded on the energy market. For
example swing options entitle the buyer to exercise a certain right n times in a given
time interval. The buyer of the option is faced with the following optimization problem:
What are the best times to exercise these rights? This leads to the problem

Maximize E(Y (τ1) + ... + Y (τn)) for (τ1, ..., τn) with τ1 ≤ ... ≤ τn.

Without any further restrictions one can see that the optimal strategy is to exercise
all rights at that same time, namely at the time when one would exercise for n = 1.
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But typically there are restrictions imposed on the exercise dates. The most relevant
restriction is that between each two exercise times there must be a pre-specified time
interval, the so called refraction period, of length δ, i.e. τi + δ ≤ τi+1 for all i.
In the existing models for such situations it is assumed that δ is a given constant, see
e.g. [CT08], but in real world situations random waiting times might arise. So, in this
article we introduce random waiting times δ1, ..., δn−1. For dealing with this extended
problem we note that the optimal strategies τi, i ≥ 2, will depend on the values δ1, ..., δi−1;
therefore we have to enrich the standard filtration to include the information given by
the random waiting times. This is carried out for the continuous time case in Section 2
and first properties of the enriched filtration are noted there.
The main tool for a solution of optimal multiple stopping problems lies in the reduction
of the original problem to a sequence of n ordinary optimal stopping problems. This
approach is well known for the problem with deterministic waiting times, see e.g. [BS06,
Section 2] and the references therein for the discrete time case and [CD08, Proposition
3.2] and [CT08, Theorem 2.1] for the continuous time case. An extension to a more
general situation can be found in [KQRM11]. This reduction can be used to apply known
techniques for ordinary optimal stopping problems to solve multiple stopping problems
(semi-)explicitly or numerically, see e.g. [JRT04], [Tho95] and [MH04], also [Ben11b]
and [Ben11a]. We establish such a reduction principle in Section 3 and furthermore
carry over the results to the discrete time case. In Section 4 we establish the theory for
underlying Markov processes. We treat an example in Subsection 4.1, where we can find
the explicit solution.
In Section 5 we introduce a second model that covers other classes of real-world problems,
such as employee options. The basic idea is that additionally to the reward process
another process is running, and it is only possible to exercise again when the second
process enters a given set B. We develop the theory, but because this model is easier
to handle and many ideas are similar to the arguments given before we just sketch the
proofs. We use these results for treating an example with explicit solution in Section 6.
This is remarkable since in the theory for deterministic waiting times no such examples
seem to be known.

2. The model and first properties

For the following we fix a probability space (Ω, F ,P) and a filtration F = (Ft)t≥0 fulfilling
the usual conditions, i.e. F is right-continuous and F0 contains all P -null-sets. Further-
more let Y = (Y (t))t≥0 be an F-adapted, non-negative and right-continuous stochastic
process with the property

E

(

sup
t≥0

Y (t)
)

< ∞. (1)

We denote by S the set of all F-stopping times with values in [0, ∞] and write

Sσ := {τ ∈ S; τ ≥ σ}
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for all σ ∈ S. Note that the value ∞ is admitted. Furthermore, we write F∞ :=

σ
(

⋃

t≥0 Ft

)

and Y (+∞) := lim sup Y (t).

Moreover we fix a number n that represents the number of exercise opportunities. As
discussed in the introduction, between each two exercise times τi and τi+1 we have to wait
at least δi time units. Now we assume δ1, ..., δn−1 to be non-negative random variables
which are finite a.s. In this case the holder of the option has to use the information
given by the waiting times for the next decision. This information is a priori unrelated
to the information given by the filtration F. Hence F is not the adequate filtration for
formulating the multiple optimal stopping problem with random waiting times:
If the holder of the option exercises the first time using the strategy τ1 and waits for δ1

time units, then the information available at time t is given by Ft∪{{τ1+δ1 ≤ s}; s ≤ t}.
Hence for the strategy τ2 the holder has this information at time t, i.e. τ2 should be
modeled as a stopping time with respect to (σ(Ft ∪ {{τ1 + δ1 ≤ s}; s ≤ t}))t≥0. In
the following subsection we study this filtration in detail before formulating the multiple
optimal stopping problem with random waiting times in this model. In order to enhance
readability, some proofs are are given in an appendix.

2.1. Exercise strategies with random waiting times

For shorter notation we use the following definition:

Definition 2.1. For each ρ : Ω → [0, ∞] let Gρ be the smallest filtration such that ρ is
a stopping time, i.e.

Gρ
t =

⋂

{At; A = (As)s≥0 is a filtration and ρ is an A-stopping time}, t ≥ 0.

For example if ρ is an F -stopping time, then Gρ
t ⊆ Ft for all t ≥ 0. In particular if ρ

is a constant, then Gρ
t = {∅, Ω}. Furthermore one immediately checks that

Gρ
t = σ

(

{{ρ ≤ s}; s ≤ t}
)

(2)

= σ
(

ρ 1[0,t](ρ), 1{0}(ρ)
)

. (3)

Definition 2.2. For each filtration A = (At)t≥0 and each ρ : Ω → [0, ∞] let Aρ =
(Aρ

t )t≥0 be the smallest right-continuous filtration containing A such that ρ is a stopping

time, i.e. Aρ the right-continuous filtration generated by filtration
(

σ(At, Gρ
t )
)

t≥0
.

Furthermore for all ρ1, ..., ρn : Ω → [0, ∞] define recursively

Aρ1,...,ρi =
(

Aρ1,...,ρi−1

)ρi

.

The following proposition lists some properties of Aρ for later use.

Proposition 2.1. With the notation given above it holds that:

(i) Aρ = A, if ρ is an A-stopping time and A is right-continuous.
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(ii) Gρ
t−s = Gρ+s

t and Aρ
t−s ⊆ Aρ+s

t for all s ≤ t.

(iii) Aσ+ρ
t |{σ=τ}= Aτ+ρ

t |{σ=τ} for all t ≥ 0 and A-stopping times σ and τ , where
C |D:= {C ∩ D; C ∈ C} for all σ-algebras C, D ⊆ Ω.

(iv) Aσ+ρ
t ⊇ Aτ+ρ

t for all t ≥ 0 and A-stopping times σ ≤ τ with countable range.

Proof. See A.1.

Now we come back to the model described at the beginning of this section by intro-
ducing the strategies:

Definition 2.3. Write δ := (δ1, ..., δn−1) for short. For each F-stopping time σ define

Sn
σ (δ,F) :=

{

(τ1, ..., τn); τ1 is F-stopping time and σ ≤ τ1, (4)

τi is Fτ1+δ1,...,τi−1+δi−1-stopping time

and τi−1 + δi−1 ≤ τi, i = 2, ..., n
}

and

Sn
σ (δ,F)disc :=

{

(τ1, ..., τn) ∈ Sn
σ (δ,F); range(τ1) is countable

}

. (5)

We also write Sn
σ (δ) := Sn

σ (δ,F) and Sn
σ (δ)disc := Sn

σ (δ,F)disc for short. The notation
is a direct generalization of that given, e.g., in [CT08] for deterministic δ since from
Proposition 2.1 it follows

Sn
σ (δ) = {τ ∈ Sn; σ ≤ τ1, τi−1 + δi−1 ≤ τi, i = 1, .., n}

if δ1, ..., δn−1 are F-stopping times, in particular if δ = δ1 = ... = δn−1 are constants.
The following lemma summarizes some useful facts for later use.

Lemma 2.2. Let σ and τ be F-stopping times and write Lδ := (δ2, ..., δn−1).

(i) It holds that

Sn
σ (δ,F) =

{

(τ1, ..., τn); τ1 ∈ Sσ, (τ2, ..., τn) ∈ Sn−1
δ1+τ1

(Lδ,Fτ1+δ1)
}

and

Sn
σ (δ,F)disc =

{

(τ1, ..., τn); τ1 ∈ Sσ,disc, (τ2, ..., τn) ∈ Sn−1
δ1+τ1

(Lδ,Fτ1+δ1)
}

.

(ii) For all (τ2, ..., τn) ∈ Sn−1
τ+δ1

(Lδ,Fτ+δ1) and λ≥ 0 it holds that

(

τ21{τ=λ}+(λ+δ1)1{τ 6=λ}, ..., τn1{τ=λ}+(λ+δ1+...+δn−1)1{τ 6=λ}

)

∈ Sn−1
λ+δ1

(Lδ,Fλ+δ1).
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(iii) For all (τ2, ..., τn) ∈ Sn−1
λ+δ1

(Lδ,Fλ+δ1) it holds that

(

τ21{τ=λ}+(τ +δ1)1{τ 6=λ}, ..., τn1{τ=λ}+(τ +δ1+...+δn−1)1{τ 6=λ}

)

∈ Sn−1
τ+δ1

(Lδ,Fτ+δ1).

(iv) For all (τ2, ..., τn) ∈ Sn−1
τ+δ1

(Lδ,Fτ+δ1) and c≥ 0

(τ2 + c, ..., τn + c) ∈ Sn−1
τ+c+δ1

(Lδ,Fτ+c+δ1).

Proof. See A.2.

Remark 2.3. At a first glance one might think that the set Sn
σ (δ,F) is closed under

taking (component wise) maxima. This is not true in general: Indeed if ρ1 and τ1 are
F-stopping times with ρ1 ≥ τ1, τ2 is an Fτ1+δ1-stopping time and ρ2 an Fρ1+δ1-stopping
time with ρ2 ≤ τ2 and τ2 is not an Fρ1+δ1-stopping time, then ρ2 ∨ τ2 = τ2 is not an
F(ρ1∨τ1)+δ1 = Fρ1+δ1-stopping time.
On the other hand if δ1, ..., δn−1 are F-stopping times, then this property obviously holds.

2.2. Formulation of the problem

Using the notation given in the previous subsection we can state the problem of optimal
multiple stopping with random waiting times:
Maximize the expectation

E

( n
∑

i=1

Y (τi)
)

over all (τ1, ..., τn) ∈ Sn
0 (δ,F). To treat this problem we extend it in the usual way as

follows:

Definition 2.4. For each F-stopping time σ write

Zn(σ) := Zδ,F
n (σ) := esssup

τ∈Sn
σ (δ,F)

E

( n
∑

i=1

Y (τi)
∣

∣

∣

∣

Fσ

)

(6)

and

Zn(σ)disc := Zδ,F
n (σ)disc := esssup

τ∈Sn
σ (δ,F)disc

E

( n
∑

i=1

Y (τi)
∣

∣

∣

∣

Fσ

)

. (7)

Furthermore let Z0(σ) ≡ Z0(σ)disc :≡ 0.

We immediately obtain

Proposition 2.4. For all F-stopping times σ it holds that

(i) Zn(σ)disc ≤ Zn(σ).

(ii) If δ1, ..., δn−1 are F-stopping times, then there is equality in (i).
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Proof. (i) is immediate since Sn
σ (δ,F)disc ⊆ Sn

σ (δ,F).
For (ii) let τ ∈ Sn

σ (δ,F). Take a sequence (τ 1
k )k∈N of F-stopping times with countable

range and τ 1
k ↓ τ1 for k → ∞. For each k ∈ N define

τ̃ 1
k := τ 1

k and τ̃ i+1
k = max{τ̃ i

k + δi, τi+1}. (8)

Then (τ̃ 1
k , ..., τ̃n

k ) ∈ Sn
σ (δ)disc for all k ∈ N and (τ̃ i

k)k∈N converges to τi a.s. for all i ∈ N≤n.
Therefore

E

( n
∑

i=1

Y (τi)
∣

∣

∣

∣

Fσ

)

= lim
k→∞

E

( n
∑

i=1

Y (τ̃ i
k)
∣

∣

∣

∣

Fσ

)

≤ esssup
ρ∈Sn

σ (δ)disc

E

( n
∑

i=1

Y (ρi)
∣

∣

∣

∣

Fσ

)

≤ Zn(σ)disc.

3. Reduction principle for the problem

To develop the theory of multiple optimal stopping the following lemma is fundamental:

Lemma 3.1. The sets
{

E

( n
∑

i=1

Y (τi)
∣

∣

∣

∣

Fσ

)

; τ ∈ Sn
σ (δ)

}

and

{

E

( n
∑

i=1

Y (τi)
∣

∣

∣

∣

Fσ

)

; τ ∈ Sn
σ (δ)disc

}

are directed upwards; here an ordered set M is called directed upwards if for all a, b ∈ M
there exists c ∈ M such that max{a, b} ≤ c.

Proof. See A.3

Now we can formulate the first step in the reduction of the problem:

Theorem 3.2. For each F-stopping time σ it holds that

Zδ,F
n (σ) = esssup

τ∈Sσ

E

(

Y (τ) + E

(

ZLδ,Fτ+δ1

n−1 (τ + δ1)|Fτ

)

∣

∣

∣

∣

Fσ

)

(9)

and

Zδ,F
n (σ)disc = esssup

τ∈Sσ,disc

E

(

Y (τ) + E

(

ZLδ,Fτ+δ1

n−1 (τ + δ1)|Fτ

)

∣

∣

∣

∣

Fσ

)

. (10)

Proof. We only prove the first statement, the second one may be proved in the same
manner.
Let (τ1, ..., τn) ∈ Sn

σ (δ,F). By Lemma 2.2 (i) it holds that τ1 ∈ Sσ and (τ2, ..., τn) ∈
Sn−1

δ1+τ1
(Lδ,Fτ1+δ1). Therefore

E

( n
∑

i=1

Y (τi)
∣

∣

∣

∣

Fσ

)

= E

[

Y (τ1) + E

( n
∑

i=2

Y (τi)
∣

∣

∣

∣

Fτ1+δ1

)∣

∣

∣

∣

Fσ

]

≤ E

(

Y (τ1) + ZLδ,Fτ1+δ1

n−1 (τ1 + δ1)
∣

∣

∣

∣

Fσ

)

= E

[

Y (τ1) + E

(

ZLδ,Fτ1+δ1

n−1 (τ1 + δ1)
∣

∣

∣

∣

Fτ1

)∣

∣

∣

∣

Fσ

]

≤ esssup
τ∈Sσ

E

(

Y (τ) + E

(

ZLδ,Fτ+δ1

n−1 (τ + δ1)|Fτ

)

∣

∣

∣

∣

Fσ

)

.
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To prove the other inequality let τ1 ∈ Sσ. Since the set

{E
( n
∑

i=1

Y (τi)
∣

∣

∣

∣

Fσ

)

; τ ∈ Sn
σ (δ)}

is directed upwards by Lemma 3.1, there exists a sequence (τk)k∈N ∈ (Sn
σ (δ))N such that

Zδ,F
n (σ) = lim

k→∞
↑E
( n
∑

i=1

Y (τk
i )
∣

∣

∣

∣

Fσ

)

see e.g. [PS06, Lemma 1.3]. Since (τ1, τk
2 , ..., τk

n) ∈ Sn
σ (δ,F) for all k ∈ N by Lemma 2.2

(i) we obtain

Zδ,F
n (σ) ≥ lim sup

k→∞
E

(

Y (τ1) +
n
∑

i=2

Y (τk
i )
∣

∣

∣

∣

Fσ

)

= lim sup
k→∞

E

[

Y (τ1) + E

( n
∑

i=2

Y (τk
i )
∣

∣

∣

∣

Fτ1+δ

)∣

∣

∣

∣

Fσ

]

= E

[

Y (τ1) + lim
k→∞

↑ E

( n
∑

i=2

Y (τk
i )
∣

∣

∣

∣

Fτ1+δ

)∣

∣

∣

∣

Fσ

]

= E

(

Y (τ1) + ZLδ,Fτ1+δ1

n−1 (τ1 + δ1)
∣

∣

∣

∣

Fσ

)

= E

(

Y (τ1) + E

(

ZLδ,Fτ1+δ1

n−1 (τ1 + δ1)|Fτ1

)

∣

∣

∣

∣

Fσ

)

.

A technical problem to use the reduction theorem given above is that the mapping
t 7→ E

(

ZLδ,Ft+δ1

n−1 (t + δ1)|Ft

)

does not have to be right-continuous. We overcome this
problem by giving a right-continuous modification, compare [CD08] . To this end we
need the following lemmas:

Lemma 3.3. For each F-stopping time τ and all λ≥ 0 it holds that

1{τ=λ} ZLδ,Fτ+δ1

n−1 (τ + δ1) = 1{τ=λ} ZLδ,Fλ+δ1

n−1 (λ + δ1).

Proof. Let (τ2, ..., τn) ∈ Sn−1
τ+δ1

(Lδ,Fτ+δ1). By Lemma 2.2.(ii) the random vector

(ρ2, ..., ρn) :=
(

τ21{τ=λ} + (λ + δ1)1{τ 6=λ}, ..., τn1{τ=λ} + (λ + δ1 + ... + δn−1)1{τ 6=λ}

)

is an element of Sn−1
λ+δ1

(Lδ,Fλ+δ1). Using this fact together with Proposition 2.1.(iii) we
obtain

7



1{τ=λ} E

( n
∑

i=2

Y (τi)
∣

∣

∣

∣

F τ+δ1

τ+δ1

)

= E

( n
∑

i=2

1{τ=λ} Y (τi)
∣

∣

∣

∣

F τ+δ1

τ+δ1
|{τ=λ}

)

= E

( n
∑

i=2

1{τ=λ} Y (ρi)
∣

∣

∣

∣

Fλ+δ1

λ+δ1
|{τ=λ}

)

= 1{τ=λ} E

( n
∑

i=2

Y (ρi)
∣

∣

∣

∣

Fλ+δ1

λ+δ1

)

≤ 1{τ=λ} ZLδ,Fλ+δ1

n−1 (λ + δ1).

The reverse inequality holds by the same argument using Lemma 2.2.(iii).

Lemma 3.4. The process Z
δ

n−1 given by

Z
δ

n−1(t) := E

(

ZLδ,Ft+δ1

n−1 (t + δ1)|Ft

)

(11)

is a supermartingale with the following properties:

(i) Z
δ

n−1 has a right-continuous modification Z
δ,r

n−1.

(ii) For all F-stopping times τ with countable range it holds that

Z
δ,r

n−1(τ) = Z
δ

n−1(τ) = E

(

ZLδ,Fτ+δ1

n−1 (τ + δ1)|Fτ

)

. (12)

Proof. For all s ≤ t and r ≥ 0 using Theorem 2.1.(iv) it holds that

F t+δ
r ⊆ F s+δ

r ,

hence

E(Z
δ

n−1(t)|Fs) = E(ZLδ,Ft+δ1

n−1 (t + δ1)|Fs)

≤ E(ZLδ,Fs+δ1

n−1 (t + δ1)|Fs)

= E

(

E

[

ZLδ,Fs+δ1

n−1 (t + δ1)
∣

∣

∣

∣

F s+δ1

s+δ1

]∣

∣

∣

∣

Fs

)

= E

(

E

[

esssup
τ∈Sn−1

t+δ1
(Lδ,Fs+δ1)

E

( n−1
∑

i=1

Y (τi)
∣

∣

∣

∣

F s+δ1

t+δ1

)∣

∣

∣

∣

F s+δ1

s+δ1

]∣

∣

∣

∣

Fs

)

.

Since the set
{

E

(

n−1
∑

i=1
Y (τi)

∣

∣

∣

∣

F s+δ1

t+δ1

)

; τ ∈ Sn−1
t+δ1

(Lδ,Fs+δ1)
}

is upwards directed by Lemma

3.1, we obtain

E(Z
δ

n−1(t)|Fs) ≤ E

(

esssup
τ∈Sn−1

t+δ1
(Lδ,Fs+δ1)

E

( n−1
∑

i=1

Y (τi)
∣

∣

∣

∣

F s+δ1

s+δ1

)∣

∣

∣

∣

Fs

)

≤ E

(

esssup
τ∈Sn−1

s+δ1
(Lδ,Fs+δ1)

E

( n−1
∑

i=1

Y (τi)
∣

∣

∣

∣

F s+δ1

s+δ1

)∣

∣

∣

∣

Fs

)

= Z
δ

n−1(s),

i.e. the supermartingale property.
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(i): Let t ≥ 0 and (tk)k∈N a sequence converging to t from above. Since Z
δ

n−1 is a

supermartingal, the limit limk→∞ E

(

Z
δ

n−1(tk)
)

exists and is bounded above by

E

(

Z
δ

n−1(t)
)

. For (τ2, ..., τn) ∈ Sn−1
t+δ1

(Lδ,Ft+δ1) write

∆k := tk − t und τk := (τ2 + ∆k, ..., τn + ∆k)

for all k ∈ N. By Lemma 2.2.(iv) τk ∈ Sn−1
t+∆k+δ1

(Lδ,Ft+∆k+δ1) = Sn−1
tk+δ1

(Lδ,Ftk+δ1)
for all k ∈ N, yielding the inequality

E

n
∑

i=2

Y (τi) = lim
k→∞

E

n
∑

i=2

Y (τk
i ) ≤ lim

k→∞
E

(

ZLδ,Ftk+δ1

n−1 (tk + δ1)
)

= lim
k→∞

E

(

Z
δ

n−1(tk)
)

.

Putting pieces together we obtain E

(

Z
δ

n−1(tk)
)

→ E

(

Z
δ

n−1(t)
)

.

(ii): For all λ≥ 0 we obtain using Lemma 3.3

1{τ=λ} Z
δ

n−1(τ) = 1{τ=λ} Z
δ

n−1(λ)

= 1{τ=λ} E

(

ZLδ,Fλ+δ1

n−1 (λ + δ1)|Fλ

)

= E

(

1{τ=λ} ZLδ,Fλ+δ1

n−1 (λ + δ1)|Fλ |{τ=λ}

)

= E

(

1{τ=λ} ZLδ,Fτ+δ1

n−1 (τ + δ1)|Fτ |{τ=λ}

)

= 1{τ=λ} E

(

ZLδ,Fτ+δ1

n−1 (τ + δ1)|Fτ

)

.

Since τ has countable range we obtain (12).

Now we come to the main result:

Theorem 3.5. The process Yn := Y + Z
δ,r

n−1 is F-adapted, right continuous and fulfills

Zδ,F
n (σ)disc = esssup

τ∈Sσ

E(Yn(τ)|Fσ) (13)

for all σ ∈ S.
If δ1, ..., δn−1 are F-stopping times, then furthermore

Zδ,F
n (σ) = esssup

τ∈Sσ

E(Yn(τ)|Fσ). (14)

Proof. Using (10) and (12) we obtain

Zδ,F
n (σ)disc = esssup

τ∈Sσ,disc

E

(

Y (τ) + E

(

ZLδ,Fτ+δ1

n−1 (τ + δ1)|Fτ

)

∣

∣

∣

∣

Fσ

)

= esssup
τ∈Sσ,disc

E

(

Y (τ) + Z
δ,r

n−1(τ)
∣

∣

∣

∣

Fσ

)

= esssup
τ∈Sσ,disc

E(Yn(τ)|Fσ)

= esssup
τ∈Sσ

E(Yn(τ)|Fσ),

9



where the last equality holds by approximation. (14) holds by Proposition 2.4.

By applying the arguments given in the proof of [CD08, Proposition 3.2] to Z
δ,r

n−1, we
get

Corollary 3.6. If δ1, ..., δn−1 are F-stopping times, then

Z
δ,r

n−1(τ) = E

(

ZLδ
n−1(τ + δ1)|Fτ

)

for each F-stopping time τ .

To end this section we remark how the model with random waiting times in discrete
time can be found in the model described above. To this end we consider

Ft = F⌊t⌋, Y (t) = Y (⌊t⌋) and range(δ1), ..., range(δn−1) ⊆ N0

for all t ≥ 0. For each (Fk)k∈N0
-stopping time σ write

T n
σ (δ,F) :=

{

(τ1, ..., τn) ∈ Sn
σ (δ,F); range(τ1),..., range(τn) ⊆ N0

}

.

Lemma 3.7. For each (Fk)k∈N0
-stopping time σ:

(i) T n
σ (δ,F) ⊆ Sn

σ (δ,F)disc.

(ii) Fρ1,...,ρi
t = Fρ1,...,ρi

⌊t⌋ for each ρ1, ..., ρn : Ω → N0, t ≥ 0, i≤ n.

(iii) F τ1+δ1,...,τi+δi
t ⊆ F

⌊τ1⌋+δ1,...,⌊τi⌋+δi

t and ⌊τi⌋ is an F⌊τ1⌋+δ1,...,⌊τi−1⌋+δi−1-stopping time
for each τ ∈ Sn

σ (δ,F), t ≥ 0, i≤ n.

(iv) (⌊τ1⌋, ..., ⌊τn⌋) ∈ T n
σ (δ,F) for each τ ∈ Sn

σ (δ,F).

Proof. The proof is a straightforward exercise.

So the discrete model may be treated as follows: On the one hand by Proposition
2.4.(i) and Lemma 3.7.(i)

Zδ,F
n (σ) ≥ Zδ,F

n (σ)disc ≥ esssup
τ∈T n

σ (δ,F)
E

( n
∑

i=1

Y (τi)
∣

∣

∣

∣

Fσ

)

.

On the other hand using Lemma 3.7.(iv) we have for each τ ∈ Sn
σ (δ,F)

E

( n
∑

i=1

Y (τi)
∣

∣

∣

∣

Fσ

)

= E

( n
∑

i=1

Y (⌊τi⌋)
∣

∣

∣

∣

Fσ

)

≤ esssup
ρ∈T n

σ (δ,F)
E

( n
∑

i=1

Y (ρi)
∣

∣

∣

∣

Fσ

)

.

Therefore we get for each (Fk)k∈N0
-stopping time σ

Zδ,F
n (σ) = Zδ,F

n (σ)disc = esssup
τ∈T n

σ (δ,F)
E

( n
∑

i=1

Y (τi)
∣

∣

∣

∣

Fσ

)

. (15)
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4. The Markovian case

In this section we assume (X(t), Ft)t≥0 to be a strong Markov process with state space
E and fix a discounting rate β > 0. Furthermore let h : E → [0, ∞) be measurable such
that the F-adapted and non-negative process

Y =
(

e−βth(X(t))
)

t≥0
(16)

is right-continuous, i.e. Px-right continuous for all x ∈ E and we assume that

Ex

(

sup
t≥0

Y (t)
)

< ∞ (17)

holds.
In the following we assume the waiting times δ1, ..., δn−1 to be F-stopping times. In
particular we have Fτ1+δ1,...,τn−1+δn−1 = F for all τ ∈ Sn

0 (δ,F).

Definition 4.1. For each x ∈ E let

(i) Zδ
n(σ, x) := esssup

τ∈Sn
σ (δ)

Ex

(

n
∑

i=1
Y (τi)

∣

∣

∣

∣

Fσ

)

for all σ ∈ S,

(ii) V δ
n (x) := Zδ

n(0, x),

(iii) Z
δ

n−1(t, x) := Ex(ZLδ
n−1(t + δ1, x)|Ft) for all t ≥ 0.

(iv) Denote the right-continuous modification of Z
δ

n−1(·, x) introduced in Lemma 3.4 by

Z
δ,r

n−1(·, x).

By using the stopping time δ1 instead of the deterministic δ in the proofs of [CD08,
Chapter 4], we obtain the following results:

Lemma 4.1. The function gδ
n−1 : E → [0, ∞) given by

gδ
n−1(x) := Ex

(

e−βδ1V Lδ
n−1(X(δ1))

)

(18)

is measurable and fulfills the following properties:

(i) gδ
n−1 is β-excessive and C0-continuous.

(ii) The process
(

e−βtgδ
n−1(X(t))

)

t≥0
is right-continuous.

(iii) For all x ∈ E and τ ∈ S it holds that

e−βτ gδ
n−1(X(τ)) = Z

δ,r

n−1(τ, x) Px-a.s. (19)

11



Theorem 4.2. For the non-negative and C0-continuous function

hδ
n := h + gδ

n−1

it holds that

Zδ
n(σ, x) = esssup

τ∈Sσ

Ex

(

e−βτ hδ
n(X(τ))

∣

∣

∣

∣

Fσ

)

Px-a.s., (20)

in particular

e−βσV δ
n (X(σ)) = esssup

τ∈Sσ

Ex

(

e−βτ hδ
n(X(τ))

∣

∣

∣

∣

Fσ

)

Px-a.s. (21)

for all x ∈ E and σ ∈ S.

The following lemma shows that the stopping set of the function h given in (16) is a
subset of the stopping set given by hδ

n:

Lemma 4.3. Let g : E → [0, ∞) be measurable such that
(

e−βtg(X(t))
)

t≥0
is a right-

continuous and non-negative supermartingale with supt≥0 Ex

(

e−βtg(X(t))
)

< ∞ for all

x ∈ E. Then the stopping set given by h is a subset of the stopping set given by h + g.

Proof. By the optional sampling theorem for non-negative supermartingales we obtain
for each x in the stopping set given by h that

sup
τ∈S

Ex

(

e−βτ (h + g)(X(τ))
)

≤ sup
τ∈S

Ex

(

e−βτ h(X(τ))
)

+ sup
τ∈S

Ex

(

e−βτ g(X(τ))
)

= h(x) + Ex

(

e−β0g(X(0))
)

= h(x) + g(x).

Corollary 4.4. {x ∈ E; V1(x) = h(x)} ⊆ {x ∈ E; V δ
n (x) = hn(x)}.

Proof. By (19) the process
(

e−βtgδ
n−1(X(t))

)

t≥0
is a right-continuous and non-negative

supermartingale with supt≥0 Ex

(

e−βtgδ
n−1(X(t))

)

< ∞ for all x ∈ E. Keeping (21) and

Lemma 4.3 in mind this proves the result.

Remark 4.5. The case of discrete time Markov processes may be treated the same way.
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4.1. Example: Multiple house-selling problem

As an application of the theory developed before we consider a multiple-exercise variant
of the classical house-selling problem. The situation is the following: We would like to
sell n identical houses and assume that at each time point one offer comes in for one of
the houses. By Xk we denote the amount of the offer on day k, k = 0, 1, .... For each
offer we have to decide whether to accept it or not. If we decide to accept the offer,
then closing the contract lasts a random time δ ≥ 1, that is assumed to be independent
of the offers. During that refraction time we cannot deal with new offers. When should
we accept an offer if we are not able to recall and accept a past offer?
For the single exercise case the problem was treated in [CRS71]. We model the situation
in the following way: Let X0, X1, ... be non-negative iid random variables with E(X2

0 ) <
∞. The last assertion guarantees that condition (1) is fulfilled. Then we consider the
discrete time stochastic process Y (k) = αkXk, k = 0, 1, 2, ..., where α ∈ (0, 1) is a fixed
discounting factor. Furthermore, we consider i.i.d. refraction times δ1, ..., δn−1 that are
assumed to be > 0 and independent of (X0, X1, ...). Now, the problem is to maximize
the expectation

E

( n
∑

i=1

Y (τi)
)

= E

( n
∑

i=1

ατiXτi

)

(22)

over all (τ1, ..., τn) ∈ Sn
0 (δ,F), where F denotes the filtration generated by X0, X1, ....

Now, we enrich the filtration F by δ1, ..., δn−1, i.e. we define F by Fk = Fk∨σ(δ1, ..., δn−1).
Trivially, the stochastic process X0, X1, ... is still Markovian w.r.t. F. Furthermore,
Sn

0 (δ,F) ⊆ Sn
0 (δ,F). We first maximize (22) over the set Sn

0 (δ,F) and then see that the
maximizer is indeed an element of Sn

0 (δ,F). Using Theorem 4.2 we see that

Zδ
n(σ, x) = esssup

τ∈Sσ(F)

Ex

(

ατ (Xτ + gδ
n−1(Xτ ))

∣

∣

∣

∣

Fσ

)

,

where gδ
n−1(x) = Ex(αδVn−1(Xδ)), δ = δ1. Conditioning on δ we see that Xδ has the

same distribution as X1. Therefore, we obtain that

gδ
n−1(x) = E(Vn−1(X1))E(αδ) =: dn−1

is independent of x. Moreover,

Zδ
n(σ, x) = esssup

τ∈Sσ(F)

Ex

(

ατZn−1
τ

∣

∣

∣

∣

Fσ

)

,

where Zn−1
k = Xk + dn−1. Consequently, we have reduced the multiple optimal stopping

problem (22) to the ordinary stopping problem for the case n = 1 with random variables
with adjusted distributions. The dn−1 are computed successively and at each step the
distribution is shifted by this constant quantity. Therefore, to solve the general problem
we only have to consider the problem of maximizing

Ex(ατXτ )
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over all stopping times τ for a sequence of random variables Xi, i = 0, 1, 2, ..., see
[CRS71]. It is well-known how to do this. We repreat the simple argument for com-
pleteness. We denote the value function by v(x). Using the Bellman-principle we see
that

v(x) = max{x, αEx(v(X1))} (23)

for all x. Since αEx(v(X1)) is independent of x, we see that there exists x∗ such that
v(x) = x for x ≥ x∗, and v(x) = x∗ for x ≤ x∗, i.e. v(x) = (x − x∗)+ + x∗. Equation
(23) now yields for x = x∗

x∗ = αE((X1 − x∗)+ + x∗)

that is
1 − α

α
= E

(

(

X1

x∗
− 1

)+
)

.

Since the right hand side is decreasing in x∗, we see that this determines x∗ uniquely.
The optimal stopping time is now given by

inf{k : Xk ≥ x∗}.

5. A second model for random refraction times

For a motivation consider employee options: As a variable component of the salary the
holder of the option has the right to exercise an option on the companies share price n
times during a given time period. But the total amount of variable compensations must
not restrict the institution’s ability to maintain an adequate capital base. Therefore the
holder has to wait between two exercises, e.g., until the liquid assets of the company
excess a certain level. Of course the waiting time is not deterministic, but random. But
since the waiting time directly depends on the foregoing exercise time this situation is
not included in the previous model. Motivated by this example we consider the following
situation:

Let B1, ..., Bn−1 be Borel sets and let X = (X(t))t≥0 be a further F-adapted and
right-continuous process such that for all i < n and s ≥ 0

⋃

t>s

{X(t) /∈ Bi} is a P null set (24)

and
ρBi

s := inf{t > s; X(t) ∈ Bi} is an F-stopping time; (25)

so, refraction times are assumed < ∞ a.s. Then we consider the problem of determining

Zn(σ) = ZB
n (σ) := esssup

τ∈Sn
σ (B)

E

( n
∑

i=1

Y (τi)
∣

∣

∣

∣

Fσ

)

, (26)

where
Sn

σ (B) := {τ ∈ Sn; σ ≤ τ1, ρBi
τi

≤ τi+1 for all i < n}.
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In the employee option problem described above X is modeled as the liquid assets of
the company; of course this process is not independent of the gain process Y . Further-
more B1, ..., Bn−1 are bounded intervals of the form [bi, ∞).

As in (15) we have:

Lemma 5.1. (i) We use the notation

Sn
σ (B)disc := {τ ∈ Sn

σ (B); range(τ1), ..., range(τn) countable}.

Then for each stopping time σ

ZB
n (σ) = esssup

τ∈Sn
σ (B)disc

E

( n
∑

i=1

Y (τi)
∣

∣

∣

∣

Fσ

)

. (27)

(ii) The set {E
(

n
∑

i=1
Y (τi)

∣

∣

∣

∣

Fσ

)

; τ ∈ Sn
σ (B)} is directed upwards.

Proof. (i) is a straightforward exercise and (ii) is similar to (but easier than) the proof
of Lemma 3.1 in A.3.

Now we can adapt the proof of Theorem 3.2 and obtain the first step of the reduction
principle:

Theorem 5.2. For all stopping times σ, using the notation LB := (B2, ..., Bn−1), it
holds that

ZB
n (σ) = esssup

τ∈Sσ,disc

E

(

Y (τ) + E

(

ZLB
n−1(ρ

B1

τ )|Fτ

)

∣

∣

∣

∣

Fσ

)

(28)

= esssup
τ∈Sσ

E

(

Y (τ) + E

(

ZLB
n−1(ρ

B1

τ )|Fτ

)

∣

∣

∣

∣

Fσ

)

. (29)

In contrast to the model of Section 2.2 we obtain the second claim of the following
Lemma immediately from the definition of the stopping problem (26):

Lemma 5.3. The process defined by

Z
B

n−1(t) := E

(

ZLB
n−1(ρ

B1

t )|Ft

)

(30)

is a supermartingal Z
B

n−1 with the following properties:

(i) Z
B

n−1 has a right-continuous modification Z
B,r

n−1.

(ii) For all τ ∈ S with countable range it holds that

Z
B,r

n−1(τ) = Z
B

n−1(τ) = E

(

ZLB
n−1(ρ

B1

τ )|Fτ

)

. (31)
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Proof. For all t ≥ s ≥ 0 we have s ≤ ρB1

s ≤ ρB1

t and hence

E(Z
B

n−1(t)|Fs) = E

(

E(ZLB
n−1(ρ

B1

t )|F
ρ

B1
s

)
∣

∣

∣

∣

Fs

)(∗)

≤ E(ZLB
n−1(ρ

B1

s )|Fs) = Z
B

n−1(s).

Here (*) is valid since

E(ZLB
n−1(ρ

B1

t )|F
ρ

B1
s

) = E

[

esssup
τ∈Sn−1

ρ
B1
t

(LB)

E

( n−1
∑

i=1

Y (τi)
∣

∣

∣

∣

F
ρ

B1
t

)∣

∣

∣

∣

F
ρ

B1
s

]

(32)

≤ E

[

esssup
τ∈Sn−1

ρ
B1
s

(LB)

E

( n−1
∑

i=1

Y (τi)
∣

∣

∣

∣

F
ρ

B1
t

)∣

∣

∣

∣

F
ρ

B1
s

]

5.1.(ii)
= esssup

τ∈Sn−1

ρ
B1
s

(LB)

E

( n−1
∑

i=1

Y (τi)
∣

∣

∣

∣

F
ρ

B1
s

)

= ZLB
n−1(ρ

B1

s ).

Now Property (i) holds by [KS88, Theorem 3.13] and (ii) holds by the definition of
Z

B

n−1.

Therefore we obtain

Theorem 5.4. Yn := Y B
n := Y + Z

B,r

n−1 is an F-adapted and right-continuous stochastic
process and fulfills

ZB
n (σ) = esssup

τ∈Sσ

E(Yn(τ)|Fσ) (33)

for all σ ∈ S.

Proof. Applying Theorem 5.2 and Lemma 5.3.(ii) and using the right-continuity of Yn

yields

ZB
n (σ) = esssup

τ∈Sσ,disc

E

(

Y (τ) + E

(

ZLB
n−1(ρ

B1

τ )|Fτ

)

∣

∣

∣

∣

Fσ

)

= esssup
τ∈Sσ,disc

E

(

Yn(τ)|Fτ

)

∣

∣

∣

∣

Fσ

)

= esssup
τ∈Sσ

E

(

Yn(τ)|Fτ

)

∣

∣

∣

∣

Fσ

)

.

6. Example: Perpetual put option

As an example we consider a perpetual put option with multiple stopping in a Black-
Scholes market with waiting times depending on the asset price. To be more precise let

16



W be a Brownian motion and let F be the right-continuous filtration generated by W .
Furthermore let K, σ> 0 , E = (0, ∞), h(x) = (K − x)+ and the asset price process A
be given by

A(t) = x exp
(

σWt + (β −
σ2

2
)t
)

under Px. The reward process Y is given by

Y (t) = e−βth(At).

For deterministic waiting times it can be shown that there exist x∗
1 ≤ x∗

2 ≤ ... ≤ x∗
n

such that the threshold times for A over xi is the optimal time for the i-th exercise,
see [CD08, Section 6.2]. But it seems very hard to determine x∗

2, x∗
3, ... explicitly in

non-trivial examples. However we can find an explicit solution when dealing with some
random waiting times in our second model:
We set X = A and assume that between each two exercises we always have to wait until
the process reaches a level z0 ≥ K, i.e. Bi = [z0, ∞) for all i. For the refraction times
to be finite – see (24) – we assume that β ≥ σ2/2. Since the problem has a Markovian
structure it is reasonable to use this as in Section 4. The results and notations given there
can immediately be taken over to the second model and we use them in the following.
It is well-known that with only one stopping opportunity (i.e. n = 1) it is optimal to
stop when the process reaches

x∗
1 :=

K

1 + σ2/2β
,

see e.g. [BL97]. Then for x ≤ z0 the function g
(δ1)
1 is given by

g
(δ1)
1 (x) := Ex(e−βδ1V1(A(δ1))) = V1(z0)Ex(e−βδ1) = c1x, (34)

and for x > z0

g
(δ1)
1 (x) := V1(x),

where

c1 = c1(z0) =
V1(z0)

z0
=

K − x∗
1

z0

(

z0

x∗
1

)γ

, γ = −
2r

σ2
,

see e.g. [BS02] for the last equality in (34). The explicit representation of g
(δ1)
1 is the

main reason why an explicit solution is possible in this example. Now note that

V1(K)
K

=
(K − x∗

1)
(

K
x∗

1

)γ

K
=



1 −
1

1 + σ2

2β





(

1 +
σ2

2β

)γ

=
σ2

2β

(

1 +
σ2

2β

)γ−1

< 1.
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Therefore we obtain c1 < 1 since z0 ≥ K.
We concentrate on the case n = 2. In this situation the problem to be solved is given by

V
(δ1)

2 (x) = sup
τ

Ex(e−βτ ((K − Aτ )+ + g
(δ1)
1 (Aτ )))

= sup
τ

Ex(e−βτ h(Aτ )),

where the reward function h is a continuous functions given by

h(x) =















K − (1 − c1)x , x ≤ K,

c1x , K < x ≤ z0,

V1(x) = c1z
1−γ
0 xγ , x > z0.

Obviously it holds that

h(x) ≥ (K − (1 − c1)x)+ for all x. (35)

On the other hand,

sup
τ

Ex(e−βτ (K − (1 − c1)Aτ )+) = sup
τ

E(1−c1)x(e−βτ (K − Aτ )+)

= V1((1 − c1)x).

This shows that x 7→ V1((1−c1)x) is β-excessive and a majorant of h. Therefore, keeping
(35) in mind, we obtain that

V
(δ1)

2 (x) = V1((1 − c1)x).

We see that for n = 2 it is optimal to stop the first time when the process started in
(1 − c1)x reaches x∗

1, i.e. if the process started in x reaches

x∗
2 =

x∗
1

1 − c1
=

K

(1 − c1)(1 + σ2/2β)
.

Now the optimal solution for n > 2 can be found the same way using induction.
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A. Appendix: Some proofs

A.1. Proof of Proposition 2.1

(i) and (ii) are immediate from the definition.
For (iii) note that

Gσ+ρ
t |{σ=τ} = σ

(

{{σ + ρ ≤ s}; s ≤ t} |{σ=τ}

)

= σ
(

{{τ + ρ ≤ s}; s ≤ t} |{σ=τ}

)

= Gτ+ρ
t |{σ=τ},

hence

σ(At, Gσ+ρ
t ) |{σ=τ} = σ(At, Gτ+ρ

t ) |{σ=τ} .

To prove (iv) write range(σ) ∪ range(τ) = {λi; i ∈ I}, I countable. Then it holds

{τ + ρ ≤ t} =
⋃

i,j∈I

{σ = λi} ∩ {τ = λj} ∩ {λj + ρ ≤ t}

=
⋃

i,j∈I, λj≤t

{σ = λi} ∩ {τ = λj} ∩ {λi + ρ ≤ t + λi − λj}

σ≤τ
=

⋃

i,j∈I, λi≤λj≤t

{σ = λi} ∩ {τ = λj} ∩ {σ + ρ ≤ t + λi − λj}

∈
⋃

i,j∈I, λi≤λj≤t

σ
(

Aλi
, Aλj

, Aσ+ρ
t+λi−λj

)

⊆ Aσ+ρ
t ,

therefore

σ(At, Gτ+ρ
t ) = σ(At, {{τ + ρ ≤ s}, s ≤ t}) ⊆ σ(At, Aσ+ρ

t ) = Aσ+ρ
t .

A.2. Proof of Lemma 2.2

(i): This is immediate by definition.

(ii): Write

(ρ2, ..., ρn) :=
(

τ21{τ=λ} + (λ + δ1)1{τ 6=λ}, ..., τn1{τ=λ} + (λ + δ1 + ... + δn−1)1{τ 6=λ}

)

.

For all t < λ and i ∈ {2, ..., n} we have

{ρi ≤ t} = ∅.

Using Proposition 2.1.(iii) recursively we obtain for i ≥ 3

F
τ+δ1,τ2+δ2,...,τi−1+δi−1

t |{τ=λ}= F
λ+δ1,τ2+δ2,...,τi−1+δi−1

t |{τ=λ}
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and using {τ = λ} ⊆
n
⋂

j=2
{τj = ρj} we furthermore get

F
λ+δ1,τ2+δ2,...,τi−1+δi−1

t |{τ=λ}= F
λ+δ1,ρ2+δ2,...,ρi−1+δi−1

t |{τ=λ} .

Therefore

{ρi ≤ t} = {τi 1{τ=λ} + (λ + δ1 + ... + δi−1) 1{τ 6=λ} ≤ t}

=
(

{τ = λ} ∩ {τi ≤ t}
)

∪
(

{τ 6= λ} ∩ {λ + δ1 + ... + δi−1 ≤ t}
)

=
(

{τ = λ} ∩ {τi ≤ t}
)

∪
(

{τ 6= λ} ∩ {ρi−1 + δi−1 ≤ t}
)

∈ σ
(

F
τ+δ1,τ2+δ2,...,τi−1+δi−1

t |{τ=λ}, F
ρi−1+δi−1

t |{τ 6=λ}

)

= σ
(

F
λ+δ1,ρ2+δ2,...,ρi−1+δi−1

t |{τ=λ}, F
ρi−1+δi−1

t |{τ 6=λ}

)

⊆ σ
(

Fλ, F
λ+δ1,ρ2+δ2,...,ρi−1+δi−1

t , F
ρi−1+δi−1

t

)

= F
λ+δ1,ρ2+δ2,...,ρi−1+δi−1

t .

Hence ρi is an Fλ+δ1,ρ2+δ2,...,ρi−1+δi−1-stopping time with ρi−1 + δi−1 ≤ ρi for i ≥ 3.
A similar argument also applies for i = 2.

(iii): This is immediate by applying (ii) to
(

τ21{τ=λ} + (τ + δ1)1{τ 6=λ}, ..., τn1{τ=λ} + (τ + δ1 + ... + δn−1)1{τ 6=λ}

)

.

(iv): We first prove that for i ≥ 2

F τ+δ1,τ2+δ2,...,τi+δi
t−c ⊆ F τ+c+δ1,τ2+c+δ2,...,τi+c+δi

t . (36)

The case i = 2 holds by 2.1.(ii). By induction we obtain again using Proposition
2.1.(ii)

σ
(

F τ+δ1,τ2+δ2,...,τi+δi
t−c , G

τi+1+δi+1

t−c

)

⊆ σ
(

F τ+c+δ1,τ2+c+δ2,...,τi+c+δi
t , G

τi+1+δi+1

t−c

)

= σ
(

F τ+c+δ1,τ2+c+δ2,...,τi+c+δi
t , G

τi+1+c+δi+1

t

)

,

hence
F

τ+δ1,τ2+δ2,...,τi+1+δi+1

t−c ⊆ F
τ+c+δ1,τ2+c+δ2,...,τi+1+c+δi+1

t .

Therefore we obtain

{τi + c ≤ t} = {τi ≤ t − c} ∈ F
τ+δ1,τ2+δ2,...,τi−1+δi−1

t−c ⊆ F
τ+c+δ1,τ2+c+δ2,...,τi−1+c+δi−1

t ,

i.e. τi + c is an Fτ+c+δ1,τ2+c+δ2,...,τi−1+c+δi−1-stopping time.
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A.3. Proof of Lemma 3.1

For τ, ρ ∈ Sn
σ (δ) let

A :=
{

E

( n
∑

i=1

Y (τi)
∣

∣

∣

∣

Fσ

)

≥ E

( n
∑

i=1

Y (ρi)
∣

∣

∣

∣

Fσ

)}

and
νi := 1Aτi + 1Ac ρi for i = 1, ..., n.

Then ν1 is an F-stopping time with σ ≤ ν1 and τi−1 + δi−1 ≤ τi for all i ∈ {2, ..., n}. To
prove that νi is an Fτ1+δ1,...,τi−1+δi−1-stopping time for i = 2, ..., n we first prove that

F τ1+δ1,...,τi+δi
t |A∩{σ≤t} ⊆ Fν1+δ1,...,νi+δi

t for all t ≥ 0. (37)

For all s ≤ t it holds that Ft |A∩{σ≤t} ⊆ Fν1+δ1

t and

A ∩ {σ ≤ t} ∩ {τ1 + δ1 ≤ s} (38)

= A ∩ {σ ≤ t} ∩ A ∩ {τ1 + δ1 ≤ s}

∈ σ
(

Ft, {A ∩ {τ1 + δ1 ≤ r}; r ≤ t}
)

= σ
(

Ft, {A ∩ {σ ≤ r}; r ≤ t}, {A ∩ {τ1 + δ1 ≤ r}; r ≤ t}
)

⊆ σ
(

Ft, {A ∩ {σ ≤ r}; r ≤ t},

{
(

A ∩ {τ1 + δ1 ≤ r}
)

∪
(

Ac ∩ {ρ1 + δ1 ≤ r}
)

; r ≤ t}
)

= σ
(

Ft, {A ∩ {σ ≤ r}; r ≤ t}, {{ν1 + δ1 ≤ r}; r ≤ t}
)

= σ
(

Ft, {{ν1 + δ1 ≤ r}; r ≤ t}
)

= σ
(

Ft, Gν1+δ1

t

)

.

and therefore
σ(Ft, Gτ1+δ1

t ) |A∩{σ≤t} ⊆ Fν1+δ1

t ,

i.e.
F τ1+δ1

t |A∩{σ≤t} ⊆ Fν1+δ1

t .

For general i by substituting the sets {τ1 + δ1 ≤ s} by {τi+1 + δi+1 ≤ s} in (38), we
obtain that

A ∩ {σ ≤ t} ∩ {τi+1 + δi+1 ≤ s} ∈ σ(Ft, G
νi+1+δi+1

t )

and by induction

F
τ1+δ1,...,τi+1+δi+1

t |A∩{σ≤t} ⊆ F
ν1+δ1,...,νi+1+δi+1

t .

Analogously we obtain
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Fρ1+δ1,...,ρi+δi
t |Ac∩{σ≤t} ⊆ Fν1+δ1,...,νi+δi

t

and therefore

{νi + δi ≤ t} =
(

A ∩ {τi + δi ≤ t}
)

∪
(

Ac ∩ {ρi + δi ≤ t}
)

=
(

A ∩ {σ ≤ t} ∩ {τi + δi ≤ t}
)

∪
(

Ac ∩ {σ ≤ t} ∩ {ρi + δi ≤ t}
)

∈ σ
(

F
τ1+δ1,...,τi−1+δi−1

t |A∩{σ≤t}, F
ρ1+δ1,...,ρi−1+δi−1

t |Ac∩{σ≤t}

)

⊆ F
ν1+δ1,...,νi−1+δi−1

t .

This proves that (ν1, ..., νn) ∈ Sn
σ (δ) and it holds that

E

( n
∑

i=1

Y (νi)
∣

∣

∣

∣

Fσ

)

= max
{

E

( n
∑

i=1

Y (τi)
∣

∣

∣

∣

Fσ

)

, E

( n
∑

i=1

Y (ρi)
∣

∣

∣

∣

Fσ

)}

.

This proves the first statement. For the second assertion note that if range(τ1) and
range(ρ1) are countable, then so is range(ν1), i.e. by the proof above (ν1, ...., νn) ∈
Sn

σ (δ)disc.
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