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ABSTRACT
This paper introduces the ICT’s system for Patent Ma-
chine Translation at the NTCIR-9 Workshop. In this year’s
program, we participate all the three subtasks: Chinese-
English, English-Japanese and Japanese-English. We sub-
mit six translation results for each subtask generated by
an in-house implemented hierarchical phrase-based system
(HPB) with four different variants, a widely used open source
system (Moses) as well as a combinational system (SCM),
respectively. We employ general translation model and con-
centrate on developing refined preprocessing and postpro-
cessing techniques for patent translation. Besides that, we
attempt to improve the quality of patent translation by
chemical expression substitution, incorporating manually writ-
ten templates, domain adaption and reranking, etc. Exper-
imental results show that our small techniques achieve im-
provement over baseline, however, compared to other par-
ticipants, our result is not excellent.

Categories and Subject Descriptors
D.2.8 [Natural Language Processing]: Machine Learn-
ing—Machine Translation, Patent Translation, Boosting

General Terms
Translation

Keywords
Machine Translation, Patent Translation, System Combina-
tion
Team Name: [ICT]
Subtasks/Languages: [Chinese-to-English, Japanese-to-English
and English-to-Japanese]
External Resources Used: [Chasen, ICTCLAS, SRI, Giza++,
Moses]

1. INTRODUCTION

This year’s Patent Machine Translation task[2] at the NTCIR-
9 workshop consists of three subtasks: Chinese-English, English-
Japanese and Japanese-English. We participate all subtasks
and submit six system results for each subtask. Our sub-
missions are mainly generated by three traditional machine
translation models: phrase-based translation model[4], hi-
erarchical phrase-based model[1] and system combinational
model[9]. The first submission is generated by combina-
tional system, the second to fifth are produced by in-house
implemented hierarchical phrase-based model with four dif-
ferent rule filter strategy, and the last one is from well known
open source toolkit: Moses[3].

The reason why we choose three traditional models for
this year’s campaign is that patent documents mainly con-
sists of introductive and descriptive sentences, while our
syntactic parser is trained on news corpus that performed
badly on patent documents. Additionally, we found that
the phrase-based model performs surprisingly very well on
patent documents. For that reason, we omit complex tree-
based model[5, 8] which we have obtained promising results
in previous NIST MT evaluations, mainly concentrate on
exploring refined techniques for tokenization, segmentation
as well as alignment while decoding with frequently-used hi-
erarchical SMT model.

Specifically, we modify our segmenter to generate bet-
ter segmented results for patent sentences, and incorporate
manually written translation templates into the decoder to
improve the translation result. In virtue of provided cor-
pus contains mixed sentences from chemical, physical and
medical, etc., domains, we design an approach to classify
them into identical categories and translate them indepen-
dently. Moreover, we substitute chemical expression into
special characters own to difficulty in segmentation, tok-
enization and alignment for these contents. Experimental
results show that some of our approaches gain improvement
in term of BLEU score while some doesn’t. However, we will
still introduce these methods in the rest of this paper.

The remainder of this paper is organized as follows, we il-
lustrate overall system architecture along with detailed tech-



Figure 1: The overall architecture of our system,
where step 1 is the corpus preprocessing stage
preparing for the step 2, in which corpus are divided
into several domains and then further used for inde-
pendent decoding. Step 3 involves reranking tech-
niques for each submission and final postprocessing
procedure.

nical descriptions in Section 2. Section 3 mainly presents our
experimental results, and we conclude our paper in Section
4.

2. SYSTEM ARCHITECTURE
We illustrate system architecture in figure 1, where the

whole process includes three steps including corpus prepro-
cessing, translation generating and result postprocessing, re-
spectively. Most of our techniques in this architecture are
similar to the Moses toolkit’s 1, thus in this section, we will
mainly focus on describing the special designed parts of our
system while temporarily omit other skills which will be later
introduced in the experimental section.

2.1 Chemical Expression Substitution
According to our statistics, almost sixth training corpus

stems from chemical domain, and a certain amount of these
sentences contains chemical expressions (Some medical doc-
uments also contains kinds of chemical expressions). Gener-
ally, chemical expression is comprised of numbers, termi-
nologies and punctuation, while classical statistical-based
segmenter and tokenizer are tend to split it into several parts
due to seldom occurrence in the training corpus. Further-
more, divided punctuation and numbers in chemical expres-
sion will be incorrectly aligned in case another similar coun-
terparts exist in that sentence. In such case, error will be
propagated and result in poor translation of chemical sen-

1http://www.statmt.org/moses_steps.html

tences. Therefore, before tokenization and segmentation, we
use manually written rules to recognize chemical expression
in the training corpus and substitute it with a special sym-
bol that doesn’t appear in the corpus elsewhere. Noting
that, we are unfamiliar with Japanese, hence we perform
such substitution only on Chinese and English corpus.

Here, we just introduce the procedure of recognition on
Chinese side, since recognition on English side has the same
procedure. Firstly, one dictionary comprising chemical ter-
minologies, is prepared to recognize the location of chemical
expressions in Chinese corpus. We name it as location dictio-
nary. To recognize chemical expressions, we design following
rules:

1. If a word in one sentence is found in the location dictio-
nary, the word may be a part of a chemical expression.
And the next step is to determine the boundary of this
expression.

2. If the character before the current location is “-”, and
the word after “-” is a Chinese number like “�’, then n

(n equals the Chinese number: “2” equals ‘�’) Arabic
numbers separated by commas should be found before
“-”.

3. If the character before the current location is “-”, and
the word after “-” is not a Chinese number, one Arabic
number is needed before that.

4. Special letter like Greek letter appears next to the
above boundary characters is also viewed as part of
a chemical expression.

For example, to recognize chemical expression in the sen-
tence“�õ¶�´¥Ý\1,6-��-6-��-4-�åá�"”, we
first identify three location words “��”, “��”, “�åá�”
using location dictionary. Then, since the character after
the first “-” is “�”, two Arabic numbers before it are recog-
nized as parts of this chemical expression. With the same
procedure, we will recognize the whole chemical expression
“1,6-��-6-��-4-�åá�”.

It is worth noting that we substitute chemical expressions
before segmentation and word alignment until rule extrac-
tion step. The reason to do that is mentioned in former
sections. However, such process only intuitively guarantee
to improve the segmentation and alignment for patent doc-
uments. Nevertheless, to translation, is still useless, since
it is almost impossible to find a similar chemical expression
in the training corpus for testing instance. Therefore, for
each recognized Chinese chemical expressions, we capture
its counterparts in the English side, and then collect them
to build a dictionary which will be further cumulated to
bilingual sentence pairs for word alignment. Surely, those
bilingual chemical expression pairs will also be used to ex-
tract rules directing final translation.

2.2 Refined Segmentation
In previous Chinese-to-English machine translation eval-

uation campaigns, most participants utilized ICTCLAS2 as
their segmenter. To our knowledge, ICTCLAS is trained
on news area which lacks of terminologies from patent doc-
uments. Thus, terminologies or chemical expressions last

2http://ictclas.org/ictclas_feedback.aspx?
packetid=49&packeturl=down/50/ICTCLAS50_Windows_
32_C.rar



section mentioned will possibly be incorrectly segmented. It
is worth mentioning that in last section we just deal with
chemical expressions while other specialized characters like
formulas, medical terminologies, are directly segmented by
segmenter. One solution to address this problem is to dis-
ambiguate segmentation by incorporating a terminological
dictionary. Due to the hardness of obtaining the source of
ICTCLAS and no right to modify its function, as an alterna-
tive, we implement a perceptron based segmenter and make
some modifications towards patent documents.

We train our segmenter on the merging corpora of Peo-
ple’s Daily (PD) corpus and Microsoft Research (MSR) cor-
pus by average perceptron learning algorithm. In addition,
some relevant rules about numerals and string processing
are added to this tool to better handle named entities. It
also allows users to add dictionary by themselves. This func-
tion is realized by the following steps. Firstly, for a given
sentence, we find out all the words which are also in the dic-
tionary, and store them in a queue in order. Secondly, when
a word is in the dictionary queue, it will be re-weighted dur-
ing decoding procedure. This tries to ensure words in the
dictionary can be segmented correctly.

2.3 Domain Adaption
In the previous section we mentioned that the provided

corpus includes kinds of documents from different domains.
Intuitively, splitting the mixed corpus into identical domains
should better translate them well. Benefit from other projects,
3 we have classified corpus from chemical, medical, mechan-
ical and traditional Chinese medical domains. Therefore,
we could perform supervised classification to achieve better
precision.

We use general naive Bayes classification algorithm [6] in
that its simple and excellent performance in previous work.
For a new sentence s, we use the formula c̃ = arg max

c∈C

P (c|s),

where C includes aforementioned four domains, to assign it
to the class c with the highest predicted probability. The
overall process of domain adaption is presented as follows:

• Classify training corpus into identical domains.

• Classify developing corpus into identical domains.

• Tune weights independently for each domain.

• Classify testing corpus into identical domains.

• Translate testing sentence using corpus from its corre-
sponding domain.

2.4 Incorporating Translation Templates
Typically, there are lots of sentences with relatively fixed

translation pattern in patent documents. It would be ben-
eficial for SMT systems to generate better translation if we
manually write translation templates for these patterns and
incorporate them into decoder. Based on this intuition, we
write translation patterns manually only according to the
language phenomenon occurring in training set.

During the decoding phase, these manual written trans-
lation patterns are utilized via the following manner: first
match the input sequence with the source side of every trans-
lation patterns. If there are matched patterns in a certain

3Due to contract provision, here we can’t announce the
source and details of this patent corpus.

span, additional hypotheses associated with these patterns
are generated for this span. Note that these additional hy-
potheses will coexist with those hypotheses produced by ap-
plying traditional hierarchical phrasal rules.

Take the Chinese sentence “þd �� ¿é� Ì>´ þ”
as an example. If there is a manual written translation pat-
tern “þd##1¿é�##2þ → are all by ##1 connected
to ##2 in parallel ”, which has two variables. Through
pattern matching, we can find that the example pattern
covers the whole sentence. When the decoder is comput-
ing the hypotheses for the span covering the whole sentence,
besides the hypotheses produced by applying the hierarchi-
cal phrasal rules, some extra hypotheses will be added by
combining the right-hand-side of the above pattern and the
hypotheses for “��” and “Ì>´”.

2.5 Variants of Decoder
Since the number of rules extracted from hierarchical phrase-

based model is too huge, we hence propose a simple method
to reduce the size of rule table. We filter the rule whose frac

score is lower than threshold 0.0, 0.9, 1.0, 1.1, and obtain
four decoders using different rule tables. The frac score has
the form similar to frequent count, and is mainly inspired
by the literature [7]. However, large-scale experiments show
that rule filter technique is unstable, we thus submit all re-
sults of different variants using threshold 0.0, 0.9, 1.0 and
1.1.

2.6 Multi-system Reranking
We also propose a bagging-based multi-system rerank-

ing technique to improve the quality of mixed multi-domain
patent translation.

As for training, we bootstrap N new development sets
from the original set, then we tune a subsystem using each
newly generated set. In the decoding stage, for each sen-
tence, we first decode it using all subsystems and generate
a k-best candidate list from each subsystem. After that,
we fuse these k-best list and eliminate similar deductions.
Finally, we rerank the integrated k-best list by the sum of
voting score from each subsystem. The voting score is the
dot product of the relative candidate’s feature vector and
the relative subsystem’s weight vector. For more details,
readers can refer to [10].

3. EXPERIMENTS

3.1 Data Usage
The organizers provide both bilingual patent description

sentence pairs for each subtasks as well as monolingual patent
grant documents for Japanese and English. However, pro-
vided monolingual corpus contain large-scale sentences which
is beyond our ability to handel them, thus we just take some
portion of them to train language model. The overall corpus
we use in our system is presented in table 1.

3.2 Preprocessing of Japanese
Japanese is a kind of agglutinative languages. Its biggest

characteristic is to indicate the grammatical relations in a
sentence by means of adhering function words to behind of
notional words. There are no obvious boundaries between
words in Japanese. So, Japanese word segmentation is one
of necessary procedures on machine translation of Japanese-
to-English. Preprocessing on Japanese corpus in out task



System Bilingual Monolingual
C-E 1 Million 40 Million
J-E 3 Million 40 Million
E-J 3 Million 73 Million

Table 1: The overall corpus we used in our system,
wherein monolingual corpus are used to train lan-
guage model.

consists of two procedures.

1. Full-width characters converting to half-width ones: In
computer editorial process, letters, numbers and sym-
bols may appear in half-width or full-with forms. This
phenomenon will affect phrases’ identification in the
translation process in some extent, which may reduce
the translation quality in the end. So we converted
full-width characters to half-width ones in corpus in
the first step.

2. Japanese word segmentation: Japanese word segmen-
tation is basic task of Japanese information process-
ing, which is also the foundation of Japanese machine
translation. We used Chasen (chasen-2.4.4)4, one of
the most famous open source Japanese lexical analysis
tools, to do the task of Japanese word segmentation
in the second step. Chasen is developed by Nara In-
stitute of Science and Technology, which is based on
Hidden markov model.

3.3 Baseline Systems
First, for each subtask we first build one baseline system

with preprocessing techniques similar to Moses’s . Table 2
show performance of our different decoders running on three
subtasks. Compared to phrase-based model Moses, the per-
formance of our hierarchical phrase-based model is slightly
higher. One reason is that hierarchical phrase-based model
can reorder phrases between high distance while phrase-
based model could generally explore local reordering. An-
other funding is that our combinational system achieves im-
provement over single system particularly on J-E direction.
Although system combination techniques perform unstably
when given few single inputs, however, in our experiments,
it works well and the result is surprisingly positive.

System C-E J-E E-J
HPB 30.08 23.55 32.85
Moses 29.56 23.31 32.27
SCM 30.73 25.29 33.50

Table 2: Experimental results of our decoders on
three subtasks, where HPM is our hierarchical
phrase-based model and SCM denotes system using
combination technique.

3.4 Experiments of Language Model
We use the SRI Language Modeling Toolkit [11] to train

the Japenese/English 5-gram, 6-gram, 7-gram language model
with Kneser-Ney smoothing on the Japenese/English side of

4http://chasen-legacy.sourceforge.jp/

the training corpus respectively. Noting that, here we only
use the monolingual portion of bilingual corpus. Table 3
gives the experimental results using different n-gram lan-
guage models.

Table 3: Experiments of different n-gram language
models.

Task System 5-gram LM 6-gram 7-gram

C-E
HPB 30.08 30.34 30.05
Moses 29.56 28.93 29.05

J-E
HPB 23.55 23.15 24.37
Moses 23.31 23.13 23.55

E-J
HPB 32.85 32.90 32.57
Moses 32.27 32.10 32.45

From table 3, it is hard to predict which gram of language
model will achieve the best performance on the final test.
One acceptable explanation is that when gram of language
model increases, data spareness problem will become more
serious and results in substantive backoff.

Remember that the organizers applied additional mono-
lingual corpus, we try our best to exploit all of them, how-
ever, we could only use small proportions from 2003 to 2005
to train another 5-gram language model. From table 4 we
delightedly find that large-scale language model largely im-
prove the performance of our system. But to our compu-
tational ability, we could exploit some of them. We believe
the performance of our system will be further improved when
using larger language model.

System C-E J-E E-J
HPB 31.28 25.27 34.04
Moses 30.78 25.28 33.72
SCM 32.67 25.63 34.55

Table 4: Experimental results of our decoders on
large-scale language model. We use two language
model, one is trained on monolingual portion of
bilingual description corpus while another is trained
on monolingual patent grant corpus.

3.5 Threshold of Rule Filter
We have mentioned in last section that we use a threshold

p to control the size of rule table for hierarchical phrase-
based model. Table 5 is the experimental results of different
variants. From table 5, we find that when setting thresh-
old p to 1.1, the system obtains comparable higher BLEU
score than others. The reason is that rule filter can drop
some rules that are incorrectly extracted due to incorrect
word alignment, however we can’t determine which thresh-
old could always achieve the best performance. Since the
organizers require us marking order of each submission, we
thus mark the order as 1.1>1.0>0.9>0.0 based on exper-
imental results on developing set. The feedback score of
final submission also supports the right of our decision.

3.6 Final Results



System C-E J-E E-J
p = 0.0 31.28 25.27 34.04
p = 0.9 31.72 25.66 33.45
p = 1.0 31.67 25.46 33.42
p = 1.1 31.51 25.86 33.51

Table 5: Experimental results of different threshold
for rule filter.

In this subsection, we present our system results on final
testing set. We submit six systems for each subtasks, labeled
as:

• sys1 :combinational system trained on following five
single systems.

• sys2 :hierarachical phrase-based model with rule filter
threshold p = 1.1.

• sys3 :hierarachical phrase-based model with rule filter
threshold p = 1.0.

• sys4 :hierarachical phrase-based model with rule filter
threshold p = 0.9.

• sys5 :hierarachical phrase-based model with rule filter
threshold p = 0.0.

• sys6 :Moses

System C-E J-E E-J
sys1 31.97 27.28 32.91
sys2 31.52 26.90 32.10
sys3 31.57 26.55 31.72
sys4 30.78 26.71 32.06
sys5 30.76 26.06 32.17
sys6 30.64 26.84 30.17

Table 6: Evaluation results of our final submission.

Table 6 lists the results of our final submission, where
sys1 to sys6 are defined in above itemization. Although we
attempt several techniques during the campaign, but most
of them using outer corpus, thus we submit the final result
only using limited corpus, and show extended experiments
in next subsection.

3.7 Extended Experimental Results
In this subsection, we will present experimental results

which we attempted during evaluation task but didn’t sub-
mit in the final test.

3.7.1 Incorporating Templates
We use about 20 thousand manually written templates to

improve the performance of system on C-E subtask. How-
ever, from table 7, we find the BLEU score apparently drops.
Since our manually written templates are from another project,
the target translation of written template differs from the
translation of this year’s requirements. Moreover, we use
only one reference for evaluating the translation quality, it
is hard for one decoder with manually written rules gen-
erates the same translation as referential results. To this

respect, BLEU score is better for statistical machine trans-
lation model but not better for rule-based translation model.

System C-E
baseline 30.08

template-based 29.39

Table 7: Experimental results of incorporating man-
ually written templates.

3.7.2 Chemical Expression Substitution
To evaluate the contribution of chemical expression sub-

stitution technique, we first substitute all available expres-
sions both in bilingual and monolingual corpus, and we then
heuristically extract aligned chemical expressions from bilin-
gual sentence pairs. Using these bilingual chemical expres-
sion pairs, we could extract fine-grained rule which is helpful
for translating terminologies. According to our statistics, we
extract almost ten thousand pairs from bilingual documents.
As the table 9 shows, although few chemical expressions
are found in testing set, the performance of this technique is
still slightly higher than the baseline. We argue that if more
chemical expressions appear in the testing set, the perfor-
mance will be further improved.

System C-E
baseline 30.08

chemical expression substitution 31.19

Table 8: The results of using chemical expression
substitution.

3.7.3 Refined Segmentation
Since our segmenter is trained on non-patent corpus, its

segmented results of patent documents is not very well par-
ticularly on chemical sentences. We thus incorporate an
outer dictionary from other project to better the segmenta-
tion. However, results in table 9 strikes our intuition. The
reason is that we just use dictionary to better the segmen-
tation and further improve the word alignment, whereas,
coarse phrase might cause spareness in translation while we
doesn’t handle it like chemical expression substitution in
which we cumulate chemical expression dictionary to extract
rules and generate fine-grained translation rules.

System C-E
baseline 30.08

refined segmenter 29.39

Table 9: Experiments of refined segmentation.

3.7.4 Domain Adaption
Using outer classified corpus, we supervised divides train-

ing corpus into four domains. Table 10 lists the statistics of
each domain, where the sentence from medicine appear fre-
quently in the given data. Using classified training corpus,



Domain C-E
Chinese Traditional Medicine 37124

Chemical 159492
Physical 529441
Medical 304928

Table 10: Sentence pairs of different domains in
training corpus.

we could divide developing and testing sentences into corre-
sponding domains which yields no more than 300 sentences
of each domain for developing set. Experientially, tuning
weights on such few sentences generally causes over-fitting
problems in the testing set. Conversely, as the table 11
shows, our method improves the performance slightly over
the baseline.

System C-E
baseline 30.08

domain adaption 30.22

Table 11: Experimental result of domain adaption.

3.7.5 Multi-documents Reranking
We also evaluate our bagging-based reranking method on

C-E direction. We generate one new developing set via ran-
domly selecting 1000 sentences from original developing cor-
pus, and repeat 30 times. Noting that, there are some redu-
plicative sentences in new generated developing set, since
original developing corpus contains only 1000 sentences. Ta-
ble 12 presents the results of reranking technique. We are
glad to find that our method significantly outperform the
baseline, the reason is given in [10].

System C-E
baseline 31.08

reranking 31.90

Table 12: Result of multi-documents reranking.
(This baseline is different from previous experi-
ments, since it use different language model.)

4. CONCLUSION
In this paper, we summarize techniques we used in this

year’s evaluation tasks. We participate three subtasks of
Patent Machine Translation task and submit six systems
for each subtask. Also, we attempt several methods to-
wards improving the quality of patent translation includ-
ing refined segmentation, chemical expression substitution,
domain adaption and multi-documents reranking, etc.

However, compared to other participants, our final result
is not very competitive particularly on J-E direction. Based
on this year’s experience of patent translation, in next year’s
task, we are willing to concentrate on developing novel model
for patent translation, elaborate techniques for patent data
preprocessing and postprocessing.
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