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ABSTRACT

Pronunciationmodelingfor large vocabulary speechrecognition
attemptsto improverecognitionaccuracy by identifyingandmod-
eling pronunciationsthat arenot in the ASR systemspronuncia-
tion lexicon. Pronunciationvariability in spontaneousMandarinis
studiedusingthenewly createdCASScorpusof phoneticallyan-
notatedspontaneousspeech.Pronunciationmodelingtechniques
developedfor Englishareappliedto this corpusto train pronun-
ciationmodelswhicharethenusedfor MandarinBroadcastNews
transcription.

1. INTRODUCTION

Pronunciationmodelingfor large vocabulary speechrecognition
attemptsto improverecognitionaccuracy by identifyingandmod-
eling pronunciationsthat arenot in the ASR systemspronuncia-
tion lexicon. Thesenovel pronunciationsareobserved in sponta-
neousor casualspeech,in accentedspeech,or dueto coarticula-
tory effects not indicatedin the lexicon. In this work we focus
on pronunciationvariationin spontaneousMandarinspeech.We
make useof the ChineseAnnotatedSpontaneousSpeechCorpus
(CASS)[1], which is a newly createdcorpusof closelyannotated,
spontaneousMandarinspeech.Pronunciationmodelstrainedon
the CASS corpusare refinedandappliedin the transcriptionof
MandarinBroadcastNews (MBN).

We employ the decision-treebasedpronunciationmodeling
methodologythathasproveneffectivefor Englishreadspeechand
conversationalspeechrecognition[2, 3, 4]. This approachcasts
pronunciationmodelingasa predictionproblem. The goal is to
predictthevariationsin thesurfaceform (i.e. in thephonetictran-
scriptionprovidedby experttranscribers)giventhebaseformpro-
nunciationderivedfrom a pronunciationlexicon anda word tran-
scription. We usethe CASStranscriptionsas the expert annota-
tionsrequiredby this approach.

The speechin the CASScorpuswasprovided by the Broad-
castStationof TsinghuaUniversity, Beijing, Chinaandconsists
primarily of impromptuaddresses,deliveredin an informal style
without promptsor written aids.Thecollectioncontainsa total of
threehoursof speech,spokenby two femaleandfive maleadults.
All speakershave livedfor severaldecadesin Beijing, a Mandarin
speakingcity.
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Thedetailedannotationin CASSconsistsof transcriptionsat
theword level, syllablelevel, andsemi-syllablelevel with detailed
pronunciationvariants. The semi-syllabletranscriptionsusethe
SAMPA-C [5] convention,which is a computerreadablealterna-
tive to IPA, specializedfor Chinese.

Giventherelatively smallamountof phoneticallytranscribed
dataavailablefor training it is not possibleto obtainreliablees-
timatesfor all pronunciationphenomena:only eventsthat occur
oftenin thecorpuscanbemodeledwell. A conservative approach
in this situationwould model only thosepronunciationchanges
observedoftenin theannotateddata.A moreambitiousapproach
which hasproven effective would be to build largemodelsusing
theannotateddata,acceptthatthey arepoorly estimated,andthen
refinethemusingadditionalacousticdata.This additionaldatais
transcribedlexically, but not phonetically. This refinementpro-
cessappliestheinitial modelsto thetranscriptionsof theacoustic
trainingset,andanexistingsetof acousticmodelsis usedto select
likely pronunciationalternativesby forcedalignment[2, 3,4]. The
refinementeffectively discardsspuriouspronunciationsgenerated
by theinitial setof treesandalso’ tunes’thepronunciationmodels
to theacousticmodelsthatwill beusedin recognition.

In the pronunciationmodelingwork uponwhich this project
is based[2, 3, 4], phoneticannotationswereavailablewithin the
ASR task domainof interest. This allowed decisiontreesto be
refinedusingspeechandacousticmodelsfrom the samedomain
asthedatausedin building the initial models.While it would be
idealto alwayshaveannotateddatawithin thedomainof interest,it
would beunfortunateif new phonetictranscriptionswererequired
for all tasks.However, unlike acousticmodelsandlanguagemod-
els,pronunciationlexiconshavebeenprovento beeffectiveacross
domains. This suggeststhat, apartfrom wordsandphrasesthat
might be specificto particular task domains,it is reasonableto
expectthat pronunciationvariability is alsolargely domaininde-
pendent.

Wetake theoptimisticview thataninitial setof pronunciation
modelstrainedon theCASSSAMPA-C transcriptionswill gener-
alizewell enoughsothatthey containpronunciationvariability in
theMandarinBroadcastNews domain.We will identify which of
thebroadcollectionof alternativesinferredfrom theCASSdomain
actually occur in the MandarinBroadcastNews domain. After
this refinementof thealternatives,new pronunciationlexiconsand
acousticmodelswill bederivedfor theMandarinBroadcastNews
domain. In summary, we will take advantageof the refinement
stepto adaptCASS pronunciationmodelsto a BroadcastNews
ASRsystem.



2. NORMALIZATION AND ACOUSTIC ANNOTATION
OF THE CASS TRANSCRIPTIONS

TheSAMPA-C annotationplaystwo rolesin theCASSdatabase.
Most frequently, the SAMPA-C annotationdescribesthe speech
of Mandarinspeakersmorecloselythanwould be possibleusing
Pinyin. But it canalsodescribeextremedeviation from the de-
fined. In this lattersituation,SAMPA-C symbolsindicatesounds
that never occur in any standardpronunciation. As a result, the
CASSSAMPA-C transcriptionscontainannotatedinitials thatare
not in thepronunciationlexicon usedto train theBroadcastNews
baselinesystem.Evenwithin theCASSdomainitself, thesesym-
bolsarenot foundin thedominantpronunciationof any word. It is
thereforenotclearunderwhatcircumstancesthesevariantsshould
be preferredover pronunciationscontainingthe standardphones
and,given this uncertainty, it is difficult to train acousticmodels
for thesesymbols.Ratherthandevelopa suitabletrainingmethod
for theseunusualinitials, we replacedthemby their nearest’stan-
dard’ initials. In theCASStranscription,initials markedasvoiced
p v, t v, k v, c v, ch v, q v, sh v, ands v werereplacedby b, d, g, z,
zh, j, zh, andz, respectively. Wenotethatthissubstitutionis notas
exactasthetranscriptionsuggests,sinceMandarininitials arenot
usuallyvoiced.

2.1. Direct Measurement of Predictive Features

Theuseof annotationthatindicatesthepresenceor absenceof ar-
ticulatory featuressuggeststhe possibility of directly measuring
the featuresin theacousticsignal,by detectingvoicing, nasaliza-
tion and/oraspiration.For example,given the speech“bang fu”,
a voicing detectorcouldbeusedto producetheautomaticallyan-
notatedform “b v angv f v u v”, indicating contextual voicing
effectson the � . In this way, the pronunciationsderived by lexi-
confrom aword transcriptioncanbeaugmentedby directacoustic
measurementsof thespeech.Thesemeasurementscouldbeused
to aid in theprediction,i.e. to provide additionalsideinformation
to improve thechoiceof pronunciationby theASRsystem.

Voicing is relatively easyto measuredirectly, althoughmuch
voicinginformationis admittedlyrepresentedby theper-frameen-
ergy measurementsin the cepstralacousticfeatures;direct mea-
surementof voicing may thereforenot provide much additional
information.However, we incorporatevoicing measurementsinto
our pronunciationmodels.Using theEntropicget f0 pitch track-
ing program[9], a frame-by-framevoicing decisionfor theentire
CASScorpuswascomputed(frameswere7.5msecwith a10msec
step). The time segmentationin the SAMPA-C tier allows us to
transformtheseper-framedecisionsinto segment-basedprobabil-
ities of voicing, ��� , by countingthenumberof voicedframesand
dividing by thetotal numberof framesin thesegment.

It wasobservedin CASScorpusthat60%of thedataismarked
asvoiced.Wethereforeidentifiedthefollowing procedurefor nor-
malizingthevoicing detection:for eachspeaker, find thespeaker-
dependentvoice bias thresholdin get f0 suchthat60%of theseg-
mentshad ���	��
� � . The parametervaluethat gave the closest
matchto the 60% voicedcriteria waschosen. The performance
of this voicing detectionschemecanbemeasuredby comparision
to voicing informationinferredfrom theCASStranscriptions.We
foundanequalerrorpointof 20%missand20%falsealarm.

2.2. Introducing Variability into the CASS Transcriptions

The SAMPA-C tier of the CASScorpusis a very accuratetran-
scriptionof the acousticdata. To non-expert listeners,however,
thesetranscriptionsseemvery similar to dictionary-derived tran-
scriptions. The consensusamongnative Chinesespeakers is that
theexpertphoneticianscanfind evidencefor soundsby listeningto
thespeechandstudyingspectrogramsthatcasuallistenerscannot
find. This raisesdifficulties for our useof HMM acousticmodels
with thesetranscriptions.It is reasonableto questionwhetherthese
acousticmodelswill beableto identify pronunciationchangesthat
native (albeit inexpert)listenerscannotdetect.As expected,many
of theinitials andfinalsthatcasuallistenerswouldpreferto delete
arequiteshortaccordingto thetimesegmentationin theSAMPA-
C tier. Thisposesanotherdifficulty for ouracousticmodels,which
arenot well suitedfor modelingveryshortacousticsegments.

We addressedthesedifficultiesby discardingtheshortestini-
tials andfinals in theCASStranscriptionswhenbuilding thepro-
nunciationmodels. This introducedvariability by removing the
initials andfinals from the transcriptionthat we reasonedwould
be the mostdifficult to hearand to model. Throughthesemod-
ifications to the original CASS transcriptions,disagreementbe-
tween the canonicaland surface form pronunciationsincreased
from 2.2%to 11.3%.It mayseemthatdiscardingdatain this way
is fairly drastic. In fact, despitethis aggressive intervention the
canonicalpronunciationsremainthe dominantvariant. Further-
more,thesetranscriptionsareusedonly to train thepronunciation
models;they arenot usedto train acousticmodels. In theacous-
tic alignmentstepsthatusethesemodels,theacousticmodelswill
be allowed to chosealternative forms, if it leadsto a morelikely
alignmentthanthatof thecanonicalpronunciation.

3. MANDARIN ACOUSTIC EQUIVALENCE CLASSES

Theuseof acousticclassesfor constructingdecisiontreesfor pro-
nunciationmodelinghasbeendiscussedat length in [2, 3, 4, 6].
We adoptthe approachasdevelopedfor English,althoughsome
alterationsareneededin its applicationto Mandarin. In English
the phoneticrepresentationis by individual phonesand acous-
tic classescanbe obtainedrelatively simply from IPA tables,for
instance. In Mandarin,word pronunciationsare conventionally
given in Pinyin, which specifiesthesyllablesandtonesthatmake
up a word. The syllable inventory is fixed: our dictionarycon-
tains403 uniquesyllables,disregardingtone. Eachsyllablehas
a standardpronunciation.The subsyllableunits usedin our sys-
temareinitials andfinals,which areanoptionalinitial consonant
followed by the remainderof the syllable. Becauseof this, the
acousticclassesof thefinalscannotbedeterminedfrom theacous-
tic featuresof any individual phone.Theclasseswereconstructed
insteadwith respectto themostprominentfeaturesof the initials
andfinals,andfall into thefollowing broadcategories;wealsouse
explicit voicingnotation,sincevoicingchangeis themostfrequent
effect observedin CASS.

Manner of Articulation of Finals: Identify with openvow-
els, “stretched”vowels, retroflex vowels, and protrudedvowels.
Finalsof typeendingin thenasals� and ��� arealsodistinguished.

Place of Articulation of Finals. Identify high front, central,
front, middle,andback.Frontvowel finalsendingin � and ��� are
alsodistinguished,and ������� is distinguishedby itself.

Vowel Content of Finals. Identify the numberof vowels in
their canonicalpronunciation.Finalsarealsodistinguishedif they



endin � and ��� , andtheretroflex final is separatedfrom all others.
Manner of Articulation of Initials. Identify aspiratedand

unaspiratedstops,aspiratedandunasperatedfricatives,nasals,voiced
andunvoicedfricatives,andlaterals.

Place of Articulation of Initials. Identify aslabial, alveolar,
dentalsibilants,retroflex, dorsal,andvelar.

Main Vowel of Finals. Identify finalssharingamainvowel.
Vowel Content and Manner of Finals. Identifymonophones,

dipthongs,andtripthongsasopen,rounded,stretched,or protruded.

4. MANDARIN BROADCAST NEWS TRANSCRIPTION

The baselineMBN systemwastrainedusinga 50,614word dic-
tionarycontainingPinyin pronunciationsof wordsandindividual
characters;the baselinesystemwastoneless.The acoustictrain-
ingsetconsistedof 10hoursof speech(10,483utterances)selected
from thefirst two CDsin theLDC Mandarin1997BroadcastNews
distribution. MFCCacousticfeatureswereused.

Theword/characterdictionarywasusedto segmentthe train-
ing settranscriptionssothatpronunciationswereavailablefor the
entiretrainingtranscription.Baselineword,syllable(tonelessPinyin),
andinitial/final transcriptionswerederivedfor thetrainingsetus-
ing this segmentationandthebaselinedictionary.

Context dependentinitial/final modelsweretrainedusingBaum
Welchtrainingandacousticclusteringprocedures[7]. TheHMM
topologywasleft-to-right, without skips;modelsusedfor initials
hadthreestates,while modelsusedfor finalshadfour states.The
HTK flat-startprocedurewasusedto build 12-mixtureGaussian,
stateclusteredHMMs with 2086states.

TheSRI languagemodelingtools [8] wereusedto train a bi-
gramlanguagemodelusingnews text resegmentedto agreewith
the baselinedictionary. The following text was used: People’s
Daily, 1978-1996: 233M words(approx);ChinaRadio Interna-
tional,scripts: 56M words(approx);Xinhuanewswiretext 13.2M
words (approx). The total corpuscontained303.2M words and
theresultingbigramcontained50,624unigramsand7,992,589bi-
grams.

4.1. MBN Pronunciation Models from CASS Transcriptions

The objective is to augmentthe baselinedictionarywith pronun-
ciationalternativesinferredfrom theCASStranscriptions.These
new pronunciationsareword-internal,in thatpronunciationeffects
do not spanword boundaries.Thestepsin thetrainingprocedure
areasfollows.

1. CASS Initial/Final Transcriptions Thebaseforminitial/final
transcriptionswere derived from the Pinyin tier in the modified
CASStranscriptions,andthesurfaceformsweretakenfrom CASS
SAMPA-C tier. The initial andfinal entrieswere taggedby the
voicing detector, usingthe time marksgeneratedby forcedalign-
mentof theacousticdata.

2. CASS Decision Tree Pronunciation Models The tran-
scriptionsform the training setusedto constructthe initial deci-
sion treepronunciationmodelsto predictvariationsin the CASS
data.A separatedecisiontreeis trainedfor eachinitial andfinal in
the lexicon. Thetreesaregrown undera minimumentropy crite-
rion thatmeasuresthepurity of thedistribution at the leaf nodes;
cross-validationis alsoperformedover 10 subsetsof the training
corpusto refinethetreesizesandleafdistributions[3, 4]. Changes
in eachinitial or final canbepredictedby askingquestionsabout

thepreceding3 andfollowing 3 symbols;questionsaboutneigh-
boringsurfaceformswerenotused.

3. Mandarin Broadcast News Pronunciation Lattices The
CASSdecisiontreepronunciationmodelswereappliedto theMBN
acoustictrainingsettranscriptions,producingfor eachutterancea
latticeof pronunciationalternatives;thisstepyieldspronunciation
alternativesfor utterancesin theBroadcastNewstrainingsetbased
onalternativeslearnedfrom theCASStranscriptions.Segmentsin
theMBN transcriptionsweretaggedwith voicing informationvia
forcedalignmentusingthebaselineMBN system.

4. CASS Decision Tree Pronunciation Alternatives The
most likely pronunciationalternatives for the MBN training set
werefoundby forcedalignmentthroughthepronunciationlattices.
Thealignmentusedtwo-componentGaussianmixturemonophone
HMMs from the baselinesystemto avoid using more complex
modelsthat might have been’overly exposed’ to the baseform
transcriptionsin training.

5. CASS Decision Tree Word Pronunciations The forced
alignmentsyield alternative pronunciationsfor eachentireutter-
ance. In theseinitial experimentswe wish to have only the pro-
nunciationalternatives for individual words. We found theseby
first: aligningthewordsin thetranscriptionwith align thesurface
form phonetictranscription;andthentabulating the frequency of
every alternative pronunciationfor eachword. The resultof this
stepis aReweighted and Augmented CASS Dictionary tunedto the
baselineBroadcastNews acousticModels.

6. Broadcast News Decision Tree Pronunciation Models
Thealignmentsbetweenthesurfaceform andbaseformsequences
over theMBN trainingsetareusedto train anothersetof decision
treepronunciationmodels.

7. MBN Decision Tree Word Pronunciations Thedecision
treepronunciationmodelsobtainedin thepreviousstepcanbeap-
pliedto theBroadcastNewsacoustictrainingtranscriptionsto pro-
ducefor eachutteranceatrellis of pronunciationalternatives;these
alternativesarearefinementof thefirst setof alternativesthatwere
chosenfrom CASSpronunciationmodels.

8. State-Level Surface Form to Base Form Alignments An
alternative Viterbi alignmentcanbeperformedto obtainanalign-
ment at the statelevel betweenthe surfaceform pronunciations
and the baseformpronunciations;this alignmentusesthe fully
trainedMBN acousticmodels. From this it can be determined
which statesin the baseformtranscriptionare ’confusable’with
the surface form transcriptionobtainedunder the pronunciation
model. The most confusablestatescan be consideredas candi-
datesin soft-stateclusteringschemes[10, 6]. For eachstatein the
HMM system,we found the mostconfusablestatein the surface
form paths,andacopy of eachGaussianfrom thisstateis addedto
thebaseformmixturedistribution; severalBaumWelch iterations
areperformedto updatethemeansandmixtureweightsin theen-
tire system.This is thefirst HMM re-trainingstepin themodeling
procedure;all preceedingstepsareconcernedwith finding alter-
natepronunciationsandrefiningtheestimatesof their frequencies.

9. Most Likely Word Pronunciations Under the Broadcast
News Decision Tree Pronunciation Models A secondReweighted
and Augmented Broadcast News Dictionary canbefoundin aman-
ner identical to the first, except that the surfaceform pronuncia-
tions arechosenfrom trellisesgeneratedby the BroadcastNews
decisiontreepronunciationmodels.A new dictionaryis thencon-
structedto includethemostfrequentword pronunciationalterna-
tives.

Thesetrainingstepsgeneratetwo Reweighted and Augmented
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Figure1: PronunciationModel TrainingFlowchart.

System Character Syllable I/F
ErrorRate ErrorRate ErrorRate

Baseline 28.7 26.3 19.0
EnhancedDictionary 28.3(-0.4) 26.1(-0.2) 18.9(-0.1)
& BaselineHMMs
BaselineDictionary 27.8(-0.9) 25.5(-0.8) 18.4(-0.6)
& RetrainedHMMs
EnhancedDictionary 27.5(-1.2) 25.4(-0.9) 18.2(-0.8)
& RetrainedHMMs

Table1: Performanceof ReweightedandAugmentedCASSDic-
tionaryon theMBN TestSetwith BaselineAcousticModels.

Dictionaries. Both incorporatepronunciationalternativeschosen
by BroadcastNews acousticmodels.They differ in that the pro-
nunciationsin the first dictionary are selectedfrom alternatives
presentedby CASSdecisiontreepronunciationmodels,while the
seconddictionary is selectedfrom alternatives from a Broadcast
News pronunciationmodel.Therelative frequenciesusedin each
dictionarycanbe reestimatedthroughforcedalignmentover the
trainingdata.Thetrainingprocedurealsogeneratesa Soft reclus-
tering of the HMM states basedon confusabilityfoundunderthe
pronunciationmodel.

4.2. Performance of MBN Pronunciation Models

Clean,unaccentedutterances(F0 condition) from the 1997 and
1998HUB-4NE evaluationsets[11] wereselectedasthe testset.
Thesetcontained1263utterances,with about12,000words.There
wereslightly morefemalesthanmales,owing to thenewsanchors.

The pronunciationmodel to be evaluatedis the Reweighted
and Augmented CASS Dictionary. Thisdictionaryconsistsof pro-
nunciationalternatives for words, alongwith the numberof ob-
servationsof eachalternative found in the10 hour MBN training
corpus.Two parameterscontroltheamountof pronunciationvari-
ability introduced:a Minimum Countparameterdiscardsvariants
thatoccurwith lessthanafixednumberof occurences;andaMin-
imum Relative Frequency thresholddiscardsrelatively infrequent
alternates,regardlessof how frequentlyor infrequentlythey are
observed. Pronunciationprobabilitiesarescaledsothat themaxi-
mumfor eachwordis 1.0.Theperformanceof thisdictionarywith
respectto thesethresholdsis givenin Table1.

Theseconddictionary, estimatedby finding themostfrequent
word pronunciationsunder the pronunciationsproducedby the
BroadcastNewsdecisiontreepronunciationmodel,wasalsoeval-

uated. However, it gave nearly identical resultsas the CASS-
deriveddictionary.

Thesecondsetof pronunciationmodelsevaluatedwereHMMs
whosemixtureweightsandmeanswerereestimatedaftersoftreclus-
tering of the HMM states. Resultsare reportedin Table ??. A
significant0.9%improvementin CERis foundusingthebaseline
dictionary. Furthemore,useof thereweightedandaugmenteddic-
tionariesyieldsadditionalgainswhenusedwith thesemodelsfor
a 1.2%CERreduction.

5. CONCLUSION
TheCASSCorpusof phoneticallytranscribedspontaneousMan-
darinspeechwasusedin abootstrappingprocedureto find pronun-
ciation modelsfor the MandarinBroadcastNews domain. Aug-
menteddictionarieswereusedwith softreclusteringof HMM states
to reducecharactertranscriptionerror rate. Direct acousticmea-
surementsareincorporatedasadjunctfeaturesin thedecisiontree
pronunciationmodels,andthe effectivenessof the predictive ap-
proachto pronunciationmodelingwasdemonstratedin Chineseby
modifiedthephoneticapproachdevelopedin Englishto themono-
syllabic lexiconsusedin Mandarin.Theimprovementsfoundare
significant, but greatergainsare expectedin domainsricher in
spontaneouspronunciationeffects,suchasconversationalspeech.
Additional documentation,data,andutilities canbefoundat
www.clsp.jhu.edu/ws2000.
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