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Abstract:Speech recognition systems have been applied in real world applications for several decades，where there should
be an unsatisfactory recognition performance under various noise conditions，particularly in lower signal-to-noise ratio
(SNR) circumstances． In this paper，we propose a statistical thresholding method for mean and variance normalization
technique，further reducing the mismatch between training and testing environments，which makes an automatic speech rec-
ognition system more robust to environmental changes． Mel-frequency cepstrum coefficient(MFCC) features are extracted as
acoustic features，and they are further normalized with the mean and variance normalization method to get the cepstral mean
and variance normalization (CMVN) features． The proposed statistical thresholding method is then applied． The viability of
the proposed approach was verified in various experiments with different types of background noises at different SNR levels．
In an isolated word recognition task，the experimental results show that the proposed approach reduced the error rate by over
40% in some cases compared with the baseline MFCC front-end，and under lower SNR conditions the proposed method also
outperforms other robust features such as cepstral mean subtraction (CMS) and CMVN．
Key words:robust; feature extraction; mean subtraction; mean and variant normalization; Mel-frequency cepstrum coeffi-
cient(MFCC); statistical thresholding; speech recognition
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摘 要:近几十年来，语音识别系统已由实验室环境走向真实的世界中。在不同的环境噪声下，识别性能却仍不尽

人意，尤其是在低信噪比的环境中。为解决在低信噪比情况下的低识别率的问题，以声学参数 MFCC( Mel-frequen-
cy cepstrum coefficient) 为基础，提出了一种基于统计阈值的倒谱均值方差归一化算法，该算法能进一步减小训练环

境和测试环境的不匹配程度，从而提升了语音识别系统对环境噪声的鲁棒性。首先，对输入的语音提取 MFCC 声

学参数，然后对提取的声学参数作均值方差归一化处理，最后采用统计阈值的方法抑制归一化后存在变异的特征。
该算法能增加带噪语音特征和纯净语音特征的相似性; 与 MFCC 为基线的系统相比，在低信噪比情况下，该算法的

错误率最高下降约 40%，同时该方法也优于其他的鲁棒性特征倒谱均值减和倒谱均值归一。
关键词:鲁棒性; 特征提取; 均值减; 均值方差归一( MVN) ; 梅尔频率倒谱系数( MFCC) ; 统计阈值; 语音识别



1 Introduction
A main issue in practical speech recognition is to

improve the robustness against the mismatch between
the train and testing environments［1］． The performance
of speech recognition systems rapidly degrades if there
exists channel distortion，background noise，acoustic
echo，or a variety of interfering signals． A great deal of
attention has been paid continuously to this prob-
lem［2］，in an effort to deploy the technology in the
field． When these mismatches occur，the speech rec-
ognizer could become unstable． In this paper，we will
focus on the environment in which the clean speech is
corrupted with background noise．

Many techniques have been deployed to alleviate
the recognition performance degradation，such as mod-
el adaptation，speech enhancement，and feature com-
pensation［3-4］． The model adaptation is powerful be-
cause there are more parameters in the system that can
be changed to reduce the acoustic mismatch． Since
there exists a great constraint on how these parameters
can be modified，which is limited by a simple model of
the degradation，this adaptation should not require a
lot of speech data． Nevertheless，it has been found that
due to inaccuracies in the model，the use of more data
typically results in higher accuracy． An advantage of
this approach is that it provides a graceful degradation
under very severe mismatch conditions． One of the
problems of these approaches is the large number of
computations required to adapt model，which is not
suitable for the rapid adaptation needed in rapidly
changing environments such as telephone applications．

The speech enhancement is the simplest way to
move the noise from the input noise speech signal in
front-end module before feature extraction． Numerous
techniques have been already studied［5］． Some of them
are based on the well-known spectral subtraction ( SS)

approach that is suitable for enhancing speech embed-
ded in stationary noise and its relatively simple imple-
mentation and computational efficiency． But these
methods usually remain a different level of residual and
unnatural background noise called musical noise． An-
other popular fundamental approach in speech en-

hancement is the Wiener Filter，which estimates clean
speech from noisy speech in the sense of minimum
mean square error( MMSE) given statistical character-
istics． Experiments show that the amount of noise at-
tenuation is general proportionate to the amount of
speech degradation［6］． In other words，the more the
noise is reduced，the more the speech is distorted．
Both the musical noise and speech distortion degrade
the accuracy of the recognition． So，many systems de-
velop the approach that deployed enhanced speech for
voice activity detection ( VAD) and noise speech，also
called unprocessed speech，for feature extraction fol-
lowing decoding．

Approaches that operate by compensating the in-
put features have the limitation of having to make trans-
formations without the acoustic knowledge used in the
search process，possibly using an inaccurate correction
vector． However，they typically require little computa-
tion，achieve rapid environment adaptation，and if the
mismatch is not very severe they can perform as well as
the model adaptation approaches do． Quite several
well-known feature normalization methods for feature
domain have been developed． CMS is an easy but ef-
fective way to remove the convolutional noise intro-
duced by the transmission channel． A natural extension
of CMS is cepstral mean and variance normalization
( CMVN) ［7］． So it can improve the robustness to addi-
tive noise as well as the channel effects． Not only does
it provide with an error rate reduction under mismatch
conditions，but also it has been shown to yield a small
decrease in error rate under matched conditions． Those
benefits，together with the fact that it is very simple to
implement，is the reason why many current systems
have adopted it．

In this paper，we will focus on a group of tech-
niques called statistical matching techniques． The mo-
tivation of our statistical thresholding on mean and vari-
ance normalization ( STMVN) approach is based on the
following points． Firstly，as report in［8-9］，modeling of
speech feature distributors is discussed，which shows
that speech feature distributors of each dimension can
be well approximated by employing a Gaussian density
model in noise environment． Secondly，STMVN has
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directly physical meanings and can reduce the distance
of features between the clean speech and the noise
speech，which can be easily achievable

2 Statistical thresholding
In a discrete signal，if an isolated sample much

different from its neighbors can be considered as impul-
ses corresponding to high spatial frequencies． One gen-
eral way to get rid of this kind of noise is to use the sta-
tistical thresholding of a small local region in the dis-
crete signal so that out-of-range noise can be sup-
pressed． Following is a statistical thresholding ap-
proach:

s［m］=
s［m］， if s［m］－ μ［m］≤ σ［m］·T

μ［m］，{ else
( 1)

where s［m］is a discrete sampled signal at moment m，

T is a user specified threshold value，μ［m］and σ［m］

are the mean and the standard deviation of a small lo-
cal region at m，respectively，which in turn are given
by

μ［m］ = 1
2L + 1∑

m+L

n = m－L
s( n) ( 2)

σ2［m］ = 1
2L + 1∑

m+L

n = m－L
( s［n］－ μ［m］) 2 ( 3)

where 2L + 1 is the length of the local region． We can
see that this thresholding operation in spatial domain
corresponds to low-pass filtering in the spatial frequen-
cy domain．

This approach in Eq． ( 1 ) can suppress isolated
out-of-range noise，but only using the mean to substitute
the out-of-range noise cannot represent the true distribu-
tion of the signal． So，we should combine Eq． ( 1) with
standard deviation:

s［m］ =
s［m］， if s［m］－ μ［m］≤ σ［m］·T

μ［m］+ sign( s［m］－ μ［m］) ·σ［m］·T，{ else
( 4)

where sign( x) is the sign function given by

Equation ( 4) shows that the isolated out-of-range noise

will be substituted by mean and a rough associated with
the raw data and standard deviation．

An example is shown in Fig． 1． The solid line is
C4 of noise speech MFCC( mel frequency cepstrum co-
eficient) ，and the circles are the out-of-range noise，

which will be replaced by the upper or lower border
( dotted line) ．

Fig． 1 C4 of noise speech MFCC

Normalizing by removing the mean shift and divid-
ing the standard deviation on Eq． ( 4) ，we can obtain

ŝ［m］=
s［m］－ μ［m］

σ［m］
，if s［m］－ μ［m］

σ［m］
≤ T

sign( s［m］－ μ［m］)·T，
{

else
( 6)

where ŝ［m］is the normalized signal．

3 Statistical thresholding on MFCC
features normalization

3． 1 Thresholding on MFCC features normalization

Given an ordered sequence of K-dimensional MF-
CC feature vectors x( m) ，m = 1，…，M，then the k-th
time trajectory of x( m) is denoted as

yk ( m) = x( m，k) ，m = 1，…，M ( 7)

where x( m，k) is the k-th component of x( m) at time
m． Now，we threshold the k-th time trajectory signal
yk ( m) by Eq． ( 6) described as follow

ŷk［m］ =
yk［m］－ μk［m］

σk［m］
，if

yk［m］－ μk［m］
σk［m］

≤ T

sign( yk［m］－ μk［m］) ·T，
{

else
， ( 8)

where μk ( m) and σk ( m) can be obtained by Eq． ( 2)

and Eq． ( 3) ，respectively． We can find that Eq． ( 8 )

is similar with the traditional MVN，except the statisti-
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cal thresholding operation，and it is called statistical
thresholding on cepstral mean and variance normaliza-
tion ( STCMVN) ． Based on the analysis of Eq． ( 8 ) ，

the STCMVN is split to the following two steps:
Step1 Cepstral parameters are processed by CM-

VN．
Step2 Thresholding operation is performed by a

threshold value T．
Fig． 2 shows the C4 of clean ( dashed) and noise

( solid) speech CMVN． The out-of-range noise ( circles)
will be substituted by threshold value T or － T( T = 2) ．
Fig． 3 shows a comparison of the average Euclidean
distance ( per frame) of CMVN and STCMVN between
clean speech and noise speech． Here 1 000 voiced
speeches are used to perform CMVN and STCMVN with
the background of white noise at different SNR levels．
We can find that the average distance of STCMVN is
smaller than CMVN's at all SNR levels in Fig． 3． Com-
bing with Fig． 2 and Fig． 3，we can find that the fea-
tures of noise speech become more similar with its
clean speech's after thresholding operation，alleviating
the mismatch between train and testing environment．

3． 2 Threshold determination

Threshold determination plays a vital role in our
proposed approach，neither too high nor too low． We
will account this situation from the statistical point of
view．

In probability theory， Chebyshev's inequality，

which has great utility because it can be applied to
completely arbitrary distributions ( unknown except for
mean and variance) ，guarantees that in any probability
distribution，no more than 1 /T2 of the distribution's
values can be more than T standard deviations away
from the mean［11］:

P( x － μ ≥ σT) ≤ 1 /T2 ． ( 9)

If T is too high，there only little distribution's val-
ues more than σT，so the STCMVN will lose its effect，
and if T is too small，a great number of distribution's
values are out-of-range led to this value substitute by T
with serious distortion． Experiments show that the
choice of T is usually between 2 to 4．

4 Experimental setup and discussion

4． 1 Speech corpora and setup

The speech corpora for the initial experiments in-
cluded 2 600 Chinese isolate utterances produced by 31
female and 25 male speakers． The speech signal was
recorded in normal laboratory environment at 16 kHz
sampling rate and encoded with 16-bit quantization． In
the testing phase，different background noise types，
say the babble noise， the leopard noise， the pink
noise， the volvo noise and the white noise， from
Noisex［12］ are subsequently added to the clean speech
waveforms at various SNRs( SNR = － 5，0，5，10，15，

20 dB) ． Training utterances are not used in testing．
In speaker-independent isolated word recognition

experiments，for each word with 4 states and a mixture
of 6 Gaussian pdfs per state was estimated from training
utterances spoken in a noise-free environment． An au-
tomatic end-pointing algorithm based on frame powers
and zero crossings are used to determine the starting
and ending points of the training utterances． Models
are trained by CDCPM［13］ which is one of the simpli-
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fied HMM with the state transition left-to-right，no ini-
tial state distribution π，and state transition probability
distribution A． The acoustic model employs the 26-di-
mension features ( containing 13 MFCC coefficients
plus the logarithmic frame energy，as well as their first
order derivatives) ．

4． 2 Experimental results and discussion

Experimental results for clean speech and four
kinds of artificial noisy data are shown in Tab． 1 and
Tab． 2-5，respectively． The clean and noisy data are e-
valuated by using the MFCC feature as the baseline
firstly． Then the CMS，CMVN， and the proposed
method ST-CMVN，with threshold value is 3． 2，are ap-
plied respectively and compared．

Tab． 1 Word accuracy (% ) for clean speech
Baseline CMS CMVN ST-CMVN

97． 24 98． 48 98． 29 98． 38

Tab． 2 Word accuracy (% ) for the Car noisy data
SNR Baseline CMS CMVN ST-CMVN
20 97． 33 98． 57 98． 38 98． 29
15 97． 24 98． 57 98． 48 98． 48
10 97． 05 98． 67 98． 67 98． 48
5 97． 14 98． 29 98． 67 98． 48
0 96． 19 98． 19 98． 57 98． 29
－ 5 93． 43 96． 57 98． 29 98． 38

Tab． 3 Word accuracy (% ) for the Babble noisy data
SNR Baseline CMS CMVN ST-CMVN

20 96． 95 97． 71 98． 10 97． 81

15 94． 57 95． 33 97． 43 97． 52

10 86． 19 89． 52 95． 43 95． 62

5 71． 14 70． 95 89． 14 89． 33

0 52． 29 43． 62 70． 19 72． 76

－ 5 30． 10 18． 00 38． 00 42． 76

Tab． 4 Word accuracy (% ) for the White noisy data
SNR Baseline CMS CMVN ST-CMVN

20 91． 05 94． 57 97． 81 97． 81

15 78． 38 86． 48 97． 62 97． 71

10 60． 76 74． 29 97． 14 97． 14

5 40． 86 54． 95 94． 38 94． 48

0 34． 10 32． 67 82． 57 84． 00

－ 5 20． 10 18． 76 59． 43 63． 24

Tab． 5 Word accuracy (% ) for the Pink noisy data
SNR Baseline CMS CMVN ST-CMVN

20 95． 05 97． 43 98． 10 98． 19

15 89． 81 93． 62 97． 71 97． 81

10 79． 90 85． 62 97． 14 97． 14

5 56． 57 62． 86 95． 14 94． 76

0 35． 71 33． 52 86． 57 87． 90

－ 5 23． 62 12． 67 65． 33 68． 19

It can be seen that the proposed and CMVN ap-
proaches significantly outperform the baseline ( MFCC)

in all kinds of experimental environments，and the
CMS approach only improves the performance of the
word accuracy in higher SNR ( SNR≥10 dB ) ． For
higher SNR noisy environments ( SNR≥10 dB ) ，the
improvement of the proposed method is slighter with the
reason is that almost all features are slightly-corrugated
and the emphasized． But for lower SNR noisy environ-
ments ( SNR≤5 dB) ) ，we can find that the proposed
method has good performance than other methods ex-
cept for Car noisy data because the Car noisy are sta-
tionary and narrow-band．

In particular，the STCMVN method is proved ef-
fective in the lower SNR noisy environments ( SNR≤5
dB) where the average word accuracy for all kinds of
noisy environments is more than 25% ．

5 Conclusions
In this paper，an effort has been made to develop

an new approach for the robust speech recognition in
noisy environments by using a statistical threshold val-
ue to threshold the CMVN features，reducing the mis-
match between train and testing environments． The ex-
perimental results show that the proposed approach is
superior over the other robust features ( CMS，CM-
VN) ，especially for lower SNR cases ( -5 dB≤SNR≤
5 dB) ．
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