Abstract—In this paper, we present a practical solution to

identifying pornographic images based on multiple low-level

image features and support vector machine (SVM). First, the

region of interest (ROI) is obtained from an original image

based on the detection of skin-like pixels in YCbCr color space.

The ROI is then classiﬁed into being acceptable or unacceptable

by its size. Images without ROIs or acceptable ROIs are deemed

to be benign images. For images with acceptable ROI, the color,

texture and shape features are further extracted on ROI, and

then fed to a SVM classiﬁer to perform the task of recognition.

Our approach has obtained 96.05% sensitivity and 96.17%

speciﬁcity on a dataset containing 8,000 pornographic images

and 12,500 benign images, as well as the processing speed of

about 0.026 seconds for a PC to determine whether a given

image with an average size of 420 by 433 pixels is pornographic.
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I. INTRODUCTION

The rapid expansion of the Internet brings great convenience to our daily life. Today any Internet surfer can easily

access a large amount of multimedia contents. However,

some contents, such as pornographic images, are not appropriate for children and adolescents. So it is very important

to provide a healthy web environment for children and

adolescents.

Now some commercial softwares have been designed

and many academic research solutions have been reported,

to block pornographic images from web browsing. The

researchers generally classify the existing image ﬁltering

techniques into three categories: blacklist-based ﬁltering,

keyword-based ﬁltering and content-based ﬁltering. The

blacklist-based approach blocks all the accesses to the

websites in a list of URLs where pornographic contents

have been found in the past. However, this class of methods

cannot timely capture all the URLs containing pornographic

contents, since the contents on the Internet are highly

dynamic. Moreover, some websites contains both benign

images and pornographic images, so it is not a wise way

to block the whole websites. Keyword-based approaches

prohibit the access to images on a webpage if many offensive

keywords or phrases are found on the webpage. Yet the

keyword-based ﬁltering can aslo block images on some

benign websites, such as the educational sites about breast

cancer. In addition, some adult web sites incorporating

text into images make the keyword-based analysis fail.

Comparatively, the content-based approaches seem to be a

reliable solution by directly analyzing image contents. It

generally segments skin regions based on color and texture

information ﬁrst, and then the features of color, texture

and shape are extracted from the skin regions. Finally, a

model is generated to discriminate pornographic images

from benign images. For example, the simplest model is

the K-nearest neighbor (KNN) model, where the contentbased image retrieval technique is exploited to obtain the

most similar K images in the database of template images

with a given image as a query, and then judge whether

the number of pornographic images in K images exceeds

a predeﬁned threshold, such as [3], [7], and [10]. More

popular classiﬁcation models include SVM [16], multi-layer

perceptron (MLP) [6], decision tree [12].

The pioneering work of detecting pornographic images

by analyzing image contents was introduced by Forsyth et

al. [2]. Their approach combined both color and texture

information to obtain skin regions. Then the skin regions

were fed to a specialized grouper, which attempted to

group human ﬁgure using geometric constraints on human

structure. Wang et al. [3] developed the WIPE system for

screening objectionable images by using a combination of

an icon ﬁlter, a graph-photo ﬁlter, a color histogram ﬁlter, a

texture ﬁlter and a wavelet-based shape matching algorithm.

Yoo [7] employed the MPEG-7 visual descriptors, including

edge histogram, color layout descriptor and homogeneous

texture descriptor, to identify and rate adult images. Zheng et

al. [6] classiﬁed objectionable images into two classes, adult

images and harmful symbols. Their approach employed

two ﬁlters, an adult image ﬁlter and a harmful symbol

ﬁlter, to block the corresponding contents respectively. Hu

et al. [11] proposed a framework of combining text and

image information to recognize pornographic web pages.

Pages were ﬁrst classiﬁed into three categories: continuous

text pages, discrete text pages, and image pages. For image

pages, an image classiﬁer used ﬁve image features extracted

from the contour shape to distinguish pornographic images

from benign images. Shih et al. [10] identiﬁed adult images

through the image retrieval way based on color descriptor,

edge shape descriptor and compactness descriptor. Lienhart

et al. [14] devised topic models based on probabilistic latent

semantic analysis (pLSA) to ﬁlter adult image contents. In

their approach, an image was represented as a pSLA modelusing the SIFT feature and the self-similarity feature. For

image classiﬁcation, the topic vectors of each test image

were classiﬁed by the simple KNN search using the L1-norm

as distance metric. An important problem of blocking pornographic images is the deﬁnition of pornographic images

and benign images, which is a complicated social problem

and there is no uniﬁed answer. To overcome the problem

to a certain degree, some researchers treated the detection

of pornographic images as a multiclass image classiﬁcation

problem, such as [7], [8], and [13].

In this paper, we present a new recognition system of

pornographic images, and it has two characteristics. First,

a ROI different from skin regions is ﬁrst located, which

makes the feature extraction on it much more efﬁcient, and

makes the recognition result more robust. Second, various

features are extracted from ROI, and background pixels are

also included in the ROI, so our system does not require the

skin detection algorithm with very high accuracy.

The rest of the paper is organized as follows. Section 2

presents our classiﬁcation system of pornographic images in

details. The experimental results are reported in Section 3

to show the effectiveness of our method. Conclusions are

given in Section 4.

II. OUR CLASSIFICATION SYSTEM OF PORNOGRAPHIC

IMAGES

The framework of the proposed approach is summarized

in Fig. 1. For a given image, a ROI is ﬁrst located by detecting skin-like pixels in YCbCr color space. The ROI is then

classiﬁed into being acceptable or unacceptable based on its

size. Images without ROIs or acceptable ROIs are identiﬁed

as benign images. Otherwise, a 270-dimensional feature

vector is further extracted from the ROI to characterize the

color, texture, shape information in it. Finally, we train a

SVM classiﬁer and employ it to perform classiﬁcation.

A. ROI extraction

The ROI in an original image is detected by a generic

skin-like pixel detection method in YCbCr color space.

Garcia et al. [4] have noticed that skin-like pixels form

a small and compact cluster in the CbCr plane and that

intensity values have little inﬂuence on the skin detection

result in the CbCr plane. Therefore, the original image is

ﬁrst transformed from the RGB color space to the YCbCr

color space. A pixel is considered as skin-like if it meets the

constraints in Eq.(1). Note that we make some linear transformations in Eq.(1) to guarantee Cb and Cr components

to be in the range of [0, 255], compared with the range of

[-128, 127] in [4] .

As a result, we obtain a binary image, i.e., skin map,

which indicates whether a pixel is skin-like or not, as shown

in Fig. 2(b) where white pixels represent skin-like pixels and

black pixels represent non-skin pixels. The skin map is then

Figure 1. The framework of the proposed approach.

partitioned into a number of equal-sized (16
16 pixels) nonoverlapping blocks. For each block, if more than half of the
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pixels are detected as skin-like pixels, it is regarded as

a skin-like block. Otherwise, it is considered as a nonskin block, as shown in Fig. 2(c). The region speciﬁed by

the minimum enclosing rectangle of the biggest connected

component is what we called ROI, which is surrounded by

the red rectangle in Fig. 2(d). If the width or height of

the ROI is smaller than 45 pixels, the ROI is regarded as

unacceptable and the corresponding image is declared as a

benign image. Otherwise, the ROI is regarded as acceptable

and further computation is required on it to obtain the

category of the image. From the example illustrated in

Fig. 2, we can see that the ROI just covers part of skinlike regions, and those skin-like pixels in background are
