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Abstract—In this paper, we propose a novel affective video 

classification method based on facial expression recognition by 

learning the spatio-temporal feature fusion of actors’ and 

viewers’ facial expressions. 

For spatial features, we integrate Haar-like features into 

compositional ones according to the features' correlation, and 

train a mid classifier during the period. Then this process is 

embedded into improved AdaBoost learning algorithm  to 

obtain spatial features. And for temporal feature fusion, we 

adopt hidden dynamic conditional random fields (HDCRFs) 

based on HCRFs by introducing time dimension variable. 

Finally spatial features are embedded into HDCRFs to 

recognize facial expressions. Experiments on the well-known 

Cohn-Kanada database show that the proposed method has a 

promising recognition performance. And affective classification 

experimental results on our own videos show that most subjects 

are satisfied with the classification results. 

Keywords-affective video clssification; facial expression 

recognition; spatio-temporal feature fusion; hidden dynamic 

conditional random fields 

1. INTRODUCTION

With the widespread use of cameras and on-line sharing 

services, such as YouTube, Youku [1], personal or 

professional videos have become more and more popular, 

becoming an indispensable part of our daily life. Therefore, 

how to classify them has become a difficult question and has 

attracted much research attention in the community  of 

computer science. Since users are interested in affective 

video scenes that can arouse some types of emotions, 

affective classification of videos becomes the search target 

and the schemes to identify affective videos are in great need. 

Most previous and existing works on affective video

classification focus on detecting video affective content by 

using low-level features [2, 3, 4, 5, 6]. In [2], HMMs were 

used to categorize videos into three types of affective content, 

fear, sadness and joy, based on low-level visual features. S. 

Arifin et al. [3] used dynamic Bayesian networks (DBN) to 

analyze affective content and its temporal dynamics, also 

based on low-level features. M. Xu et al. [4] proposed a 

hierarchical model to classify five types of affective content 

(joy, sadness, anger, fear, and neutral) and applied HMMs to 

calculate the strength of emotions. Go Irie et al. [5] proposed 

a latent topic driving model to classify video affective scenes 

based on movie topic extraction via the latent Dirichlet 

allocation and emotion dynamics with reference to Plutchik’s 

emotion theory. In [6], arousal and valence features are 

extracted to implement an integrated system for personalized 

music video affective analysis, visualization, and  retrieval. 

They focused mainly on learning classifiers by using 

generative models based on low-level features. However, 

facial expressions of actors play a key role in generating their 

emotions and facial expressions of viewers are efficient to 

reflect videos’ affective transitions. 

On the other hand, facial expression recognition has also 

attracted much attention for more than 40 years due to its 

wide potential applications. For human beings, a particular 

facial expression is continuous and transient, usually 

activated by the associated emotion and generated through a 

series of muscle motions. These subtleties have caused 

designing computer vision and pattern recognition 

algorithms to recognize expressions automatically a

challenging task [7].  

Most present works on expression recognition are based 

on two typical pioneering works. First, Izard [8] categorized 

facial expression into six basic expressions (happiness, 

sadness,  anger,  disgust,  surprise and  fear), giving the 

psychological fundamental for computer vision processing. 

Second, Ekman and Friesen [9] proposed Facial Action 

Coding System (FACS), which decomposed each expression 

into several relative action units (AUs). Most of existing 

automatic facial expression recognition works focused on 

learning discriminative classifiers over the whole face, which 

classified an input facial image or sequence as one of the six 

basic emotions [10][11].  

Generally, there are two steps to tackle this problem. The 

first one is to extract geometrical features or appearance 

features. The popular geometrical features are the key points 

extracted by active shape model (ASM) [12]. Since ASM is 

sensitive to illumination, pose, and exaggerated expression, 

appearance features such as Gabor features, Haar-like 

features, and LBPs are becoming more and more widely 

used. Shan et al. [13] illustrated that LBPs are as powerful as 

Gabor features. The experiments in [14] demonstrated that 

Haar-like features are comparable with Gabor features and 

even better for expression recognition. Because the

definitions of AUs are actually ambiguous semantic 

descriptions, it is not so easy to do accurate AU detection 

automatically [15]. Although FACS does not make a clear 

definition of AU’s level, it points out each AU’s location. 

Based on AUs' locations, Yang et al. [15] proposed  an 

algorithm for building compositional Haar-like features to 
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795avoid the AU detection due to its ambiguity, which achieved 

good performance for facial expression recognition,

especially those expressions at low intensity level. 

 The second one is to select discriminative features over 

the whole face to build classifiers, such as SVM [13], 

AdaBoost [16] and DBN [17]. Chang et al. [7] adopted 

HCRFs to classify facial expressions and expanded it into 

partially-observed HCRFs (PO-HCRFs), in which 

POHCRF9 got the highest accuracy. Alternatively, there are 

also methods that directly analyze and recognize the basic 

expressions without depending on AUs. Cohen et al.  [18] 

used a tree-augmented-naive Bayesian classifier to learn the 

dependencies between facial expressions and AUs.  

However, most previous works on facial expression 

recognition have not considered the spatio-temporal feature 

fusion. But it is the combination of spatial and temporal 

features that generates facial expressions.  

In this paper, we adopt a novel scheme to interpret facial 

expressions by learning the spatio-temporal feature fusion. 

For spatial features, we integrate Haar-like features into 

compositional ones according to features' correlation and 

train a mid classifier during the period. Then this process is 

embedded into improved AdaBoost learning algorithm  to 

obtain spatial features. And for temporal feature fusion, we 

adopt HDCRFs based on HCRFs by introducing the time

dimension variable. Finally the obtained spatial features are 

embedded into HDCRFs to recognize facial expressions. 

Based on the above facial expression recognition 

algorithm, we propose and implement a novel affective video 

classification method, as shown in Figure 1. Different from 

previous methods using generative models based on lowlevel features, we classify affective videos according to the 

expressions of actors and viewers with discriminative 

methods. 

Figure 1. The architecture of the proposed method 

2. SPATIAL FEATURES

Feature representation and extraction plays an important 

role in facial expression recognition task.  Because of the 

simplicity and the effectiveness of the Haar-like features in 

facial expression recognition [16], we adopt the Haar-like 

features to represent expression appearance. 

2.1. Preprocessing 

Facial expressions are usually different in size and 

grayscale, making the classification task a difficult problem. 

So some preprocessing operations need to be done. First we 

detect eyes based on face recognition and gray-level integral 

projection and rotate expression images to the same level 

according to eyes’ locations. Then we normalize the images 

in scale and grayscale, resize each image to the same size (eg. 

64×64), and equalize its histogram. 

2.2. Building spatial features 

Here we improve the feature combination procedure by 

introducing the conception of mid classifier. Details of the 

improved procedure are summarized in Algorithm 1.Two 

key steps are listed as follows. The first one is to calculate 

the training error of each feature with the following popular 

weak classifier 
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where θ p i, minimizes the weighted error, and it changes with 

the updated weights in each iteration of boosting. The second 

one is the combination updating rule shown in Equation 2. 

Recursively, the combined feature continually grows up to 

the maximum length  L or stops when Equation (2) is not 

satisfied. Then the combined feature is encoded as a binary 
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And during this period, a mid classifier is trained based 

on compositional features and weak classifiers, as shown in 

Definition 1. 

Definition 1 Mid classifier is a function with the domain 

separated into 2

m

 parts, in which  m is the number of 

compositional features, and with the range {+1, -1}, standing 

for positive example or negative example. Mid classifier is 

the regular combination of several weak classifiers. Its 

classification ability is stronger than weak classifier and 

weaker than strong classifier. Assume the m features are f
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796Algorithm 1 Feature combination procedure 

Input: Image samples, labels and the corresponding 

weights

1 1 1

( , , ), ,( , , ), {0,1}

n n n i

x y w x y w y L ∈

Output: Compositional features  { } C F = i

 and mid 

classifier h

1 Initialization: C = Φ ; 

2 Calculate weighted training errors 

p i,

ε on each Haar-like 

feature f

p,j

, according to Equation 1; 

3 Pick up the top l features from each { f

p,j

 } based on 

p i,

ε , 

and rank them to build candidate set {F}; 

4 Encode {F} on each sample for feature combination; 

5 Select the most discriminative  F1

 and add it to the 

compositional feature C; Initialize mid classifier h, that is, let 

h be the weak classifier of F1

; 

6 for each  { } F F i ∈ do 

7        if 

1 1

[ , , , ] [ , , ] F F F F F m i m

ε ε L L < do 

1

[ , , ] F F F i m → L ; 

            Update the training error; 

            Update the mid classifier h; 

     end 

 end 

8 Return C and h. 

The procedure of building compositional features and 

training mid classifier is embedded into improved AdaBoost 

learning algorithm. Different from the original AdaBoost, 

which selects the best feature in each round and train a weak 

classifier, we find a compositional feature and train a mid 

classifier based on the combined feature to update the weight 

of samples. The spatial features are the combination of 

compositional features and the final strong classifier is the 

weighted sum of mid classifiers. Since AdaBoost is a typical 

binary classifier, and we need to classify expressions into 

seven basic types, we use the one-against-all strategy to 

decompose the seven-class problem into seven basic  twoclass problems. For each expression, we set its samples as 

the positive samples, and other expressions’ samples as the 

negative samples.  

3. TEMPORAL FEATURE FUSION: HDCRFS

The HCRF model has been widely used and applied to 

object recognition [19]. In nature, the main idea behind 

HCRFs is to enrich CRFs by adding hidden states to capture 

complex dependencies or implicit structures in the  training 

samples. The effect can be enhanced by using more hidden 

variables, or by increasing the number of possible  hidden 

states. Either way would lead to a graphical model  with a 

large number of hidden-state configurations [7]. 

In our method, by introducing the time dimension 

variable t, we observe that applying HDCRFs to image 

sequences of similar appearances may give rise to rather 

different hidden-state configurations. 

Our task is to learn a mapping from given expression 

images  x to labels  y, where  x is a vector of m local 

observations x={x1

, x2

, … , xm}, and each local observation xj

is represented by a feature vector  ( )

d

j φ x R ∈ . Each y is a 

member of a set Y of possible expression labels, for example, 

Y= {happiness, sadness, disgust, surprise, anger, fear}. 

Definition 2 Let  F f y h t x = { ( , , , )} be a set of feature 

functions, and 
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variables. Then the distribution  p is a hidden dynamic 

conditional random field if and only if 

1

( | , ) exp( ( , , , ))

( )

k k

t h

k

P y x f y h t x

Z x

θ θ = ∏ ∑ ∑     (4) 

    '

( ) exp( ( ', , , ))

k k

y h t

k

Z x f y h t x = ∑ ∑ ∑ ∏ θ

         (5) 

where  Z(x) is the partition function. 

The difference between HDCRFs (as shown in Figure 2) 

and HCRFs is that we consider the time dimension t , as is 

often the case that can better describe the fact. Based on 

previous works on CRFs [19][20], we use the following 

objective function for training the parameters: 
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The first term in Eq. 6 is the log-likelihood of the data; 

the second term is the log of a Gaussian prior with

variance

2

σ , i.e.

2

2

1

( ) ~ exp( || || )

2

P θ θ

σ
. We use gradient 

ascent to search the optimal parameter values, 

*

θ θ = arg max ( )

θ L . For our experiments, we used a 

Quasi-Newton optimization technique. 

Figure 2. Comparison of our HDCRF model with two previously published 

models: CRF [20], HCRF [19]. xj represents the j th observation (related to 

the j th frame of the video sequence), hj is a hidden state assigned to xj , 

and yj the class label of xj. Gray circles are observed variables.  

4. AFFECTIVE VIDEO CLASSIFICATION

Facial expression recognition is done via embedding

spatial features into HDCRFs. Based on the facial expression 

recognition algorithm, we classify affective videos according 

to the expressions of actors and viewers with discriminative 

methods. 

4.1Facial expression recognition based on Spatio-Temporal 

feature fusion 

Let (s={I

i},  y) denote a labeled sequence of facial 

expression images, and fi be the feature vector of  image. 

Also let {h1, h2

, … , hm}be the set of hidden variables, each 

797of which assumes a possible label corresponding to  a 

combination of features. Instead of using the energy function, 

we adopt the spatial feature function which is obtained 

through the improved AdaBoost algorithm. Then the spatial 

features are embedded into HDCRFs. Hence probability 

inference with the proposed model is exactly like a regular 

HCRF. That is, given a new test sequence s, we have

( | ; ) ( , | ; )

h

p y s p y h s θ θ = ∑                     (7) 

4.2. Affective video classification 

Affective video classification is done according to actors’ 

and viewers’ affective curve (the relationship between their 

facial expressions and time). Based on the face detection and 

recognition system, we detect actors’ and viewers’  faces, 

preprocess them, extract spatial features and embed them 

into HDCRFs. According to related psychological 

fundamental research of video or movie classification criteria 

[21], as shown in Table 1, we obtain actors’ and viewers’ 

real facial expressions, draw their affective curves, and 

classify videos affectively. Finally according to (6), the most 

possible expression is the final category. 

TABLE 1. CLASSIFICATION CRITERIA OF VIDEOS

main facial expressions the ending 

comedy neutral, happiness happiness 

tragedy neutral,happiness, sadness sadness 

horror neutral, fear, surprise fear, surprise 

moving neutral, sadness sadness 

boring  neutral, disgust neutral,disgust 

exciting neutral, happiness, surprise happiness 

Here we classify videos into six affective categories: 

comedy, tragedy, horror films, moving movies, boring films, 

and exciting movies. Take comedy for example, if there are 

only two main facial expressions- happiness and neutral, and 

the percentage of happiness reaches the trained threshold, we 

can classify it to comedy.  

5. EXPERIMENTS

We test our facial expression recognition method with 

three sets of experiments on the Cohn-Kanada facial

expression database [22] and our affective video 

classification experiment on our own videos. And 

comparisons are done against now popular methods. 

5.1. Dataset 

The Cohn-Kanada facial expression database is a popular 

expression dataset widely used to evaluate facial expression 

analysis and recognition algorithms. It consists of 100 

students aged from 18 to 30 years old, of which 65% were 

female, 15% were African- American, and 3% were Asian or 

Latino. Subjects are instructed to perform a series of 23 

facial displays, six of which are prototypic emotions 

mentioned above. For our experiments, we select 352 image 

sequences from 96 subjects. The selection criterion is that a 

sequence could be labeled as one of the six basic emotions: 

anger, disgust, fear, happiness, sadness and surprise. Figure 

3 shows samples of the six expressions. 

Figure 3. Examples of six expressions in Cohn-Kanada Dataset, from left to 

right are Anger, Disgust, Fear, Happiness, Sadness and Surprise. 

We conduct our video classification experiments on our 

own selected database. It consists of 100 short videos from 

YouKu [1], comedy 30%, tragedy 15%, horror film 15%, 

moving movies 18%, boring films 10%, exciting movies 

12% (Figure 1). The selection criterion is that each movie 

scene be between one and three minutes in length, and as 

homogenous as possible. The total length is 7 hours 40 

minutes; the average length is 2 minute 18 seconds. And 

eight students (four males and four females) were asked to 

watch all 100 videos and score each with six video types. 

5.2. Facial expression recognition results 

We compare our method with [7]’s POHCRFs + Gabor 

method, which adopted POHCRFs with Gabor features and 

[15]’s improved Boosting + compositional method, which 

integrated the procedure of building compositional features 

into boosting. 

The experimental results on the testing set are illustrated 

in Table 2. It is clear to see that our proposed method 

outperforms the other two. The result of the proposed 

method is much better than the other two state-of-the-art 

methods. Our method obtains the average recognition

accuracy of 96.6%, while that of POHCRF + Gaobr is 90.0% 

and that of Boosting + Compositional is 92.3%. This is 

reasonable because we combine temporal and spatial context 

together in a unified framework. Table 3 lists the confusion 

matrix of the proposed method. 

TABLE 2. COMPARISON ON THE TESTING SET (%) 

 happi

ness 

sad

ness

dis 

gust

sur 

prise

anger fear

POHCRF+Gabor[7] 98.0 97.5 98.6 69.4 87.7 88.9

Boosting+Comp[15] 95.6 90.4 91.7 98.3 84.4 93.2

HDCRF+Spa(ours) 100.0 98.2 98.7 99.4 92.4 95.5

TABLE 3. THE CONFUSION MATRIX OF OUR PROPOSED METHOD BASED ON

THE COHN-KANADA DATABASE (%) 

Recognition 

rate 

happi

ness 

sad 

ness

disg

ust 

Surp

rise 

ang

er 

fear

happiness  100.0 0.0 0.0 0.0 0.0 0.0 

sadness  0.0 98.2 0.0 0.0 1.8 0.0 

disgust  0.0 0.0 98.7 0.0 1.1 0.2 

surprise  0.0 0.6 0.0 99.4 0.0 0.0 

anger  0.0 5.4 1.1 0.0 92.4 1.1 

fear  3.3 0.4 0.0 0.4 0.4 95.5

7985.3. Affective video classification results 

Take some of our own videos for example, part of the 

affective curves are drawn in Figure 4. To explain it, we take 

the famous comedy for example. It is clear to see that the 

curve of the comedy is filled with happiness, completely 

fitting the effect of comedy. The affections of viewers 

watching the tragedy are happy and finally sad, and this is 

the criteria of tragedy. Then we segment each video into 

affective sections, according to viewers’ facial expressions. 

Some of the examples are listed in Figure 5. It is clear to see 

that the results are satisfying. The video classification 

confusion matrix is shown in Table 4. We can find that our 

proposed method can classify affective videos effectively 

with the average accuracy of 85.4%. 

Figure 4. Affective Curves. -3,-2, -1, 0, 1, 2, 3 stand for sadness, anger, 

disgust, neutral, fear, surprise, happiness respectively. 

Figure 5. Examples of the affective scene of comedy <Got the Money 

Anyway> and tragedy <Titanic> 

Finally, to evaluate the classification results, we compare 

the results with the categories given by the viewers who 

watched the videos. And we get 80% accuracy. Therefore, 

most subjects are satisfied with the classification results. 

TABLE 4. VIDEO CLASSIFICATION CONFUSION MATRIX (%) 

Com

edy 

Trage

dy 

Hor

ror

Movi

ng 

Bori

ng 

Excit

ing 

Comedy 90.0 0 0 0 6.7 3.3

Tragedy 0 73.3 0 13.4 13.3 0 

Horror  0 0 80 0 3.3 6.7 

Moving  0 11.1 0 83.3 5.6 0 

Boring  10 10 0 0 70 10 

Exciting 8.4 0 8.3 0 8.3 75 

6. CONCLUSION AND FUTURE WORK

In this paper, we propose a novel method for facial

expression recognition by learning the spatio-temporal 

feature fusion with spatial features and hidden dynamic 

conditional random fields. We first build compositional 

features based on local appearance features extracted from 

each patch divided to cover the AUs’ location and train a 

mid classifier. Then we embed this process into improved 

AdaBoost algorithm to obtain spatial features. Secondly we 

define HDCRFs expanded from HCRFs by introducing the 

time dimension. Finally the spatial features are embedded 

into HDCRFs to learn the classifier. Experiments on the 

Cohn-Kanada database demonstrate that the proposed 

method has a promising performance. 

Based on the facial expression recognition algorithm, we 

propose a novel affective video classification method 

according to the expressions of actors with discriminative 

methods. And the affective classification experiments on our 

own videos show that most subjects are satisfied with the 

classification results. 

But we only consider facial expression as the method of 

expressing affections, while affections are generated through 

series of methods, including facial expressions, sounds, 

actions and so on. Combining them together effectively may 

further improve the performance of analyzing actors’ actual 

affections, thus increase the accuracy of affective video 

classification. In addition, how to combine actors’ affections 

and viewers’ affections more effectively is still worth 

studying. We can further classify videos into more detailed 

categories in the form of affections to recommend videos 

better. 
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