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Abstract— This paper proposes a novel face recognition

algorithm inspired by the selective attention of Human Visual

System (HVS). We record four observers’ eye movements when

they are viewing 100 FRGC [1] frontal view face images and

ﬁnd that the observers are highly consistent in the regions

ﬁxated. Inspired by the fact that fovea of HVS has a much

higher spatial acuity than the periphery, a face recognition algorithm based on spatial variant sampling is proposed to simulate

such foveated imaging phenomenon, where more information

is reserved for the ﬁxated regions. Moreover, information

extracted from glance which adopts the low spatial frequency

components of the image is integrated into the face recognition

system to elicit a percept that occurs before any ﬁxations. The

experimental results on FERET database [2] demonstrate that

the proposed method not only reduces the computational cost,

but also achieves comparable performance, which shows that

the characteristics of the HVS provide valuable insights into

face recognition.
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I. INTRODUCTION

Over the past several decades, face recognition has become

a popular area of research in computer vision and one

of the most successful applications of image analysis and

understanding [3][4]. Its wide range of potential uses include

security applications, intelligence-computer interaction and

so on. The nature and scientiﬁc challenges of face recognition decides that not only computer science researchers are

interested in it, but also neuroscientists and psychologists.

Much progress has been made in the past few years.

However, face recognition remains a research area far from

maturity, and its applications are still limited in controllable

environments.

Numerous face recognition algorithms [5] have been developed in the past two decades, such as Eigenfaces and

Fisherfaces [6], SVM [7] and AdaBoost [8]. However, most

of the statistical methods suffer from the generalizability

problem.

It is the general opinion that advances in computer vision

research will provide useful insights to neuroscientists and

psychologists into how human brain works, and vice versa.

Several algorithms [9][10][11] are based on Gabor ﬁlters,

which are known to model the responses of the simple cells

in vision cortex.

Fig. 1. Original image (left) and foveated image (right). The green cross

indicates the ﬁxation. The pixels near the ﬁxation are clear whereas the

further away pixels are blurred.

Though many methods sample the image in a grid-like

fashion, human beings are able to select the most interesting

points to focus on (ﬁxations) in the scene and jump (saccade)

between them. This selection process is an important aspect

of attention, and it has a profound impact on our perception

[12]. The part of the visual ﬁeld falling onto the fovea is

represented with the highest spatial acuity, and compared

to the periphery, receives disproportionately more cortical

processing resources [13]. Please refer to Fig. 3.3 in [14]

to see the density distributions of cone receptors across the

retinal surface, which also shows how rapidly the resolution decreases with increasing eccentricity. An example of

foveated image got by using tools downloaded from [15] is

shown in Fig. 1.

Glance is the saccade latency which occurs during the

period from the appear of the image to the ﬁrst saccade.

The visual psychophysicists’ research has shown that human

observers are able to obtain the outline of a scene within a

short glance before any ﬁxations [16]. Within such a glance,

the grasped information can provide useful information about

spatial conﬁguration and scene category.

Inspired by the fact that fovea of Human Visual System

(HVS) has a much higher spatial acuity than the periphery, a face recognition algorithm based on spatial variant

sampling is proposed to simulate such foveated imaging

phenomenon. We sample the image in a retinal way. Only

the ﬁxated regions (fovea) are ﬁlled with data from more

Gabor ﬁlters. Outside of the fovea, data from less Gabor

740Fig. 2. Some examples of the recorded ﬁxations, of which (b) and (e) are

ﬁxations of one observer, and (c) and (f) are ﬁxations of another observer.

The yellow circles represent the ﬁxations.

ﬁlters are reserved, which forces the periphery contains much

less information. The Local Gabor Binary Pattern (LGBP)

[11] is employed for face representation based on ﬁxations,

and then the low frequency components gotten by Fourier

transform are used to represent the information gathered by

glance. Finally, both the information based on ﬁxations and

glance of face images is integrated into the face recognition

system.

The remaining parts of this paper are organized as follows.

Section II veriﬁes the selective attention of HVS on face

images with recorded eye movement data. In section III, face

representation based on ﬁxations and glance both of which

based on attention modeling is presented. Experiments and

performance evaluations are given in section IV, followed by

conclusion and discussion in the last section.

II. SELECTIVE ATTENTION ON FACE IMAGE

Though many popular face representations are based on

grid sampling, HVS works in a different way. Visual attention

is an important component of HVS. It plays a fundamental

role in understanding scenes by sequentially searching the

most informative parts of image with discrete ﬁxations linked

by saccadic eye movements [17]. Psychological analysis of

human eye ﬁxations on human face images may suggest

some cues for face representation.

We use EyeLink II head mounted eye tracking system [18]

to record ﬁxation positions, which has a data sampling rate of

500Hz when recording binocular ﬁxation data and an average

ﬁxation error less than 0.5 degree.

In the experiment, four male college students who are

naive to the purpose of the experiment are selected as

subjects. We present each face image to the subjects at the

center of a 19 inch high refresh rate CRT monitor which has

the resolution of 1600×1200. Each image is presented to the
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Fig. 3. Consistency of different observers for the same face image. The

consistency is deﬁned as inter-subject consistency. We use ﬁxations of allexcept-one observers to generate a ”saliency map” to predict ﬁxations of

the excluded observer. Y axis is the correct predicting rate and X axis is

the selected region proportion. The curve of the consistency is much higher

than random.
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Fig. 4. Consistency of one observer for different face images. The

consistency is deﬁned as inter-image consistency. We use ﬁxations of allexcept-one images to generate a ”saliency map” to predict ﬁxations of the

excluded image. Y axis is the correct predicting rate and X axis is the

selected region proportion. The curve of the consistency is much higher

than random.

subjects for ﬁve seconds, the eye ﬁxations of the subjects are

recorded. Every subject views 100 frontal view face images

from FRGC [1] dataset.

Some examples of the recorded ﬁxations are shown in

Fig. 2. Fig. 2 shows the ﬁxations of two observers for two

face images. It can be seen from Fig. 2 that, though the

ﬁxations vary among the observers and images, the regions

which are most likely to be ﬁxated are highly consistent.

We examine the inter-observer consistency among subjects’ ﬁxations, the operation is similar to ”leave-one”

method: for each stimulus, we use ﬁxations of all-except-one

observers to generate a ”saliency map” to predict ﬁxations

of the excluded observer. The saliency map is generated as

follows: we put the ﬁxations of the all-except-one observers

on one map and overly a Gaussian on each ﬁxation location.

Several thresholds are selected sequentially. For each threshold the map regions of which saliency are higher than the

threshold are selected as the predicted ﬁxation region. Then

we count the ﬁxation number of the excluded subject falling
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Fig. 5. (a) Cropped image. (b) The statistical distribution of ﬁxation

positions. (c) The weights of different local regions.

into the regions and calculated the proportion. The results

averaged over subjects and stimuli are shown in Fig. 3.

Similarly, the consistency of one observer for different face

images is shown in Fig. 4. It can be seen from Fig. 3 and

Fig. 4 that the curve of consistency is much higher than

random.

All the ﬁxations of the four observers on the 100 frontal

view face images from FRGC database [1] are overlapped

on one image (80×88 pixels), we linearly scale the value of

image into range 0 and 255, as shown in Fig. 5(b). We divide

the image into 10 × 11 regions, and the sum of ﬁxations of

each region is deﬁned as the possibility of being ﬁxated. The

possibility of each region being ﬁxated is normalized and

shown in Fig. 5 (c), where greater possibility (weight) being

ﬁxated is indicated by whiter value. Fig. 5 demonstrates that

HVS puts more importance on regions like two eyes, nose

and mouth, which is well consistent with our intuition.

III. FACE RECOGNITION SYSTEM BASED ON ATTENTION

According to the researches of the psychophysicists [16],

human understand a scene by ﬁrstly glancing the scene,

followed by ﬁxating some interesting regions in it. We

develop a face recognition system based on such selective

attention mechanism, the framework of the proposed method

is illustrated in Fig. 6. We employ LGBP [11] for feature representation based on ﬁxations, and the low spatial

frequency components of the image’s Fourier transform is

integrated into the face recognition system to elicit a percept

that occurs before any ﬁxations. After the similarities based

on ﬁxations and glance have been computed respectively, the

ﬁnal similarity can be obtained by the weighted sum, which

will be described in detail as followings.

A. Face Recognition Based on Fixations

Despite a large ﬁeld of view, HVS processes only a tiny

central region (the fovea) with very great detail while the

resolution decreases rapidly with increasing eccentricity [13],

as shown in Fig. 1.

We employ the multi-scale and multi-orientation Gabor

ﬁlters to simulate such foveated phenomenon. The ﬁxated

regions are convoluted with more scales’ Gabor ﬁlters to

mimic the fovea. While in the non-ﬁxated regions, less

scales’ Gabor ﬁlters are used to imitate the periphery, which

forces the periphery contains much less information than the

fovea.

The Gabor ﬁlters used in this work are as follows:

ψμ,υ =

||kμ,υ||

σ
2

e

(−||kμ,υ||

2

||z||

2

)/2σ

2

)

[e

ikμ,υz

− e−σ

2

/2

] (1)

where μ and υ deﬁne the orientation and scale of the Gabor

ﬁlters, z = (x, y), || · || denotes the norm operator, and the

wave vector kμ,υ = kυe

iφμ

, where kυ = kmax/λ

υ
and φμ =

πμ/8. λ is the spacing factor between ﬁlters in the frequency

domain.

Let f(x, y) represents face image, its convolution with a

Gabor ﬁlter ψμ,υ(z) is deﬁned as follows:

Gfψ(μ, υ, x, y) = f(x, y) ∗ ψμ,υ(z) (2)

where ∗ denotes the convolution operator.

In order to further enhance the information in Gabor

ﬁlters, the magnitude values of the Gabor ﬁlters are further

encoded with Local Binary Pattern (LBP) operator [19],

namely LGBP [11]. The LBP operator labels each pixel by

comparing the 3 × 3-neighborhood (fp(p = 0, 1, ..., 7)) with

the center value fc and considering the result as a binary

number:

S(fp − fc) =




1, fp ≥ fc

0, fp < fc

(3)

where p ∈ {0, 1, ..., 7}. By assigning a binomial factor s

p

for each S(fp −fc), the LBP pattern at the pixel is achieved

as follows:

LBP =


7

p=0

S(fp − fc)2

p

(4)

For more details, please refer to [11].

The input face images are normalized to 80×88 pixels for

feature extraction based on ﬁxations. Each input face image

is divided into 10 × 11 non-overlapping regions. We choose

20 percent of the regions whose probability being ﬁxated

are larger than threshold as the ﬁxated regions (the fovea),

as shown in Fig. 7(a), indicated by white value. The other

regions are selected as non-ﬁxated regions.

In the original LGBP [11], ﬁve scales υ ∈ {0, 1, ..., 4}

and eight orientations μ ∈ {0, 1, ..., 7} Gabor ﬁlters are used,

which means 5 × 8 × 110 = 4, 400 Gabor ﬁlters are used. In

our experiment, in order to reserve more information in fovea

and less information in periphery, four scales υ ∈ {1, 2, 3, 4}

and eight orientations μ ∈ {0, 1, ..., 7} Gabor ﬁlters are

employed for the 22 ﬁxated regions, while for non-ﬁxated

regions, only one scale υ ∈ {3} and eight orientations

μ ∈ {0, 1, ..., 7} Gabor ﬁlters are used. The reasons why

we choose the Gabor ﬁlters of these scales, can be found

from Table I. From Table I we can see that, the 3rd scale

has the best performance, followed by the 4th, 2nd and 1st

scales. For each ﬁxated region, there will be 4×8 = 32 corresponding Gabor ﬁlters, while for each non-ﬁxated region,

there will be 1 × 8 = 8 corresponding Gabor ﬁlters, which

will totally results in 32×22+8×(110−22) = 1, 408 Gabor

ﬁlters. Therefore, the code in the proposed method is only
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Fig. 6. The framework of the proposed method.

32 percent of the original LGBP [11], which demonstrates

that the proposed method reduces the computational cost.

For similarity of feature based on ﬁxations of two input

face images, we use histogram intersection deﬁned as follows:

ψ(H1, H2) =


D

i=1

min(H1,i

, H2,i

) (5)

where H1 and H2 are two histograms and D represents

the number of bins of the histogram, H1,i

is the ith bin

of histogram H1, and H2,i

is the ith bin of histogram H2.

After all the similarities are computed, the similarities are

normalized between 0 and 1, so that the similarities based

on ﬁxations and glance can be combined.

B. Face Recognition Based on Glance

The input face images are normalized to 64 × 80 pixels

for feature extraction based on glance. As discussed above,

human are able to obtain the general view of a scene within

a short glance before any ﬁxations. In this work, the 2-

D Discrete Fourier Transform (DFT) is adopted for the

representation based on glance, and only 13 percent of the

lower frequency are used for face recognition, which is

processed by Fisher’s Linear Discriminant Analysis (FLDA)

[20] to reduce the dimension.

Finally, the cosine of the angle between two feature vectors

based on glance is computed as the similarity measurement,

which is represented as η(m1, m2), where m1 and m2 are

the feature vectors based on glance extracted from two input

face images.

C. Face Recognition by Integration

The information based on ﬁxations and glance, both of

which are based on attention mechanism, are integrated into

the ﬁnal face recognition system.

Similarity based on glance between two input face images

can be represented as η(m1, m2), where m1 and m2 are

feature vectors based on glance of two input face images

respectively. And the similarity based on ﬁxations between

them can be represented as ψ(H1, H2), where H1 and H2 are

feature vectors based on ﬁxations of two input face images

respectively. Let ωG denotes the weight of the similarity

based on glance, and then the combined similarity of the

two face images can be represented as follows

C = ωG × η(m1, m2) + (1 − ωG) × ψ(H1, H2) (6)

743TABLE I

THE ACCURACIES OF DIFFERENT CHOICES OF SCALES ON THE FERET

PROBE SETS.

Methods fb fc DupI DupII

Fisherfaces [6] 0.94 0.73 0.55 0.31

LGBP [11] 0.96 0.96 0.69 0.61

WLGBP [11] 0.98 0.97 0.74 0.71

υ1 = 0 0.88 0.87 0.39 0.21

υ1 = 1 0.94 0.96 0.56 0.41

υ1 = 2 0.95 0.96 0.66 0.56

υ1 = 3 0.96 0.96 0.70 0.64

υ1 = 4 0.94 0.94 0.67 0.61

υ1 = 3, υ2 = 1, 2, 4 0.97 0.97 0.74 0.72

IV. EXPERIMENTAL RESULTS

We perform the experiments on FERET database [2] to

evaluate the effectiveness of the proposed method.

FERET database includes 1, 196 objects, where the gallery

set has 1, 196 face images, and the four probe sets are fb, fc,

DupI and DupII, which has 1, 195, 194, 722 and 234 face

images respectively. fb and fc were taken the same time as

gallery with different expression and lighting respectively.

The DupI were obtained anywhere between one minute and

1, 031 days after their respective gallery matches. The DupII

were those taken only at least 18 months after their gallery

entries.

A. Experimental results of Fixations

Several choices of the scales are used to represent the non-

ﬁxated regions are tested. Table I shows the experimental

results on FERET database, where υ1 represents the scales

used in all regions and υ2 represents the scales used only

in ﬁxated regions. It can be seen from Table I that, the 3rd

scale has the best performance, and then followed by the 4th,

2nd and 1st scales. Therefore we use the 3rd scale at all the

regions of the face images and use the 4th, 2nd, and 1st scales

in ﬁxated regions additionally. The performance is better than

original LGBP [11], which uses ﬁve scales in all the regions

of the face images. The performance is also comparable with

Weighted Local Gabor Binary Pattern (WLGBP) [11], which

not only uses ﬁve scales in all the regions of the face images,

but also has to compute the weights of different regions of

each Gabor ﬁlter. Experimental results in Table I demonstrate

that the proposed method not only reduces the computational

cost, but also achieves comparable performance.

We perform another two sets of experiments to further

illustrate that the regions ﬁxated is reasonable. Some other

22 regions are selected randomly (see in Fig. 7(b)(c)) as

the ﬁxated regions. The accuracies of the randomly selected

regions on FERET database are shown in Table II. The

performance with the regions ﬁxated by human beings is

better than those with randomly selected regions, which is

consistent with our intuition.

B. Experimental results of Integration

As mentioned in section III, classiﬁers based on ﬁxations

and glance are combined to form the integrated classiﬁer. The

(a)                                   (b)                                 (c)

Fig. 7. (a) shows the 22 biggest visual weight regions. (b) and (c) show

the randomly selected 22 regions.

TABLE II

THE ACCURACIES OF FIXATIONS AND RANDOMS ON THE FERET PROBE

SETS.

Methods fb fc DupI DupII

Random1 0.95 0.96 0.68 0.61

Random2 0.95 0.96 0.69 0.62

Fixation 0.97 0.97 0.74 0.72

weight of similarity based on glance ωG = 0.13. The choice

of ωG is according to experience, and the experimental

results are not sensitive to ωG range from 0.10 to 0.15.

The experimental results on FERET dataset are shown in

Table III.

It can be seen from the results that, by combining the

feature based on glance, the performance is better than WLGBP [11]. Experimental results demonstrate that the feature

based on ﬁxations and glance are indeed complementary for

distinguishing faces, which is consistent with HVS.

V. CONCLUSION AND DISCUSSION

This paper proposes a novel face recognition algorithm

inspired by the selective attention of HVS. Motivated by

the fact that fovea has a much higher spatial acuity than

the periphery, a face recognition algorithm based on spatial

variant sampling is proposed to simulate such foveated

imaging phenomenon of human eyes. We divide the regions

into ﬁxated and non-ﬁxated according to probability of each

region been ﬁxated, and reserve more information for ﬁxated

regions. Moreover, the information based on glance which

adopts the low spatial frequency components of the image is

integrated into the face recognition system to elicit a percept

that occurs before any ﬁxations.

The experimental results on FERET database demonstrate

that our method not only reduces the computational cost, but

also achieves comparable performance, which shows that the

characteristics of the HVS provide valuable insights into face

recognition.

TABLE III

THE ACCURACIES OF INTEGRATION ON THE FERET PROBE SETS.

Methods fb fc DupI DupII

WLGBP [11] 0.98 0.97 0.74 0.71

Integration 0.99 0.99 0.76 0.71

744This is just an attempt to introduce the selective attention

mechanism of HVS into face recognition. In the future, some

components of the proposed framework can be modiﬁed. For

example, LGBP [11] can be replaced with other alternative

features to mimic ﬁxations.

VI. ACKNOWLEDGMENT

The authors would like to thank Chen Chi for her helping in plotting the Fig. 3 and Fig. 4. This research is

partially sponsored by National Basic Research Program

of China (No. 2009CB320902), Natural Science Foundation of China (Nos.60702031, 60970087, 61070116 and

61070149), Hi-Tech Research and Development Program of

China (No. 2006AA01Z122), President Fund of Graduate

University of Chinese Academy of Sciences(GUCAS) (A)

(Grant No.085102HN00) and Beijing Natural Science Foundation (Nos. 4072023 and 4102013).

REFERENCES

[1] P. Phillips, P. Flynn, T. Scruggs, K. Bowyer, J. Chang, K. Hoffman,

J. Marques, J. Min, and W. Worek, ”Overview of the face recognition

grand challenge”, Proc. IEEE Int. Conf., 2005

[2] P.J. Phillips, H.M. Syed, A. Rizvi, and P.J. Rauss, ”The FERET evaluation methodology for face-recognition algorithms”, IEEE Transactions

on Pattern Analysis and Machine Intelligence, vol. 22, 2000, pp 1090-

1104

[3] M.H. Yang, D.J. Kriegman, and N. Ahuja, ”Detecting faces in images:

A survey”, IEEE Transactions on Pattern Analysis and Machine

Intelligence, vol. 24, no. 1, 2002, pp 34-58

[4] P.J. Phillips, P. Grother, R.J. Micheals, D.M. Blackburn, E. Tabassi

and J.M. Bone, ”Face recognition vendor test 2002 resutls”, Technical

report, 2003

[5] W. Zhao, R. Chellappa, J. Phillips, and A. Rosenfeld, ”Face recognition: A literature survey”, ACM Comput. Surv., vol. 35, no. 4, 2003,

pp 399-458

[6] P. Belhumer, P. Hespanha, and D. Kriegman, ”Eigenfaecs vs. ﬁsherfaces: Recognition using class speciﬁc linear projection”, IEEE

Transactions on Pattern Analysis and Machine Intelligence, vol. 19,

no. 7, 1997, pp 711-720

[7] K.R. Muller, S. Mika, G. R ¨ atsch, K. Tsuda, and BSch ¨ olkopf, ”An ¨

introduction to Kernel-based learning algorithms”, IEEE Transactions

on Neural Networks, vol. 12, no. 2, 2001, pp 181-201

[8] P. Yang, S.G. Shan, W. Gao, S.Z. Li, D. Zhang, ”Face recognition

using Ada-Boosted Gabor features”, Automatic Face and Gesture

Recognition, 2004, pp 356-361

[9] L. Wiskott, J. M. Fellous, N. Kruger, C. Malsburg, ”Face Recognition

by Elastic Bunch Graph Matching”, IEEE Transaction on Pattern

Analysis and Machine Intelligence, vol. 19, 1997, pp 775-779

[10] C. Liu and H. Wechsler, ”Gabor Feature Based Classiﬁcation Using the

Enhanced Fisher Linear Discriminant Model for Face Recognition”,

IEEE Transaction on Image Processing, vol. 11, 2002, pp 467-476

[11] W.C. Zhang, S.G. Shan, W. Gao, X.L. Chen, H.M. Zhang, ”Local

Gabor Binary Pattern Histogram Sequence (LGBPHS): a Novel NonStatistical Model for Face Representation and Recognition”, International Conference on Computer Vision, 2005, pp 786-791

[12] G. Rizzolatti, L. Riggio, I. Dascola, C. Umilta´, ”Reorienting attention

across the horizontal and vertical meridians: evidence in favor of a

premotor theory of attention”, Neuropsychologia, vol. 25, 1987, pp

31-40

[13] W.S. Geiler and J.S. Perry, ”A real-time foveated multiresolution

system for low-bandwidth video communication”, SPIE Proceeding,

1998, pp 3299

[14] Andrew T. Duchowski, ”Eye Tracking Methodology: Theory and

Practice”, Springer, 2nd edition, August 3, 2007, ISBN:1846286085

[15] http://www.svi.cps.utexas.edu/examples.shtml

[16] M.C. Potter, ”Meaning in visual search”, Science, vol. 187, no. 4180,

1975, pp 965-966

[17] A. Yarbus, ”Eye Movements and Vision”, New York: Plenum, 1967

[18] http://www.sr-research.com/

[19] T. Ojala, M. Pietikainen, and T. M ¨ aenp ¨ aa, ”Multiresolution gray-scale ¨

and rotation invariant texture classiﬁcation with local binary patterns”,

IEEE Transactions on Pattern Analysis and Machine Intelligence, vol.

24, no. 7, 2002, pp 971-987

[20] S. Mika, G. Ratsch, J. Weston, B. Scholkopf, K.R. Mullers, ”Fisher

Discriminant Analysis with Kernels”, IEEE Conference on Neural

Networks for Signal Processing, 1999
