Abstract—This paper presents an integrated face image fusion framework, which combines a hierarchical compositional

paradigm with seamless image-editing techniques, for gender conversion. In our framework a high-resolution face is represented by

a probabilistic graphical model that decomposes a human face into

several parts (facial components) constrained by explicit spatial

conﬁgurations (relationships). Beneﬁting from this representation,

the proposed fusion strategy is able to largely preserve the face

identity of each facial component while applying gender transformation. Given a face image, the basic idea is to select reference

facial components from the opposite-gender group as templates

and transform the appearance of the given image toward the selected facial components. Our fusion approach decomposes a face

image into two parts—sketchable and nonsketchable ones. For the

sketchable regions (e.g., the contours of facial components and

wrinkle lines, etc.), we use a graph-matching algorithm to ﬁnd the

best templates and transform the structure (shape), while for the

nonsketchable regions (e.g., the texture area of facial components,

skin, etc.), we learn active appearance models and transform the

texture attributes in the corresponding principal component analysis space. Both objective and subjective quantitative evaluation

results on 200 Asian frontal-face images selected from the public

Lotus Hill Image database show that the proposed approach is

able to give plausible gender conversion results.

Index Terms—And–Or graph, face fusion, gender conversion.

I. INTRODUCTION

F

ACE image fusion is attracting increasing attention from

both computer vision and graphics due to its many interesting applications, such as psychological experiment, forensics, digital makeup, face image editing, etc. [29]. The central

objective of face image fusion is to integrate information from

multiple face images to achieve task-oriented visual results.

In this paper, we propose an automatic gender conversion

approach that is able to convert any given face to the opposite

gender visibly and preserve its face identity subjectively. Fig. 1
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Fig. 1. Two examples of gender conversion generated by our approach.

shows two examples. This approach can be used in many interesting applications, e.g., creating transsexual makeup effects in

ﬁlmmaking, looking for lost opposite-gender siblings, etc.

A. Related Work

To the best of our knowledge, the only work on gender

transformation is the prototyping-based approach [36], which

computes the average faces (named prototypes) of two gender

groups to describe the typical characteristics of males and

females, respectively, and deﬁnes the difference between them

as the gender transformation axis. Considering that some details

that are crucial for gender perception are smoothed out during

prototype computation, Tiddeman et al. [43] modify the amplitude of multiscale edges (via wavelets) in the prototype and

produce some improvements. Later, they make further improvements in [44], where an input image is transformed ﬁrst into a

wavelet domain as in [43], the conditional probability densities

of facial parameters in high-frequency bands are then altered toward that of the target gender group. In spite of these efforts, the

prototyping approach is still not sufﬁcient for high-resolution

gender conversion. Another disadvantage of the prototypingbased method is that the complex intergender discrepancies are

simpliﬁed as the difference between prototypes in coarse scale

and divergence between wavelet coefﬁcient distributions in

ﬁne-scale facial texture. To compensate for these problems, the

proposed framework integrates analysis approaches for gender

classiﬁcation in computer vision and image fusion techniques

in computer graphics. Here, we brieﬂy review the related work

in the two ﬁelds.

1) Gender Perception and Classiﬁcation: As one of the

most important issues of face perception, gender classiﬁcation

is widely studied in computer vision and has a wide application

foreground, such as preclassiﬁcation in face recognition [49]

on large databases (e.g., CAS-PEAL database [10] and others),

development of gender-speciﬁc human–computer interfaces

[30], etc.

As described in empirical surveys on gender classiﬁcation

[25], [26], a large number of classiﬁcation approaches vary in

two aspects: the proposed features and the adopted classiﬁers.

The various features used by researchers include intensity,
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TABLE I

SUMMARY OF PREVIOUS WORK ON GENDER CLASSIFICATION

active appearance model (AAM) [7] parameters, nonfacial

features [16], iris [42], etc. Sun et al. [40] attempt to select

distinctive features for gender classiﬁcation. Some researchers

also focus on exploring different classiﬁers for gender classiﬁcation, such as support vector machines (SVMs), neural

networks, adaboost, etc. Table I summarizes the large variety

of approaches proposed for gender classiﬁcation.

The aforementioned methods mostly utilize a global or a

ﬂat-layer face model. Differently, Wiskott and Fellous [48]

represent a human face with a graph that encodes the face shape

and local texture (named jet) separately. The ﬁnal classiﬁcation

result is obtained by combining the proposals from the subclassiﬁers built on different jets.

2) Image Fusion Techniques in Graphics: Image fusion is

a well-studied ﬁeld in computer graphics. It seeks to integrate information from multiple images into one single image

and has been widely used in remote sensing images, medical imagery, entertainment, and other applications. A lot of

fusion approaches have been proposed for seamless image

editing. Principal component analysis (PCA) methods [3], [4]

and intensity–hue–saturation transformation methods are two

simple single-resolution approaches. Motivated by the human

visual system’s property of being sensitive to local contrast,

pyramid-based schemes are proposed, such as wavelet method

[6], [15], [20], [31], gradient method [33], etc. Some others

extend the pixel method to regions [19], [27], [34]. Poisson

image editing [32] is a popular method due to its good editing

results and easy implementation. Wen et al. [47] extend the

Poisson image-editing approach to fuse a low-spatial-resolution

multispectral image with a high-spatial-resolution panchromatic image together.

In sum, the statistical approaches and large data sets in computer vision provide a basis for studying gender discrepancies,

while the fusion methods in graphics promise seamless face

image fusion results. Thus, we take the advantages from both

ﬁelds to build a gender conversion framework. The diagram of

the proposed framework is shown in Fig. 2, in which the upper

part displays the process of learning the probabilistic transition

model from a large data set, and the lower part illustrates the

ﬂow of generating fusion results using the learned model and

graphic techniques.

B. Method Overview

Among the literature on gender classiﬁcation, the AAM

model is a popular face representation due to its simplicity

and effectiveness. Whereas according to the viewpoint of Xu

et al. [50], the original AAM model is not able to capture the

large variance of high-resolution human faces, so we adopt the

stochastic graph model ﬁrst proposed by Zhu and Mumford

[52] in our framework. In the proposed hierarchical representation, a face is represented by a multilayer graph, and multiple

facial parts are described with graph nodes at different layers.

Simultaneously, a dictionary of typical templates is built for

each node. From a large database including face images of

both genders, we learn a transition matrix to perform gender

conversion for the given faces.

Following the primal sketch model [12], we decompose a

face image into two parts: sketchable and nonsketchable ones.

The former encodes the facial structure, such as the contours

of facial components, wrinkles, etc., and the latter describes the

facial texture, such as the inner regions of facial components,

skin, etc. For the sketchable part, we use the graph-matching

algorithm to select a proper template from the opposite gender

and transform the proﬁle along the graph edges using the

Poisson image-editing approach [32]. For the nonsketchable

part, we model ﬁrst the texture of each part with AAM models,

learn the distribution of AAM parameters in two gender groups,

and then transform image parameters toward the distribution of

the opposite gender.

The evaluation of gender conversion results is a nontrivial

task for the following two reasons. First, there is no ground

truth for gender conversion (since they do not exist). Second,

the previously proposed evaluation measurement for fusion

methods [35], [37], [46] evaluates mainly the visual results

of synthetic images, and is insufﬁcient for task-speciﬁc fusion

tasks. In this paper, we propose three evaluation criteria for

the generated gender conversion results and then conduct both

subjective and objective evaluation experiments to validate our

fusion framework.

The key contributions of this paper are summarized as

follows.

1) The statistical methods in computer vision and the seamless image-editing methods in computer graphics are integrated for high-resolution face fusion, which is applied

to gender conversion.

2) A hierarchical fusion framework is proposed. The algorithm developed under this framework selects genderdiscriminative features in different facial regions and

performs gender transformation on them separately. In

addition, global constraints are imposed on these local

transformations to ensure the consistency among facial

regions.228 IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS—PART A: SYSTEMS AND HUMANS, VOL. 41, NO. 2, MARCH 2011

Fig. 2. Proposed gender conversion framework. During the training stage, a large set of face images I’s of each gender group are parsed into their graph

representation G’s, and then, a union probability Prob of graph parameters is learned for each gender, including the probability of each facial part and the

relationships among them. Based on the predeﬁned distances, we learn a transition probability between two gender groups from a large set of opposite-gender

pairs. In the running stage, for an input image Im, we compute ﬁrst its graph representation Gm and then compute its corresponding graph in the opposite-gender

group Gn, which generates the ﬁnal gender converted image In.

Fig. 3. Adopted hierarchical face representation. (Leftmost column) A high-resolution face image of gender m at age group t Im,t is represented in three

resolutions—Il1,m,t, Il2,m,t, and Il3,m,t. (Second column) All the face images are represented collectively by a hierarchic And–Or graph GAO

, which generates

speciﬁc face instances together with a dictionary (third column) Δm,t of corresponding gender and age group.

3) Three novel criteria are proposed to evaluate the gender

conversion results, and a series of quantitative experiments is designed to validate the proposed framework.

The rest of this paper is organized as follows. In Section IIA, we explain the adopted face model—the And–Or graph.

Section II-B gives the fusion strategy based on our graph

representation and the large number of templates. The detailed

computation aspects are described in Sections III and IV. In

Section V, we conduct a series of experiments to validate the

proposed approach. This paper concludes in Section VI with

some discussions on the proposed approach and future work.

II. REPRESENTATION

In this section, we explain the adopted face representation

and the probabilistic transition model for gender conversion.SUO et al.: HIGH-RESOLUTION FACE FUSION FOR GENDER CONVERSION 229

Fig. 4. Three-layer parse graphs of two individuals of opposite genders.

A. Image Model

Our image model follows the face representation of Xu et al.

[50] and the decomposition rule of age range in the work of

Suo et al. on face aging simulation [41]. Supposing that Im,t

denotes a face image of gender m and at age t, as shown in the

leftmost column of Fig. 3, it is decomposed into parts at three

coarse-to-ﬁne layers and is formally formulated as follows:

Im,t = (Il1,m,t, Il2,m,t, Il3,m,t). (1)

Here, Il1,m,t is the low-resolution face image accounting for

the general face shape, skin texture, etc. Il2,m,t describes

the appearances of facial components (eyes, eyebrows, nose,

mouth, etc.), whose details are not well preserved in the global

representation layer Il1,m,t. Il3,m,t further reﬁnes the details in

different skin zones, including the ’wrinkles, skin marks, and

pigments.

In our high-resolution face model, all human faces are collectively represented with an And–Or graph GAO

[5], [22] (see

the second column of Fig. 3), where an And node (in solid

ellipse) represents decomposition and an Or node (in dashed

ellipse) represents the candidate alternatives. After the selection

of all the Or nodes, the And–Or graph turns into a parse graph

Gm,t representing a speciﬁc face image Im,t. Fig. 4 shows two

exemplar parse graphs.

The And–Or graph is supported by a dictionary Δm,t =

{Δl1,m,t, Δl2,m,t, Δl3,m,t}, which is composed of typical templates of graph nodes at different layers, as shown in the

rightmost column of Fig. 3. Gm,t generates an image Im,t

together with the dictionary Δm,t

Gm,t

Δm,t

=⇒ Im,t. (2)

The generation is dominated by three hidden variables

Gm,t = {wl1,m,t, wl2,m,t, wl3,m,t}. (3)

Each graph node contains different attributes, including topological information T

top

, geometric information T

geo

, and

photometric information T

pht

. The topological attributes account for the large variations in facial component structures;

the geometric attributes include a set of afﬁne transformations

A = (Sx; Sy; θ; k), where Sx, Sy, θ, and k denote horizontal

scaling, vertical scaling, rotation, and shearing, respectively;

and the photometric attributes T

pht

, a vector including the

types of intensity/color proﬁles and their contrasts, describe

the texture information of the nodes in the parse graph. These

variables produce together a rich set of human faces. All these

attributes are described uniformly by the hidden variable w

wli,m,t =




T

top

li,m,t

, T

geo

li,m,t

, T

pht

li,m,t




, i = 1, 2, 3. (4)

Overall, the probabilistic face model is as follows:

p(Im,t|Gm,t) =


3

i=1

p(Ili,m,t|wli,m,tΔli,m,t) (5)

Here, we use i as the index of image resolution.

B. Transition Model

The proposed framework transforms the gender attributes of

a given face by altering the node attributes of its parse graph.

To minimize the alteration and preserve the face identity effectively, we transform the attributes toward a similar template of

the opposite gender but in the same age group.

In order to select a proper template, we deﬁne topological

distance Dtop

, geometric distance Dgeo

, and photometric distance Dpht

between Im,t1

and In,t2

. For the nonsketchable

regions, we use the Euclidean distance in PCA space. The detailed form of distances for the sketchable regions is explained

in Section III-B.230 IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS—PART A: SYSTEMS AND HUMANS, VOL. 41, NO. 2, MARCH 2011

Fig. 5. Parameter learning scheme for the proposed gender conversion algorithm. The second and third columns give a subset of eye dictionaries of male

and female groups, respectively. Our gender conversion algorithm transforms

the attributes toward that of the opposite gender but the same age group. The

arrows between two images reﬂect the transition probability, which is denoted

by the thickness of the arrows.

For identity preservation, we favor similar image pairs and

penalize large alternations in transformation. The probabilistic

transition model is deﬁned as follows:

p




T

top

m,t1

|T

top

n,t2




∝ exp




−D

top




T

top

m,t1

, T

top

n,t2





(6)

p




T

geo

m,t1

|T

geo

n,t2




∝ exp




−D

geo




T

geo

m,t1

, T

geo

n,t2





(7)

p


T

pht

m,t1

|T

pht

n,t2


∝ exp


−D

pht


T

pht

m,t1

, T

pht

n,t2


. (8)

Here, m and n are the indices of gender class, and t1 and t2 are

the indices of age group. It is worth noting that the transition

occurs only between image pairs of the same age group and

from the opposite gender.

The transition probability is deﬁned as follows:

p(Gm,t|Gn,t) =


3

i=1

p




T

top

i,m,t1

|T

top

i,n,t2




·

3

i=1

p




T

geo

i,m,t1

|T

geo

i,n,t2




·

3

i=1

p


T

pht

i,m,t1

|T

pht

i,n,t2


(9)

In Fig. 5, we denote the transition probability with the

thickness of the arrows.

III. COMPUTATIONAL ASPECTS

Following the primal sketch model [12], the image lattice Λ is divided into sketchable part Λsk and nonsketchable

part Λnsk, accounting for the structural and textural regions,

respectively

Λ = Λsk ∪ Λnsk, Λsk ∩ Λnsk = φ. (10)

Fig. 6. Statistical analysis of nonsketchable part of multiple facial parts.

(a) First 24 eigenvectors. (b) Histograms of projection coefﬁcients on four most

discriminative eigenvectors (solid curves for female and dash-dotted curves for

male). (c) Four most discriminative principal components selected according to

the coefﬁcient distribution in (b).

In a face image, the nonsketchable part describes the general

skin textural appearances (e.g., smoothness, color, etc.), and

the sketchable part reﬁnes the facial details (e.g., component

contour, wrinkles, etc.). We adopt different fusion methods

for these two types of regions according to their intensity

characteristics.

A. Nonsketchable Part

For the nonsketchable part, we model its appearance with

AAM models. Adopting the coarse-to-ﬁne strategy [50], we

ﬁrst train a global AAM model from 8000 labeled faces for

the low-resolution face description. The ﬁrst 24 eigenfaces are

shown in the upper part of Fig. 6(a). For each facial component

and skin region, we run a cluster algorithm to classify the

images coarsely into subclasses and learn one local AAM

model for each subclass. The lower part of Fig. 6(a) shows the

ﬁrst 24 eigenvectors of one speciﬁc type of mouth.

Letting pt denote a speciﬁc facial part and l denote the index

of subclass, the corresponding AAM model is as follows:

Ipt,l = Ipt,l + α ∗ Vpt,l

. (11)

Here, Ipt,l

is the mean vector, and Vpt,l and α are the eigenvectors and corresponding coefﬁcients, respectively.

Being similar to feature selection in recognition tasks, we

select the principal components that are most discriminative for

gender classiﬁcation based on the histograms of PCA parameters [see Fig. 6(b)] and perform alternations on these selected

components, as shown in Fig. 6(c).

The selected vectors form a low-dimensional space, in which

face images cluster into two gender groups, as shown in Fig. 7.SUO et al.: HIGH-RESOLUTION FACE FUSION FOR GENDER CONVERSION 231

Fig. 7. Gender conversion scheme of the nonsketchable parts. (Circled numbers) Each sample is projected as a high-dimensional point in PCA space, and

(dashed ellipses) the facial parameters of two genders cluster into two groups

with some overlaps. We compute a gender transformation axis across the center

of two clusters, as displayed by the thick dashed line.

Fig. 8. Intermediate results of gender conversion. From the three images

reconstructed with the coefﬁcients along the transformation axis in Fig. 7, one

can see that masculinity decreases as the coefﬁcients shift from the male cluster

to the female one. Conversion examples of (a) global skin and (b) mouth.

We deﬁne the direction perpendicular to the gender classiﬁ-

cation surface as the gender transformation axis, shifting the

parameters along which the gender attributes of the subject

will be changed. Fig. 8 shows intermediate results of gender

conversion, and one can see that masculinity decreases from

left to right.

B. Sketchable Part

The detailed information that is crucial for face perception

is lost in the AAM models, so we try to reﬁne the details in

skin area (e.g., wrinkles, marks, etc.) and contours of facial

components in this section. Similar to the structure part in

the primal sketch model, these details can be described with

explicit graphs.

As aforementioned, each facial part can be of different

topologies, so we build various graph templates for each part

[see Fig. 9(a)]. During the conversion process, we use a stochastic graph-matching algorithm [23], [53] to select similar templates from the opposite gender group and apply transformation

toward them. The adopted graph-matching algorithm include

topological editing operations to tolerate the geometric deforFig. 9. Representation for the sketchable facial parts. For each facial component, we build different types of templates in (a) to account for the large

variations. A template is described by a graph, as shown in (b).

mations and some structural differences between two groups. A

graph is denoted as

Gm,t = {Vm,t, Em,t, Am,t}. (12)

Here, V , E, and A denote the set of vertices, edges, and relationships among vertices (e.g., collinearity, perpendicularity,

etc.) in the layered graph, respectively.

Given two graphs Gm,t and G
m,t

, let gi,m,t and g


i,m,t

be

their subgraphs at layer i, and we deﬁne matching functions

ψi,m,t and editing operators φi,m,t between them

ψi,m,t : Vi,m,t −→ V


i,m,t

∪ {φ}. (13)

For each node v ∈ V , we have v


∈ V


∪ φ, which speciﬁes the

matching relationships between two graphs

φi,m,t =




φ
top

i,m,t

, φ

geo

i,m,t

, φ

pht

i,m,t




(14)

in which φ

top

i,m,t

, φ

geo

i,m,t

, and φ

pht

i,m,t

are the topological, geometric, and photometric transformations between two subgraphs,

respectively. Correspondingly, we deﬁne the following three

energy terms to quantify them.

1) Our graph-matching approach deﬁnes the

neighbors of vertex v ∈ Vi,m,t in graph gi,m,t =

{Vi,m,t, Ei,m,t, Ai,m,t} as

Nv = {u : 

u, v
 ∈ Ei,m,t, u ∈ Vi,m,t} (15)

Supposing that v


= φi

(v) ∈ V


i

is a matched node of

v, if Nv = Nv


 , then Etop

is zero; else, some graphediting operators [53] are needed for geometry alignment.

We deﬁne all the costs of the necessary operators as the

energy of topology transformation

E

top

=


K

k=0

cost(opk

). (16)232 IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS—PART A: SYSTEMS AND HUMANS, VOL. 41, NO. 2, MARCH 2011

Fig. 10. Examples of template selection based on the matching energy deﬁned

in the graph-matching algorithm (the one with minimum energy is emphasized

with thick boundary). Here, we show the top four candidates for each input

example.

Here, K is the number of necessary graph-editing

operators.

2) The geometric transformation φ

geo

i,m,t

from gi,m,t to g


i,m,t

applies a global afﬁne transformation Ai,m,t and a thinplate spline warping Fi,m,t

E

geo




φ
geo

i,m,t




= E

geo

{Ai,m,t} + E

geo

{Fi,m,t}. (17)

3) After topology transformation and geometric alignment,

the distance between two graphs is measured by the

dissimilarity of photometry around each vertex, which

is described by the intensity proﬁles perpendicular to

the edges or bars. We denote μv as the intensity vectors

around vertex v

E

pht

= 

μv − μ


v

 . (18)

Some ﬁnal matching candidates of given eye, nose, and

mouth images are shown in Fig. 10. After the target template

is selected, we transfer the proﬁles along the graph edges to the

selected image.

Fig. 11. Conﬁguration difference between two opposite genders. (a) Shapecontext matching between (left) average male face shape and (right) average

female face shape. (b) Difference between two average face shapes.

Fig. 12. Flowchart of high-resolution image fusion. First, we generate lowresolution face image Ilow,face by nonsketchable part fusion and highresolution part image Ihigh,part by sketchable part fusion. Then, an improved

Poisson image-editing method is adopted to obtain high-resolution face image

Ihigh,face, with Ilow,face being the intensity constraint and Ihigh,part being

the gradient constraint.

C. Conﬁgurations

We compute the warping energy between average face shape

of 2000 males and that of 2000 females to measure the difference between the facial conﬁgurations of two gender groups.

Since we have ﬁxed number of feature points for two faces after

graph matching, only bending energy is used to measure the

energy necessary for aligning two average face shapes [2]. The

visualization of the bending energy is shown in Fig. 11. In our

approach, we compute the target shape by simply superimposing the difference onto the original face.

IV. IMPROVED POISSON IMAGE EDITING

As explained in Sections II-A and B, we conduct image

fusion in two aspects separately. Fusion in the nonsketchable region generates low-resolution result, while fusion in the sketchable region synthesizes high-resolution details. We introduce

image-editing techniques to merge the synthetic low-resolution

face image Il and high-resolution face image Ih seamlessly to

generate the ﬁnal fusion result.

The target is similar to that in the work of Wen et al. [47] on

remote sensing image fusion, i.e., to enhance the low-resolution

image Il by fusing it with the high-resolution one Ih to produce

a new image I (see Fig. 12). Our editing problem can be

formulated as follows.SUO et al.: HIGH-RESOLUTION FACE FUSION FOR GENDER CONVERSION 233

Let S denote the fusion result image domain, and let Ω

denote the uniformly sampled point set from Il

. Our objective

is to ﬁnd the interpolation of I over S \ Ω to make its gradient

ﬁeld close to Il and satisfy the boundary condition in Ω

min

S\Ω

|∇I − ∇Ih|dx dy, with K(I)|Ω = Il

|Ω.

(19)

Here, ∇ is the gradient operator, and K is the Gaussian

degradation operator. The ﬁrst term requires the gradient of the

resultant image to be consistent with high-resolution image Ih.

The second term is the added soft constraint as the boundary

condition, which forces the resultant image to be equal to Il

when degraded.

For a discrete image, (19) can be further simpliﬁed as

min

p

q∈Np

(I

p

− I

q

− I

p

h

+ I

q

h

)

2

+ α

2

p

r≤R

I

r

hKM(p, r) − I

p

l

2

. (20)

Here, Np

is the neighborhood of pixel p, R is the radius of the

degradation operator, and KM(p, r) = k(|p − r|).

This minimization problem can be computed by simple

iterations

|N

p

| +

α
2

2

K(p, p)




∗ I

p

−

q=
 p

I

q

=

α
2

2

q∈Np

KM(p, q)I

q

l

+

q∈Np

(I

p

h

− I

q

h

). (21)

Here, Kp,q = δq∈Np

− (α

2


 /2)KW (p, q) and KW (p, q) =

r KM(p, r)KM(q, r). Setting the initial guess as the

enlarged low-resolution fusion result Il

, we are able to obtain

fusion result I with details in facial parts and skin area reﬁned

after several iterations.

V. EXPERIMENTAL RESULTS

In this paper, we collect 8000 high-resolution Asian face images, among which 4000 are males and 4000 are females. The

between-eye distance is around 100 pixels, and all the images

are of frontal faces taken under controlled light conditions. For

each image in this database, 90 landmarks are labeled manually.

Based on these labels, we build the graphical face model and

learn the transition probabilities between two gender groups.

In this paper, we discretize the age range into four age groups

and synthesize fusion results in two opposite directions for

each age group. Fig. 13 shows eight exemplar results. We also

display the results enhanced with external features (hair and

clothes) in Fig. 13. Note that, in the following experiments, only

experiment ﬁve is conducted on the enhanced faces, while the

results of other experiments are from images without external

features.

A. Criteria for Quantitative Evaluation

Being different from the other face synthesis tasks (e.g.,

pose rectiﬁcation, delighting, etc.), there is no ground truth for

gender conversion. Therefore, we propose the following three

criteria for quantitative evaluation of the synthetic results in a

series of subjective and objective experiments. (In this paper,

20 volunteers are recruited for subjective evaluation.)

1) Realism of the synthesis. Obtaining realistic synthetic

images is the most important criterion for image fusion

algorithms, particularly in subjective judgment. This criterion requires the synthesized face images to be realistic

enough, e.g., without apparent artifacts, and consistency

among regions, among others.

2) Face identity preservation. After changing the gender of a

human face, the identity information should be preserved

effectively, i.e., the resulting face images should bear

sufﬁcient similarity to the input face in terms of identity.

3) Appearance similarity to the target gender. Since the

target is to transform the input face to the opposite

gender group, the synthetic results should bear the typical

characteristics of the intended gender group.

B. Experiment 1: Studies on Relative Contributions of Facial

Parts to Gender Perception

We observe that, for some facial parts, males are signiﬁ-

cantly different from females, while for the other parts, there

exists no large difference. We introduce multiple regression

analysis (MRA), a statistical analysis approach widely used in

psychological experiments, to study the relative contribution of

each facial part to gender perception. In this experiment, we

randomly select 100 males and 100 females from our training

database. After landmark localization, the images are decomposed into facial parts, which are then given to the volunteers

for gender determination.

The result is shown in Table II. In the table, R2

∈ [0, 1] is a

quantitative measurement reﬂecting the validness of our compositional face model. The large R-square value shows that our

conversion model includes most of the features that are crucial

for gender classiﬁcation. For each facial part, MRA obtains a

β value measuring its importance to gender perception. From

the table, we can see that three features, i.e., skin, chin, and

brow, are with the largest β values, which indicates that males

are signiﬁcantly different from females in these attributes. We

should thus give high priority to the features with high β values

in both fusion algorithm and gender classiﬁcation approaches.

C. Experiment 2: Tests on the Realism of the Fusion Results

First, we perform gender conversion on the 200 face images

selected in Experiment 1 (Fig. 13 gives one subset of the

results) and mix these 200 synthetic images with other 200 real

images from the training database. Then, the 20 volunteers are

presented with the 400 images at three increasing resolutions

(90 × 120, 150 × 200, and 240 × 320 pixels) and asked to pick

out as many synthetic ones as possible. The result is shown in
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Fig. 13. Examples of gender conversion results produced by our algorithm. For each age group, we show two examples in two opposite directions. In each

conversion example, the images from left to right are as follows: input image, the input face with background cut out, the conversion result, and the result

enhanced with external factors. (a) From male to female. (b) From female to male.

TABLE II

RELATIVE CONTRIBUTION OF GENDER CLASSIFICATION

TABLE III

PERCENTAGE OF SYNTHETIC FACES WITH NOTICEABLE ARTIFACTS

The small proportion of “picked-out” images indicates that

our fusion algorithm is able to generate results with few artifacts, and shows a great potential in real applications. In

addition, the percentage of picked-out images increases with

image resolution. This consists with the intuition that slight

fusion artifacts become invisible at lower resolutions. However,

even for a resolution of 240 × 320 pixels, the 18.75% pickedouts are still an encouraging result.

D. Experiment 3: Tests on the Appearance Similarity to the

Target Gender

In this experiment, we conduct subjective and objective experiments to compare the performances of gender classiﬁcation

on the 200 synthetic face images and 200 real images used

in Experiment 2. In the subjective experiment, we present the

400 selected images to the 20 volunteers and ask them to

label their gender. For the objective evaluation, considering the

effectiveness of the SVM algorithm on gender classiﬁcation,

we train an SVM classiﬁer that adopts the graph parameters

at three resolutions as features. Here, the classiﬁer is trained

on 500 images in our database, and none of the selected 400

images is included.

The classiﬁcation performance is shown in Fig. 14(b), from

which we can see that the accuracy of the objective gender

classiﬁcation is comparable to that of the subjective classi-

ﬁcation. What is more important is that, regardless of classiﬁcation type, i.e., objective or subjective, the accuracy of

synthetic images is quite comparable to that of real face images,

which can strongly indicate that our fusion results indeed bear

sufﬁcient appearance characteristics of the intended gender

group.SUO et al.: HIGH-RESOLUTION FACE FUSION FOR GENDER CONVERSION 235

Fig. 14. Gender classiﬁcation performance comparison on synthetic faces and

real images.

Fig. 15. Performance comparison between face identiﬁcation performances

on synthetic and real face images. (a) Subjective identiﬁcation. (b) Objective

identiﬁcation.

E. Experiment 4: Tests on the Preservation of Identity

While we denote the 200 synthetic images in previous experiments as set A, here, the input images of these 200 synthetic

faces that we mix with 200 images randomly selected from

our training data set are denoted as set B. In the subjective

experiment, the 20 volunteers are asked to identify the images

in set A from set B. Aside from the subjective evaluations, we

also conduct objective face recognition for comparison. In the

objective experiment, a face recognition algorithm developed

on Gabor features and linear discriminant analysis [39] is used

to recognize the images in set A, with the whole data set being

the gallery set. Fig. 15 shows both the subjective and objective

recognition results. From the high recognition rates, one can see

that the identity is preserved effectively in the process of gender

conversion.

F. Experiment 5: Beneﬁts of External Features to

Gender Perception

Life experience tells us that some external features (hair and

clothes) are informative for gender classiﬁcation in real-life

communications, so we enhance the synthetic faces with exemplar hairstyles and clothes from the intended gender group (see

Fig. 13), based on which a series of subjective experiments is

conducted to test the effects of external features quantitatively.

To study the impacts of external features on gender perception,

we perform a comparison between gender classiﬁcation rates

on synthetic images with and without external features. In

the same way, we study the impacts of external features on

subjective face recognition by comparing the face recognition

Fig. 16. Quantitative analysis on the impact from external features. (a) Gender

classiﬁcation. (b) Face identiﬁcation.

performances on the same data. The results are shown in

Fig. 16.

From the gender classiﬁcation results in Fig. 16, one can

see that the external features (hair and clothes) help gender

classiﬁcation largely. With external features included, subjective gender classiﬁcation of middle- and high-resolution images

achieves nearly perfect results. However, in the task of face

identiﬁcation, we can see no signiﬁcant help from external

features. This may be due to the fact that human beings are

good at recognizing faces after millions of years of evolution,

so subjective face recognition is robust to variations in external

features.

VI. CONCLUSION AND FUTURE WORK

In this paper, we have proposed a fusion strategy for gender

conversion. With the support of a large face database and

advances in gender classiﬁcation, we tried to alter the gender

attributes of an input face and preserve its face identity simultaneously. In addition, we obtained photorealistic visual results

by adopting image-editing techniques in computer graphics.

Due to the nonexistence of ground truth in gender conversion, three task-oriented criteria have been proposed for result

evaluation, based on which both subjective and objective experiments have been conducted to validate the proposed strategy.

The visually photorealistic and statistically reasonable results would potentially beneﬁt some real-world applications:

1) providing some reference templates to help look for the

lost opposite-sex siblings of the given subjects; 2) generating

transsexual makeup results that can be applied in entertainments such as ﬁlmmaking and computer games; 3) producing stimuli for gender-related psychological experiments; and

4) extending to fusion between other groups and introducing

some interesting applications, e.g., fusion between two age

groups, between ﬁlm stars and ordinary people, etc.

In future work, we will study more meaningful similarity

metrics for facial component matching and extend the strategy

to more extensive data sets (e.g., faces from different races,

images with expression variations, etc.).
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