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ABSTRACT

QUEUE LENGTH BASED PACING OF INTERNET
TRAFFIC

SEPTEMBER 2011

YAN CAI

B.En., TSINGHUA UNIVERSITY, P.R. CHINA

M.Sc., TSINGHUA UNIVERSITY, P.R. CHINA

Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST

Directed by: Professor Tilman Wolf and Professor Weibo Gong

As the Internet evolves, there is a continued demand for high Internet bandwidth.

This demand is driven partly by the widely spreading real-time video applications,

such as on-line gaming, teleconference, high-definition video streaming. All-optical

switches and routers have long been studied as a promising solution to the rapidly

growing demand. Nevertheless, buffer sizes in all-optical switches and routers are very

limited due to the challenges in manufacturing larger optical buffers. On the other

hand, Internet traffic is bursty. The existence of burstiness in network traffic has

been shown at all time scales, from tens of milliseconds to thousands of seconds. The

widely existing burstiness has a very significant impact on the performance of small

buffer networks, resulting in high packet drop probabilities and low link utilization.

There have been many solutions proposed in the literature to solve the bursti-

ness issue of network traffic. Traffic engineering techniques, such as traffic shaping

vii



and polishing, have been available in commercial routers/switches since the era of

Asynchronous Transfer Mode (ATM) networks. Moreover, TCP pacing, as a natural

solution to the TCP burstiness, has long been studied. Furthermore, several traffic

conditioning and scheduling techniques are proposed to smooth core network traf-

fics in a coordinated manner. However, all the existing solutions are inadequate to

efficiently solve the burstiness issue of high-speed traffic.

In this dissertation we aim to tackle the burstiness issue in small buffer networks,

which refer to the future Internet core network consisting of all-optical routers and

switches with small buffers.

This dissertation is composed of two parts. In the first part, we analyze the impact

of a general pacing scheme on the performance of a tandem queue network. This part

serves as a theoretical foundation, based on which we demonstrate the benefits of

pacing in a tandem queue model. Specifically, we use the Infinitesimal Perturbation

Analysis (IPA) technique to study the impact of pacing on the instantaneous and

average queue lengths of a series of nodes. Through theoretical analyses and extensive

simulations, we show that under certain conditions there exists a linear relationship

between system parameters and instantaneous/average queue lengths of nodes and

that pacing improves the performance of the underlying tandem queue system by

reducing the burstiness of the packet arrival process.

In the second part, we propose a practical on-line packet pacing scheme, named

Queue Length Based Pacing (QLBP). We analyze the impact of QLBP on the un-

derlying network traffic in both time and frequency domains. We also present two

implementation algorithms that allow us to evaluate the performance of QLBP in real

experimental and virtual simulation environments. Through extensive simulations,

we show that QLBP can effectively reduce the burstiness of network traffic and hence

significantly improve the performance of a small buffer network. More important,

the network traffic paced with QLBP does not exhibit a weakened competition capa-
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bility when competing with non-paced traffic, which makes the QLBP scheme more

attractive for ISPs.
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CHAPTER 1

INTRODUCTION

There is a continued demand for high network bandwidth due to the rapidly grow-

ing volume of traffic on the Internet. At present, most of the Internet infrastructure

is composed of electronic routers and switches that provide end-to-end connectiv-

ity. However, researchers are concerned with the possibility that some electronic

“bottleneck” within electronic routers will eventually limit network capacity [67]. In

addition, power consumption and heat dissipation problems are becoming a major

issue in the deployment of large-scale electronic routers.

All-optical routers have long been studied as a promising solution to meet the

rapidly surging demand on the Internet bandwidth and overcome the power dissipa-

tion and scaling problems in electric routers [9, 68, 81, 37, 17]. An important feature

of an all-optical router is that packets are transmitted all the way through the router

in optical form, which is referred to as optical transparency [68]. This requires pack-

ets to be buffered inside all-optical routers in the form of light. The most common

techniques for implementing an optical buffer are fiber delay lines [9, 52, 80, 13] and

slow-light delay lines [11, 72, 41]. Nevertheless, these techniques limit the sizes of

optical buffers to be very small (e.g., a dozen of packets) [67].

The use of small buffers in core networks has been justified with theoretical anal-

yses and empirical conclusions [22, 76, 59, 30, 45]. Enachescu et al. [22] argued that

O(logW ) buffers are sufficient for high throughput, where W is congestion window

size of each flow, and router buffer can even be reduced to a few dozen packets if a

small amount of link utilization is sacrificed. Gu et al. [30] demonstrated that a more
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than 90% link utilization is achievable in a X Gbps bottleneck link with a buffer of

20 packets, where X is in the range from 1 to 10. Lakshmikantha et al. [45] further

showed that O(1) buffer sizes, on the order of 20 packets, are sufficient for good per-

formance with no loss of link utilization when considering the impact of file arrivals

and departures.

We observe that all high performance results obtained in [22, 30, 45] are achieved

only when TCP sessions are paced by either some rate-control mechanism, known

as TCP pacing, or access links have capacities much smaller than the bottleneck

link. This indicates that in a small buffer network, pacing is a necessary technique to

prevent high packet drop probabilities at optical routers/switches with small buffers.

There have been several solutions to the high packet drop rate issue in small buffer

networks proposed in the literature [23, 82, 6, 64, 53, 1, 2]. Ordinary traffic shaping

and policing techniques, which are widely available in ATM routers, seem to be ad-

equate to circumvent the burstiness issue of network traffic. However, as explained

in detail later, without carefully designed modifications, these existing traffic con-

ditioning techniques are incapable of effectively reducing burstiness at small buffer

routers. As a natural solution to TCP burstiness, TCP pacing finds its roots in the

explicit rate control non-TCP protocols [82]. However, empirical results show [3] that

paced TCP flows have lower shares of the bottleneck link than unpaced TCP flows.

This weakened competition capability of paced TCP against non-paced TCP pre-

vents the wide adoption of pacing-enabled TCPs [3]. The other approaches proposed

in [64, 53, 1, 2] rely on either prior statistical knowledge of the underlying traffic or

a global network-wide coordinated scheduling privilege.

The strong demand for a traffic shaping technique that can effectively reduce traffic

burstiness in a core network motivates our work in this dissertation. To this end, an

ideal technique should satisfy the following requirements. First, it is so simple that it

can be implemented at a high-speed processing rate. Second, it does not require any

2



prior knowledge of traffic statistics. Third, it works in a distributed manner and an

accumulative pacing effect can be achieved by deploying multiple such pacing systems

within a network.

With ideal pacing techniques described above, we further advocate a packet pacing

architecture for the next-generation Internet in which traffic bursts traversing multiple

pacing nodes are smoothed out to nearly match constant bit-rate traffic. Using this

pacing technology throughout access networks will help operate optical core networks

more effectively.

1.1 Burstiness of Internet Traffic

Self-similarity of Internet traffic indicates that burstiness exhibits in a wide range

of time scales, from tens of milliseconds to several minutes and even longer [46, 56,

74, 19]. The burstiness of Internet traffic is roughly categorized into two classes:

“long-term” and “short-term.” As pointed out in [24, 26], long-term and short-term

burstiness are mainly contributed by user/session attributes at the macroscopic level

and TCP congestion control mechanisms at the microscopic level, respectively. Specif-

ically, long-term burstiness refers to the time scales from hundreds of milliseconds to

tens of minutes and short-term burstiness the time scales below hundreds of millisec-

onds [26].

The time scales are very important in network management. In the context

of IP Quality of Service (QoS), three timeframes are specified: O(milliseconds),

O(100 milliseconds) and O(10 seconds) and more [23]. The first timeframe is such

that congestion is mainly caused by short-time bursts of individual traffic streams

or of the aggregate traffic where the traffic volume exceeds the available bandwidth.

QoS mechanisms relevant to this timeframe include queueing, scheduling and drop-

ping techniques. The second timeframe defines network round-trip times (RTTs),

which are important to TCP-based close-looped applications. Active queue manage-

3



ment (AQM) as a congestion control technique works within this timeframe. The

third timeframe is relevant to the management of the long-term average network

traffic rates and capacities, which is achieved through capacity planning and traffic

engineering.

To capture the global scaling behavior (i.e., the long-term burstiness) reflected

in local-area network (LAN) and wide-area network (WAN) traffics [74, 19], a TCP-

based hierarchical HTTP traffic generator model is proposed in [24], where the user/session

attributes are taken into account as the major contributors to burstiness. In partic-

ular, the hierarchy of the traffic model consists of a number of TCP sessions, each

containing a number of pages, each of whom includes several objects to transmit.

The user/session attributes in terms of inter-session time, pages per session, inter-

page time, objects per page, inter-object time, and object time, are explicitly specified

as parameters in this model. With appropriate settings, this model can successfully

recreate the global scaling behavior, namely, the self-similar property exhibited in the

captured network traffic data.

In this dissertation, we aim to tackle the short-term burstiness, rather than the

long-term burstiness. On one hand, any effort to reduce the long-term burstiness

will inevitably affect user experiences, causing longer delays that are on the order

of hundreds of milliseconds. Such delays are too long to be tolerated by end users

and applications at higher layers. On the other hand, since short-term burstiness

usually takes place at time scales much lower than hundreds of milliseconds, the

delays introduced by certain traffic smoothing techniques are not perceivable. This

forms the guideline for the work presented in this dissertation.

1.1.1 Burstiness of TCP

Arguably speaking, the closed-loop congestion control mechanisms in TCP are

the major cause for the short-term burstiness of IP traffic [24]. In this subsection, we
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first briefly introduce the TCP congestion control mechanisms and then review how

they contribute to short-term burstiness.

1.1.1.1 TCP Congestion Control

The following description of the congestion control mechanisms in TCP is mainly

taken from Chapter 3.7 in [43]. For more details of TCP, see RFC 2581 [5]. TCP

Reno is used for illustration purposes in the following. The terms “packets” and

“segments”, “connection” and “session” are used interchangeably.

Transmission control protocol (TCP) is a sliding window protocol. A TCP con-

nection consists of a sender and a receiver at both sides of the connection. At any

particular point of time, the sender maintains two state variables, congestion window

size and receive window size, denoted by CWND and RWND , respectively, where

RWND is advertised by the receiver. Upon receipt of an acknowledgement (ACK),

the sender sends one or more segments, depending on which phase the TCP session is

in. Upon receipt of a segment, the receiver sends back an acknowledgement that ac-

knowledges the last cumulative segment. An cumulative segment is defined as one for

which all preceding segments have successfully arrived at the receiver. Within each

round-trip time (RTT), the amount of unacknowledged segments transmitted in flight

is bounded by the minimum of CWND and RWND . RWND is used for flow control

purposes [5]. By assuming that RWND is so large that CWND is always smaller

than RWND during the lifetime of a TCP session, the amount of unacknowledged

segments is limited by CWND solely.

The TCP congestion control algorithm has three major components: slow start,

congestion avoidance, and reaction to timeout events.

Slow start

When a TCP connection begins, the value of CWND is initialized to one. Here we

assume that the unit of CWND is equal to the size of a segment and all segments have
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the same sizes. Upon receipt of an acknowledgement, CWND is increased by one. The

sender keeps increasing its CWND this way until a loss event is perceived, at which

time CWND is cut in half and the slow start phase ends. During the slow start phase

CWND doubles every RTT, starting from one, which is known as the exponential

growth of the congestion window. The TCP session enters the congestion avoidance

phase right after the slow start phase ends. A packet loss event is identified with the

receipt of three consecutive acknowledgements with the same acknowledged sequence

number, known as duplicate ACKs.

Congestion Avoidance

During the congestion avoidance phase, upon the receipt of an acknowledgement,

CWND increases by 1
CWND

. Once a packet loss event is perceived, CWND is reduced

to CWND
2

. The rules specifying the changes in the congestion window in response to

an acknowledgement or a packet loss is known as the additive increase and mul-

tiplicative decrease (AIMD) rules. The term AIMD stems from the fact that under

this mechanism, CWND increases by one every RTT and decreases by a fixed fraction

of CWND in the face of a packet loss event. The TCP session keeps running within

the congestion avoidance phase until ether a timeout event occurs or the connection

is ended explicitly.

Reaction to Timeout Events

The TCP session sets up a timer for every packet it has sent and the timer starts

as soon as the associated packet is sent out. If the acknowledgement to that packet is

returned to the sender before the timer expires, the timer is deactivated and canceled.

Otherwise, the timer will expire and a timeout event occurs, which will reduce CWND

back to one, no matter how large the current CWND is. From that moment on, the

TCP session enters the slow start phase, starting with CWND of one.
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1.1.1.2 Burstiness Inherent to TCP Congestion Control Mechanisms

It is widely pointed out that congestion control mechanisms of TCP can cause

burstiness of TCP traffic (for details, see [24, 3]). In what follows we briefly review

the work done in [3].

The authors presented in [3] three aspects of the TCP congestion control mech-

anism that cause TCP traffic to be burst. They are slow start, losses, and ACK

compression. Before going into details, let us first briefly discuss how the TCP con-

gestion control mechanism helps reduce the burstiness.

In a situation where the bottleneck link only serves one TCP session, the through-

put of the TCP session is bounded by the bottleneck link rate. The bottleneck link

can be saturated with packets of the TCP session. Thus, the acknowledgements are

also sent back to the sender at the bottleneck link rate. As long as the associated

buffer is not full, the congestion window of the TCP session can increase while the

queue is being built up. In this case, the packets within one RTT are evenly spread

over the entire RTT, and as a result, the TCP traffic shows no burstiness. This phe-

nomenon is known as ACK-clocking. Even though ACK-clocking in effect smooths

TCP traffic, it rarely occurs, because the bottleneck link rate is much higher than the

available bandwidth of a single individual TCP connection owing to multiplexing.

Slow Start

During the slow start phase, upon receipt of an acknowledgement, the sender sends

out two packets. Without loss of generality, suppose that at time t, CWND = W .

Also suppose that at this time the throughput of the TCP session is lower than its

available bandwidth B, that is, W
RTT

< B, where RTT is the round trip time of the

TCP session at time t. With the assumption that no packets are dropped as long

as the buffer at the bottleneck link is not full, all W packets arrive at the receiver

at rate B. As a result, all W acknowledgements are sent back to the sender also at

rate B. Since each acknowledgement’s arrival will trigger two packets to be sent, the
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resulting 2W packets are sent out at a sending rate of 2B. Note that even though

these 2W packets are sent at rate 2B, they arrive at the receiver at rate B because

B is the bottleneck link rate. Within the same RTT, W packets are buffered at the

bottleneck link while the otherW packets are delivered to the sender at rate B. As the

congestion window keeps increasing from RTT to RTT, the number of packets stored

at the bottleneck link’s buffer also increases. Since the buffer size at the bottleneck

link is definitely finite in practice, the number of packets stored in the buffer can

always reach the limit, and then a packet drop will occur with a new packet arriving

at the full buffer. Such a packet drop ends the slow start stage. During the entire

slow start phase packets are always sent at rate 2B, which is a bursty behavior.

Losses

One way for the sender to detect losses is by receiving duplicate ACKs. Once

the lost packet is successfully retransmitted, the receiver’s next acknowledgement will

acknowledge not only the lost packet but also other packets that had been successfully

received by the receiver. When the acknowledgement arrives at the sender, the sender

will be allowed to send a bunch of packets.

ACK Compression

ACK compression refers to as a situation in which a bunch of acknowledgements

arrive at the sender in a bursty manner. Such a behavior can be caused by queueing

acknowledgements at some intermediate routers due to congestion on the reverse path

of the TCP connection. Even thought acknowledgements can ideally be spread evenly

at the bottleneck link rate, such an ACK clocking effect might be weakened or even

eliminated by the congestion that occurs quite often on the round trip path of a TCP

connection.
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1.2 Solutions to Burstiness

IP QoS mechanisms are used to ensure that a network can provide certain levels

of services that meet the requirements specified in service level agreements (SLA).

Burstiness, as a characteristic of IP traffic, has a close relationship with the metrics

defined in an SLA in that the extent to which the traffic is bursty significantly affects

the values of the metrics. In IP networks, the metrics defined in the SLA are delay,

jitter, packet loss, throughput, service availability and per flow sequence preservation.

From knowledge of queueing theory, we know that given the same average rate, the

burstier the traffic, the longer the queue. Consequently, packets passing through

routers experience longer delays, larger jitters, higher packet drop rates and as a

result, suffer from a lower throughput.

Since burstiness has a significant impact on SLA metrics, there have been a number

of mechanisms and techniques designed to handle the burstiness of IP traffic, such

as policing and shaping. The token bucket and leaky bucket algorithms are two

main algorithms used to implement traffic policing and shaping techniques. Besides,

since TCP is the main transport protocol on which most of the Internet traffic is

carried, TCP pacing also has received great attention as a natural solution to TCP

burstiness. However, they all come with their own limitations, as we will observe

in what follows. In this section, we briefly introduce these existing solutions and

illustrate their weaknesses in dealing with burstiness in the current Internet.

1.2.1 Token Bucket and Leaky Bucket Algorithms

Token bucket and leaky bucket algorithms are widely used as traffic policing or

shaping techniques to enforce a maximum rate cap on the underlying traffic, which

could be an individual flow, a traffic class consisting of multiple flows satisfying some

classification criteria, or even the aggregate traffic over a link. However, the terms
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(a) token bucket (b) leaky bucket

Figure 1.1. Token bucket and leaky bucket structures

“token bucket” and “leaky bucket” have confused and are often mistakenly used. For

the sake of clarification, they are presented together. The reader is referred to [23].

1.2.1.1 Token Bucket Algorithm

The token bucket algorithm can be used in both a policer and a shaper to enforce

a maximum rate to a traffic stream, even though a policer and a shaper differ funda-

mentally in their treatment of packets. In what follows we first introduce the concept

of the token bucket algorithm and then illustrate how it is applied to implement a

policer and a shaper. We conclude by pointing out the difference between a policer

and a shaper.

Token Bucket Algorithm

In the token bucket algorithm there is a bucket with depth B (in bytes). Tokens

with size of 1 byte are added to the bucket at rate R (in bytes per second). Tokens can

be added either every time a packet is processed, or at regular intervals, depending

on the particular implementations. In either case, the rate at which the tokens are

added into the bucket needs to be equal to R. If a token arrives at a bucket full of

tokens, the token will be dropped. Thus, it is guaranteed that the amount of tokens
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(in bytes) is always less than or equal to B. Figure 1.1-(a) shows the structure of a

token bucket.

When the token bucket algorithm is applied to a traffic stream, every packet

belonging to the traffic stream asks the token bucket to grant it an amount of tokens

equal to its size (in bytes). If there is a sufficient enough amount of tokens left

in the bucket for the packet, then we say this packet has conformed to the token

bucket definition. If there are fewer tokens left in the bucket, then we say this packet

has exceeded the token bucket definition. For packets that have conformed to the

token bucket definition, both the token bucket-based policer and shaper forward them

immediately. For packets that have exceeded the token bucket definition, the token

bucket-based policer just simply drops them while the token bucket-based shaper puts

them into a dedicated queue. Whenever there are more tokens available in the bucket,

the shaper will pull the packets out, assign tokens to them, and forward them. Here

we can see that the difference between a policer and a shaper is whether or not the

“excess” packets are stored for late transmission.

Note that the maximum rate R enforced by a token bucket-based policer or shaper

is the maximum average rate, that is, over the long-term period, the maximum average

rate of traffic policed or shaped by the token bucket algorithm is R. The instantaneous

throughput of the policed or shaped traffic can be higher than R. For instance, if a

burst of packets arrive at a bucket full of tokens in a back-to-back manner at a rate

higher than R, then they will be forwarded out of the policer or the shaper at the

same rate again as long as the sum of these packets’ sizes is smaller than the bucket

depth B.
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1.2.1.2 Leaky Bucket Algorithm

In contrast with the token bucket algorithm, the leaky bucket algorithm is only

used in a shaper and strictly limits the instantaneous throughput of the shaped traffic

to R, which is the maximum rate at which packets can flow out from the bucket.

In the leaky bucket algorithm, there is also a bucket with depth B (in bytes).

There is a hole at the bottom that allows packets to flow out at rate R (in bytes). If

the bucket is full when a packet arrives at it , the packet is dropped. A leaky bucket-

based shaper performs exactly like a first-in-first-out (FIFO) queue with outgoing

rate R and queue limit B. Figure 1.1-(b) shows the structure of a leaky bucket-base

shaper.

The differences between a token bucket-based shaper and a leaky bucket-based

shaper are summarized as follows. First, instead of tokens stored in a token bucket,

packets are stored in a leaky bucket. There is no concept of token in the case of the

leaky bucket algorithm at all. Second, the maximum peak rate in a token bucket-

based shaper can exceed R while the maximum peak rate in a leaky bucket-based

shaper is strictly bounded by R.

The best known example of a leaky bucket algorithm is the Generic Cell Rate

Algorithm (GCRA) used in traffic shaping of ATM networks [27].

In summary, the most obvious disadvantage of the token bucket-based or leaky

bucket-based poliers/shapers is that they will do nothing if the peak rates of the

underlying traffic are smaller than R. It will be shown in Chapter 3 that our proposed

pacing scheme can always achieve a certain level of smoothing effect on the underlying

traffic no matter how low its peak rates are.

1.2.2 TCP Pacing

As a natural solution to the burstiness of TCP traffic, TCP pacing has been

studied for a while. TCP pacing was initially proposed by Zhang et al. in [82] to
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correct for the acknowledgement compression due to cross traffic. Since then, research

has followed, suggesting different usages of pacing in TCP for different purposes, such

as compensation of ACK-clocking in slow start [7, 55] and fast recovery after a packet

loss [33], reducing burstiness in asymmetric networks [8].

In this dissertation, we adopted the description of TCP pacing provided in [3]. In

[3], pacing is implemented throughout the lifetime of a TCP session. Packet-sending

is no longer triggered by arrivals of acknowledgements. Instead, with a given CWND

and a given RTT, packets are scheduled to be evenly sent out over the entire RTT,

that is, the sender sends one packet per RTT/CWND seconds. Upon the receipt

of acknowledgements, CWND is updated in the same way as in the ordinary TCP

(Reno). Since a fine-grained estimate of RTT is required to calculate the interval

RTT/CWND , the TCP timestamp option is enabled to get accurate RTT samples.

Also, the RTT estimate is computed using the exponential weighted moving average

(EWMA) algorithm. Every time either CWND or RTT is updated, the interval is

recalculated and then applied to the subsequent packet transmissions. Thus, instead

of being sent in a bursty manner, the packets are evenly spread over the whole RTT,

eliminating the short-term burstiness, which was inherent to the ordinary non-paced

TCP.

The conclusions on the impact of TCP pacing on network performance have been

controversial. On one hand, empirical studies conducted in [3] indicate that although

TCP pacing can improve throughput and fairness in some situations, it degrades

the performance of TCP in general. The poor performance of pacing is attributed

mostly to “synchronized drops” and packet delays being misinterpreted as congestion.

What’s more, paced TCP sessions are less competitive when competing with non-

paced TCP ones, because by spreading the packets evenly over the whole RTT, paced

TCP sessions are more likely to encounter a packet drop then non-paced TCP ones

[3]. On the other hand, TCP pacing is necessary for TCP sessions to achieve high
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link utilization when the bottleneck router is equipped with small buffers [22, 76, 60,

30, 44].

From the above analyses, we summarize the conclusions on the impact of TCP

pacing as follows.

1. Whether or not pacing helps improve the link utilization depends on the extent

to which the packet drop rate is affected by the short-term burstiness. When the

buffer size is moderate or large, short-term bursts are absorbed by the buffer

and packet losses rarely occur. When the buffer size is small, packet drops

occur very frequently due to buffer overflows. Since the short-term burstiness is

reduced by TCP pacing, the packet drop probability decreases, and as a result,

the link utilization increases.

2. Two factors prevent TCP pacing from widely being adopted in the current In-

ternet: large buffer sizes and lower bandwidth shares of paced-TCP. Nowadays

switches and routers on the Internet are equipped with buffers of a rule-of-

thumb, that is, the bandwidth and delay product. Paced TCP does not outper-

form non-paced TCP in such a situation. Besides, considering the vast number

of computers in the world and the diversity of operating systems running on

these computers, it is unlikely to standardize and activate TCP pacing at all

computers. Therefore, no one is willing to voluntarily enable pacing, suffering

the weakened competition capability.

3. Pacing is critical for the future small buffer core networks to operate efficiently

because in the case of small buffer networks the link utilization is significantly

affected by the short-term burstiness.

The conclusions above motivate our work on proposing a blindly pacing algorithm

that can be deployed at edges of small buffer core networks to ensure that the short-
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term burstiness can be reduced to a certain low level for optical switches/routers to

operate with high link utilizations.

1.3 Contributions Made in This Dissertation

The contributions made in this dissertation are two-fold.

First, we analyze the impact of burstiness on network performance from a queue-

ing theory perspective. The framework developed in this part serves a theoretical

foundation on which we show the benefits of pacing based. In particular, we show

that there is a linear relationship between the parameters of the input process and

the average queue lengths of a tandem queue system. Under certain mild conditions

we show that decreasing inter-arrival times reduces average queue lengths.

Second, we propose a practical online packet-pacing algorithm, named queue

length-based pacing (QLBP), to fulfill our goal towards a small buffer optical core

network. This algorithm is designed to be applied on the aggregate traffic to re-

duce the short-term burstiness of the traffic. Unlike other existing policer or shaper

suffering various restrictions, the proposed QLBP system is capable of reducing the

burstiness of any traffic. It also overcomes the shortcomings of TCP pacing in that

it is applied on the aggregate traffic, namely, it paces traffic blindly. With multiple

QLBP pacers deployed on the Internet, network traffics are smoothed before they

flow into the small buffer core networks. As a result, packet drop rates are reduced

and link utilization is improved.

1.4 Organization of This Dissertation

The rest of this dissertation is organized as follows. In Chapter 2 we analyze the

impact of the burstiness from the perspective of queueing theory. This chapter works

as a theoretical foundation based on which the necessariness of pacing is justified. A

practical online pacing algorithm, named queue length based pacing (QLBP), is pro-
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posed in Chapter 3 as an effort towards the Internet-wide implementation of pacing.

The effectiveness of the QLBP algorithm is analyzed via theoretical analyses and the

benefit of pacing is demonstrated via simulation. In Chapter 4 we summarize the

dissertation and present some interesting future work topics.
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CHAPTER 2

LINEAR IMPACT OF PACING ON QUEUE LENGTHS

2.1 Introduction

In this chapter we analyze the impact of a general pacing scheme on the perfor-

mance of a tandem queue network. The framework developed in this chapter serves

a theoretical foundation on which we show the benefits of pacing based.

Classical queueing theory shows that bursty traffic degrades the performance of

networks, increasing queueing delays, causing more packet drops and reducing link

utilization [42]. It has been observed that the TCP (Transmission Control Protocol)

congestion control mechanism can produce bursty traffic on high bandwidth-delay

product link with heavily multiplexed flows [82].

The issue of bursty traffic becomes even more severe in the context of small-

buffer networks (e.g., network with all-optical routers). On one hand, the growing

demand for raw bandwidth motivates the interest in all-optical routers. Using fluid

and queueing models, authors in [61] and [60] argue that small buffers provide greater

network stability. Experimental studies and analytical results in [22] and [44] show

that with buffer sizes of Θ(log(W )) the congested link can operate at 75% or higher

utilization (where W is congestion window size). On the other hand, high link uti-

lization is achieved through traffic pacing. By “traffic pacing” we mean a scheme that

spreads packet bursts over surrounding idle periods while keeping long-term average

rate unchanged. As pointed out in [22] and [44], to achieve high link utilization it

is necessary to pace TCP flows either by exploiting explicit pacing schemes at end

hosts or by limiting the speed of their access links. Our work is motivated by these
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observations, and in this chapter we study the impact of arrival traffic burstiness on

network performance.

Our focus is to show that there exists a linear relationship between traffic bursti-

ness and queue length statistics for a tandem queue network with infinite buffers. Our

approach is based on the analysis of the sample-path derivatives of the queue length

with respect to system parameters, and it uses infinitesimal perturbation analysis

(IPA) technique developed in the ‘80s [32].

The model used in this chapter is a tandem queue network with infinite buffers.

We consider the aggregate traffic arriving at a network core router and model it as

a marked point process. Each marked point arrival represents a sequence of back-

to-back TCP packets. The size of this burst represents the workload of each marked

point. The inter-arrival time and workload distributions have scale parameters. The

average input load is defined as the product of the average arrival rate (i.e., the inverse

of the average inter-arrival time) and the average workload. Under such a framework

we study the impact of arrival bursts on the statistics of a tandem queue network. In

particular, we show that there is a linear relationship between the queue lengths and

the system parameters.

The impact of arrival bursts has been studied in the context of fluid models.

Using Markov On-Off model, Brocket et al. derived the average queue lengths of

a tandem queue in [12]. Later, the impact of the autocorrelation carried by a flow

was studied with a hierarchical On-Off fluid model in [36]. Liu and Gong applied

perturbation analysis on the statistics of a tandem queue network using fluid models

[48]. The analytical results obtained in those works support our conclusion in their

own problem settings.

The contributions of this chapter are two-fold:

• We show that a tandem queue network that is fed by a marked point process

with inter-arrival time and workload distributions with scale parameters ex-
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hibits a linear relationship between the queue lengths and the distribution scale

parameters when the average input load is fixed.

• We derive the IPA estimator of the derivative of the average queue length

with respect to the average inter-arrival time, and show that it is unbiased

and strongly consistent under the assumption that the average input load is

constant.

The rest of this chapter is organized as follows. In Section 2.2, we introduce

the tandem queue network model and derive expressions for the instantaneous and

average queue lengths based on a sample path of the arrival point process. We

derive the IPA estimators of the derivatives of average queue lengths with respect to

the average inter-arrival time, introduce the assumptions and conditions that form

the basis of our analysis and show unbiasedness and strong consistency of the IPA

estimators in Section 2.3. In Section 2.4 we show there is a linear relationship between

instantaneous/average queue lengths and the inter-arrival parameters under the given

assumptions and conditions. Finally, we draw our conclusions in Section 2.6.

2.2 Modeling and Analysis

Currently, there are two basic approaches to analyzing queueing models: classical

queueing theory and stochastic fluid models. Classical queueing theory focuses on

the packet-level behavior of a queueing system with certain assumptions on the dis-

tributions of inter-arrival time and service time. It is widely used in the performance

evaluation of network protocols [15, 16, 28, 44]. Stochastic fluid models treat packet

arrival bursts as a continuous fluid. As demonstrated in [12] and [36], Markov On-Off

fluid models are able to capture the impact of source correlation on the average queue

size.

In this chapter, we work with a combination of these two models. The input of the

first queue is a point process in which every impulse carries a workload representing
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Figure 2.1. A M node tandem queue topology

a burst of packets. Whenever there are buffered packets, a queue has an outgoing

flow at a constant rate. We further extend our study to consider tandem queues with

infinite size buffers. The tandem queue topology is meaningful since a connection

over Internet usually goes over multiple hops. The first portion of this path (before

reaching the bottleneck link) encounters decreasing link capacities, which are often

due to multiplexing with other flows. Pacing of traffic implies that system parame-

ters may be perturbed due to the effect pacing, but the average input load remains

unchanged.

In what follows we first introduce the notation and then derive expressions for the

instantaneous and average queue lengths.

2.2.1 Network Model and Notation

Fig. 2.1 shows a tandem queue network fed with a point process in which the

inter-arrival times and workloads follow scale parameters θ and ξ. In this model ci

(1 ≤ 1 ≤M−1) is the outgoing capacity of node i and qi(t) is the instantaneous queue

length of node i at time t. We denote by X and Y the generally distributed intensity

of an arrival impulse, i.e., the workload carried by a customer and the generally

distributed inter-arrival time. When an impulse arrives at node 1, it contributes an

instant queue increment. The nodes in the network are of decreasing capacities, which

implies that whenever a node has a queue built up, so does its downstream nodes.

We define in Table 2.1 the variables and symbols that are used to describe the

dynamics of the tandem queue network. To make them easier to understand, they

are categorized according to the objects they serve.
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Table 2.1. Major notation in Chapter 2

For the arrival point process
i index of customer i ≥ 1
Ai arrival time of i-th customer
Di departure time of i-th customer from node 1
Xi i-th customer’s workload, and X =s.d. Xi with E[X] = ξ
Yi inter-arrival time between (i − 1)-th and i-th customers, and

Y =s.d. Yi with E[Y ] = θ
Zi i-th customer’s service time at node 1 (= Xi/c1)
Ξ a compact set, which ξ belongs to
Θ a compact set, which θ belongs to

For node m = 1, ...,M
qm(t) instantaneous queue length of node m at t
cm capacity of node m
j index of qm(t)’s busy period
τmj duration time of qm(t)’s first j busy periods1

Lm
j integral of qm(t) over [0, τ

m
j )

lmj average queue length of node m over [0, τmj )
lm average queue length of node m in steady state

For busy period j of qm(t)
Am

j beginning time of j-th busy period of qm(t)
Dm

j end time of j-th busy period of qm(t)
Bm

j duration time of qm(t)’s j-th strictly ascending phase (form > 1)
Imj duration time of qm(t)’s j-th strictly descending phase (for m >

1)
nm
C,j index of last customer arrival within j-th busy period of qm(t)

(nm
C,0 = 0)

nm
B,j index of last busy period of qm(t) covered within j-th busy period

of qm+1(t) (n
m
B,0 = 0)
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Figure 2.2. A sample path of q1(t)
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Figure 2.3. A sample path of q2(t)

2.2.2 Instantaneous Queue Lengths of Nodes

We now derive expressions for instantaneous queue lengths based on a given sam-

ple path S, which is a sequence of pairs of (Xi, Yi), denoted as {(Xi, Yi), i > 0}, where
Xi’s and Yi’s are instants of X and Y , respectively.
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Figure 2.4. A sample path of qm(t)
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2.2.2.1 Instantaneous Queue Length q1(t)

q1 consists of alternate busy and idle periods and each busy period covers one or

more customer arrivals. With the notation of n1
C,j (i.e., nm

C,j for m = 1), the first

customer covered within q1(t)’s j-th busy period is indexed n1
C,j−1+1. Fig. 2.2 shows

a piece of sample path q1(t). Thus, q1(t) is recursively expressed by

q1(t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0, for t ∈ [0, A1);

Zn1
C,j−1+1, for t = An1

C,j−1+1;

(for n1
C,j−1 + 1 ≤ i ≤ n1

C,j, j ≥ 1)

q1(Ai)− c1(t− Ai), for t ∈ (Ai, Ai+1),

n1
C,j−1 + 1 ≤ i ≤ n1

C,j − 1;

q1(Ai)− c1Yi+1 + Zi+1, for t = Ai+1, n
1
C,j−1 + 1 ≤ i ≤ n1

C,j − 1;

q1(An1
C,j

)− c1(t− An1
C,j

), for t ∈ [An1
C,j

, D1
n1
C,j

);

0, for t ∈ [D1
n1
C,j

, An1
C,j+1).

(2.1)

where ⎧⎪⎪⎨
⎪⎪⎩
Ai =

∑i
j=1 Yj,

Dn1
C,j

=
∑n1

C,j−1+1

j=1 Yj +
∑n1

C,j

j=n1
C,j−1+1

Zj.

2.2.2.2 Instantaneous Queue Length qm(t) for m = 2, ...,M

Fig. 2.3 and Fig. 2.4 illustrate how qm(t) changes as qm−1(t) goes. An important

observation is that qm(t) increases during busy periods of qm−1(t) and decreases during

idle periods of qm−1(t) until it becomes empty. Thus, qm(t) is recursively expressed

by
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qm(t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0, for t ∈ [0, Am−1
1 ];

(for nm−1
B,j−1 + 1 ≤ i ≤ nm−1

B,j , j ≥ 1)

qm(A
m−1
i ) + (cm−1 − cm)(t− Am−1

i ),

for t ∈ [Am−1
i , Dm−1

i ), nm−1
B,j−1 + 1 ≤ i ≤ nm−1

B,j ;

qm(D
m−1
i )− cm(t−Dm−1

i ),

for t ∈ [Dm−1
i , Am−1

i+1 ), nm−1
B,j−1 + 1 ≤ i ≤ nm−1

B,j − 1;

qm(D
m−1
i )− cm(t−Dm−1

i ),

for t ∈ [Dm−1
i ,

qm(Dm−1
i )

cm
), i = nm−1

B,j .

(2.2)

In the equations above Am−1
(·) and Dm−1

(·) remain to be defined. Am−1
(·) and Dm−1

(·) are

recursively expressed in terms of qm−1(t), Am−2
(·) and Dm−2

(·) . Without loss of generality,

we derive the expressions for Am
(·) and Dm

(·) instead of Am−1
(·) and Dm−1

(·) . Another

important observation is that the beginning times of the j-th busy period of qm(t) and

the nm−1
B,j−1+1-th busy period of qm−1(t) coincide with each other, i.e. Am

j = Am−1
nm−1
B,j−1+1

.

Also Dm
j =

qm

(
Dm−1

nm−1
B,j

)

cm
where qm

(
Dm−1

nm−1
B,j

)
is determined by cm, cm−1, Am−1

j , Dm−1
j for

j < nm−1
B,j . Thus, Am

j and Dm
j are given by

⎧⎪⎪⎨
⎪⎪⎩
Am

j = Am−1
nm−1
B,j−1+1

,

Dm
j = 1

cm
qm

(
Dm−1

nm−1
B,j

)
.

With A1
(·) and D1

(·) given by

⎧⎪⎪⎨
⎪⎪⎩
A1

j = An1
C,j−1+1 =

∑n1
C,j−1+1

k=1 Yk,

D1
j =

∑n1
C,j

k=n1
C,j−1+1

Zk +
∑n1

C,j−1+1

k=1 Yk.
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2.2.3 Average Queue Lengths of Nodes

Next we derive an expression of the average queue length of qm(t) over its first B

busy periods, denoted as lmB . By definition, it is given by

lmB =
Lm
B

τmB
. (2.3)

2.2.3.1 Average Queue Length l1B

The definition of average queue length leads to

l1B =
L1
B

τ 1B
, (2.4)

where

L1
B = c1

B∑
b=1

n1
C,b∑

i=n1
C,b−1+1

Zi

( i−1∑
j=n1

C,b−1+1

Zj −
i∑

j=n1
C,b−1+2

Yj

)
+

c1
2

n1
C,B∑
i=1

Z2
i (2.5)

and

τ 1B =

n1
C,B+1∑
j=1

Yj. (2.6)

2.2.3.2 Average Queue Length lmB for m ≥ 2

lmB is defined by

lmB =
Lm
B

τmB
, (2.7)

where

Lm
B =

B∑
b=1

nm−1
B,b∑

j=nm−1
B,b−1+1

(vmj + pmj )B
m
j + (pmj + vmj+1)I

m
j

2
(2.8)

and

τmB =

nm
C,B+1∑
j=1

Yj. (2.9)
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In the equations above, vmj , p
m
j , B

m
j and Imj for nm−1

B,b−1+1 ≤ j ≤ nm−1
B,b , b ≥ 1 are given

by

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

vmj = qm(A
m−1
j ), nm−1

B,b−1 + 1 ≤ j ≤ nm−1
B,b ;

vmj+1 = 0, j = nm−1
B,b

pmj = qm(D
m−1
j ), nm−1

B,b−1 + 1 ≤ j ≤ nm−1
B,b ;

Bm
j =

∑nm−1
C,j

k=nm−1
C,j−1+1

Zk, nm−1
B,b−1 + 1 ≤ j ≤ nm−1

B,b ;

Imj =
∑nm−1

C,j +1

k=nm−1
C,j−1+2

Yk − Bm
j , nm−1

B,b−1 + 1 ≤ j ≤ nm−1
B,b − 1;

Imj =
qm(Dm−1

j )

cm
, j = nm−1

B,b .

(2.10)

2.3 IPA on Derivatives of Average Queue Lengths with Re-

spect to System Parameters

In this section we derive IPA estimators for the derivative of lmB (for m = 1, ...,M)

with respect to system parameter θ. Throughout the rest of the chapter, the ratio

between ξ and θ is fixed, which reflects the principle of pacing.

We first derive the IPA estimators and then prove their unbiasedness and strong

consistency under the given assumptions and conditions.

2.3.1 IPA Estimators of lmB ’s Derivative with respect to System Parame-

ters

2.3.1.1 For Node 1

We start with
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dl1B(θ)

dθ

= lim
Δθ→0

Δl1B(θ)

Δθ

= lim
Δθ→0

l1B(θ +Δθ)− l1B(θ)

Δθ

= lim
Δθ→0

1

Δθ

(
L1
B(θ +Δθ)

τ 1B(θ +Δθ)
− L1

B(θ)

τ 1B(θ)

)

=
limΔθ→0

ΔL1
B(θ)

Δθ
τ 1B(θ)− L1

B(θ) limΔθ→0
Δτ1B(θ)

Δθ

(τ 1B(θ))
2

Let ΔZi = Zi(θ +Δθ)− Zi(θ) and ΔYi = Yi(θ +Δθ)− Yi(θ). Substituting them

into the equation above, we obtain

dl1B
dθ

=
c1

(τ 1B)
2

[ n1
C,B+1∑
j

Yj

(( B∑
b

n1
C,b∑
i

dZi

dθ

i−1∑
j

Zj +
B∑
b

n1
C,b∑
i

Zi

i−1∑
j

dZj

dθ

)−
( B∑

b

n1
C,b∑
i

dZi

dθ

i∑
j

Yj +
B∑
b

n1
C,b∑
i

Zi

i∑
j

dYj

dθ

)
+

n1
C,B∑
i

Zi
dZi

dθ

)
−

( B∑
b

n1
C,b∑
i

Zi

i−1∑
j

Zj −
B∑
b

n1
C,b∑
i

Zi

i∑
j

Yj +
1

2

n1
C,B∑
i

Z2
i

) n1
C,B+1∑
j

dYj

dθ

]
.

(2.11)

Equation (2.11) is an IPA estimator of
dl1B
dθ

.

2.3.1.2 For Nodes 2 to M

We start with

dlmB (θ)

dθ

= lim
Δθ→0

ΔlmB (θ)

Δθ

= lim
Δθ→0

lmB (θ +Δθ)− lmB (θ)

Δθ

= lim
Δθ→0

1

Δθ

(
Lm
B (θ +Δθ)

τmB (θ +Δθ)
− Lm

B (θ)

τmB (θ)

)

=
limΔθ→0

ΔLm
B (θ)

Δθ
τmB (θ)− Lm

B (θ) limΔθ→0
ΔτmB (θ)

Δθ

(τmB (θ))2
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Let Δvmi = vmi (θ + Δθ) − vmi (θ), Δpmi = pmi (θ + Δθ) − pmi (θ), ΔBm
i = Bm

i (θ +

Δθ)− Bm
i (θ) and ΔImi = Imi (θ +Δθ)− Imi (θ). Substituting them into the equation

above, we have

dlmB
dθ

=
1

(τmB )2

[ nm
C,B+1∑
j

Yj

( B∑
b

nm−1
B,b∑
j

·(
d
dθ
vmj + d

dθ
pmj )B

m
j + ( d

dθ
pmj + d

dθ
vmj+1)I

m
j

2
+

B∑
b

nm−1
B,b∑
j

(vmj + pmj )
d
dθ
Bm

j + (pmj + vmj+1)
d
dθ
Imj

2

)
−

( B∑
b

nm−1
B,b∑
j

(vmj + pmj )B
m
j + (pmj + vmj+1)I

m
j

2

) nm
C,B+1∑
j

d

dθ
Yj

]
.

(2.12)

Also the lower bound of every summation index in (2.12) is skipped, which can be

retrieved by referring to (2.7), (2.8) and (2.9). Equation (2.12) is an IPA estimator

of
dlmB
dθ

.

2.3.2 Assumptions and Conditions

It is pointed out in [78] (e.g. see page 419) that for a GI/G/1 system with average

arrival rate λ and average service rate μ to be stable, a sufficient condition is that

λ < μ [47, 49]. For our tandem queue network to be stable, we have A. 2.3.1.

Assumption 2.3.1. Stability. It is assumed that cm > ξ
θ
, for m = 1, ...,M.

However, for the average queue length defined to exist, we need a stricter con-

straint, which is presented in A. 2.3.2. A similar assumption is made in [29] (e.g. see

Theorem 8.3 in [29]).

Assumption 2.3.2. Regenerativeness. It is assumed that qm(t) is regenerative

with a sequence {σm
j , j ≥ 1}, where σm

j is the end time of the j-th busy period of

qm(t) and it also holds that E[σm
j+1 − σm

j ] <∞, and E[(σm
j+1 − σm

j )
2] <∞.
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Assumption 2.3.3. Continuity For each ξ ∈ Ξ, the cumulative density function of

X, FX(x, ξ) is a.s. continuous in x and zero at x = 0. For each θ ∈ Θ, the cumulative

density function of Y , FY (y, θ) is a.s. continuous in y and zero at y = 0.

Assumption 2.3.4. Differentiability For each ξ ∈ Ξ and each i, Xi(ξ) is, with

probability one, a continuously differentiable function of ξ in Ξ. For each θ ∈ Θ and

each i, Yi(θ) is, with probability one, a continuously differentiable function of θ in Θ.

Condition 2.3.1. Fixed Input Load Average. The average input load is fixed,

that is, ξ
θ
= C (a constant).

Condition 2.3.2. Scale Parameters. The distributions of the inter-arrival times

and the workloads have scale parameters θ and ξ, i.e. dY
dθ

= Y
θ
, and dX

dξ
= X

ξ
.

Two lemmas below are useful in proving unbiasedness and strong consistency of

the IPA estimators.

Lemma 2.3.1. Under C. 2.3.1 and C. 2.3.2, it holds that dZ
dθ

= Z
θ
, where Z =s.d. Zi.

The proof is provided in Appendix A.

Lemma 2.3.2. Under A. 2.3.3, A. 2.3.4, C. 2.3.1 and C. 2.3.2, it holds that for

m = 2, ...,M and j ≥ 1,
dvmj
dθ

=
vmj
θ
,
dpmj
dθ

=
pmj
θ
,
dBm

j

dθ
=

Bm
j

θ
,
dImj
dθ

=
Imj
θ
.

The proof is provided in Appendix A.

2.3.3 Unbiasedness and Strong Consistency

Even though we are aware that IPA does not give unbiased derivative estimators

for traditional discrete-event multiple-class queues, the IPA estimators in our problem

setting are unbiased. They are also strongly consistent.

Lemma 2.3.3. Under A. 2.3.3, A. 2.3.4, C. 2.3.1 and C. 2.3.2, for any θ ∈ Θ, lmB

is, with probability one, continuously differentiable in θ.
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The proof is provided in Appendix A.

With Lemma 2.3.3, we are ready to show the unbiasedness and strong consistency

of the derived IPA estimators.

2.3.3.1 Unbiasedness

Theorem 2.3.1. Under A. 2.3.1-2.3.4 and C. 2.3.1, C. 2.3.2, and with Lemmas

2.3.1-2.3.3, for any θ ∈ Θ, the IPA estimators of dlm(θ)
dθ

given by (2.11) and (2.12)

are unbiased, i.e.

E[
dlmB (θ)

dθ
] =

d

dθ
E[lmB (θ)], for m = 1, ...,M. (2.13)

The detailed proof is provided in Appendix A. Here we briefly sketch the proof

procedure. For instance, when m = 1, we first shown l1B is a.s. continuous under A.

2.3.3, A. 2.3.4 and C. 2.3.1. Then, with A. 2.3.2 we show E[supθ∈Θ |l1B(θ)/θ] < ∞.

Applying the Generalized Mean Value Theorem and the Dominated Convergence

Theorem (e.g. see page 14 and 15 in [29]), we show the inter-exchange of expectation

and derivative holds, which leads to Theorem 2.3.1.

2.3.3.2 Strong Consistency

Theorem 2.3.2. With A. 2.3.1-2.3.4 and under C. 2.3.1, C. 2.3.2, Lemmas 2.3.1-

2.3.3, for any θ ∈ Θ, the IPA estimators of dlm(θ)
dθ

given by (2.11) and (2.12) are

strongly consistent, i.e.

lim
B→∞

dlmB (θ)

dθ
=

dlm(θ)

dθ
, for m = 1, ...,M. (2.14)
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The proof takes advantage of A. 2.3.1 and A. 2.3.2 to show the unbiasedness of

derivatives of L̃m
b and T̃m

b with θ under C. 2.3.1 and C. 2.3.2, where L̃m
b and T̃m

b are

defined as the integral and the duration time of qm(t)’s b-th busy period. Based on

their unbiasedness properties, the strong consistency is proven with A. 2.3.2. The

proof is provided in Appendix A.

2.4 Linear Impact

An important conclusion from these results is that there is a linear relationship

between queue lengths and system parameters under the given conditions. By “linear

relationship” we mean that the queue lengths change linearly proportionally to the

average inter-arrival time. This is revealed by showing that the derivative of queue

lengths with respect to the average inter-arrival time is a constant.

Assume that function f(x) is continuously differentiable in x. df(x)/dx = f(x)/x

if and only if df(x)/dx = C (const.). A simple proof is as follows. First, it is

trivial that f(x) = Cx ⇒ df(x)/dx = f(x)/x. Second, for df(x)/dx = f(x)/x ⇒
f(x) = Cx, we have df(x)/dx = f(x)/x⇒ df(x)/f(x) = dx/x⇒ ∫

1/f(x)df(x) =∫
1/xdx⇒ ln f(x) = ln x+ lnC ⇒ f(x) = Cx.

2.4.1 Linear Impact on Instantaneous Queue Lengths

Theorem 2.4.1. Under A. 2.3.3, A. 2.3.4, C. 2.3.1 and C. 2.3.2, it holds that for

i ≥ 1,

dq1(Ai(θ), θ)

dθ
=

q1(Ai(θ), θ)

θ
.

The proof is provided in Appendix A.
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Theorem 2.4.2. Under A. 2.3.3, A. 2.3.4, C. 2.3.1 and C. 2.3.2, it holds that for

m = 2, ...,M and j ≥ 1,

dqm(D
m−1
j (θ), θ)

dθ
=

qm(D
m−1
j (θ), θ)

θ
.

The proof is provided in Appendix A.

Remark : Theorems 2.4.1 and 2.4.2 indicate that under the given assumptions and

conditions the sample path peak values change linearly proportionally to the average

inter-arrival time.

2.4.2 Linear Impact on Average Queue Lengths

Theorem 2.4.3. Under A. 2.3.3, A. 2.3.4, C. 2.3.1 and C. 2.3.2, we have for m =

1, ...,M and B ≥ 1,

dlmB
dθ

=
lmB
θ
. (2.15)

It follows that for m = 1, ...,M ,

dlm

dθ
=

lm

θ
. (2.16)

The proof is provided in Appendix A.

Remark : Equation (2.16) unveils the linear relationship between the average queue

lengths and the inter-arrival time under the given assumptions and conditions.

If a pacing scheme is able to make such changes, i.e. to keep the same distribution

but to generate smaller average inter-arrival time and workload, then consequently

the instantaneous and average queue lengths are lower. In practice, that means that

small-buffer networks can operate more efficiently when pacing is used.

32



2.5 Simulation Validation

2.5.1 Experiment Setup

In this section, we validate this linear relationship between the instantaneous/average

queue lengths and the average inter-arrival time, using simulations. The topology used

in experiments is the same as shown in Fig. 2.1, but with only three nodes. Their

outgoing capacities are set c1 = 1 units/s, c2 = 0.81 units/s, c3 = 0.75 units/s. The

units of ξ and θ are “units/customer” and “seconds,” respectively. We have developed

a C program to simulate the dynamics of this tandem queue network and collect data.

2.5.2 Linear Impact on Average Queue Lengths

We first simulate the impact of parameter perturbation on the average queue

lengths. We run simulations with the inter-arrival time and workload distributions

with and without scale parameters. Each simulation run with the same parameter

settings lasts for 100, 000 busy periods and repeats 30 times to obtain the average.

2.5.2.1 Exponential inter-arrival time and workload distributions

We run simulations with a point process with Exponential inter-arrival time and

workload distributions. θ changes from 1.5s to 15s with a step of 1.5s, and ξ = 2θ/3.

Fig. 2.5 shows the derivative of E[qi] (either simulated or theoretical) with respect

to θ is a constant, where i = 1, 2, 3, which confirms that this linear relationship

exists. We also calculate an 95% confidential interval for each group of 30 simulated

values, which shows very small variation around the average. For instance, simulated

E[q3(θ, t)] at θ = 15 is 33.609 units with an 95% confidential interval of 0.606.

2.5.2.2 Triangular inter-arrival time and workload distributions

We next run simulation with a point process with Triangular inter-arrival time

and workload distributions. Triangular distribution is briefly introduced below. For

details of Triangular distribution, please refer to [66].
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The cumulative density function (CDF) of Triangular distribution with lower limit

a, mode c and upper limit b is given by

FX|a,b,c(x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(x−a)2
(b−a)(c−a) , for a ≤ x ≤ c

1− (b−x)2
(b−c)(b−a) , for c ≤ x ≤ b

0, for x < a

1, for x > b

Its first and second moments are given by

⎧⎪⎪⎨
⎪⎪⎩
E[X] = a+b+c

3
;

E[X2] = a2+b2+c2−ab−bc−ca
18

+ (a+b+c)2

9
.

Whether Triangular distribution has the average as scale parameter or not depends

on how to set up its parameters. A simple way to make it have scale parameter is to set

a = 0, b = 2c. Suppose the Triangular inter-arrival time and workload distributions

have parameters (aξ, bξ, cξ) and (aθ, bθ, cθ), respectively. Our settings are as follows.

aξ = aθ = 0, cξ = 1 and cθ = 1.5. bξ = 2.2+0.2∗i and bθ = 8.3+0.3∗i for i = 1, ..., 10,

where i represents the index of each simulation run. With these settings, the inter-

arrival and workload distributions do not have the average as scale parameters. Fig.

2.6 shows the derivative of the average queue length of node i with respect to θ for

i = 1, 2, 3 is no longer a constant. To make the non-linearity more visible, we draw

two dotted lines along E[q1], E[q2] and E[q3]. The differences between the dotted

lines and E[q1], E[q2] and E[q3] indicate that E[qi] i = 1, 2, 3 are not straight lines.

Also simulated E[q1(θ, t)] at θ = 4.17 is 0.508 units with an 95% confidential interval

of 7.859 ∗ 10−4.
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2.5.3 Impact of Pacing Scheme

In this sub-section we simulate the impact of an ideal pacing scheme in which each

marked point is divided into two equal pieces when it arrives at node 1. The first

half is sent at its original arrival time while the second one is sent in the middle of

the consecutive inter-arrival time. Such a pacing scheme is ideal in the sense that it

can only be implemented in simulation with prior knowledge about the consecutive

inter-arrival time.

2.5.3.1 Exponential inter-arrival time and workload distributions

The parameter settings are the same as those in the preceding experiments with

Exponential inter-arrival time and workload distributions. Every marked point is

paced by the pacing scheme at node 1 before being processed. Fig. 2.7 shows that

with different θ’s, this pacing scheme can reduce the average queue lengths by half.

2.5.3.2 Triangular inter-arrival time and workload distributions

The parameter settings are the same as those in the preceding experiments with

Triangular inter-arrival time and workload distributions. Even for Triangular inter-

arrival and workload distributions, the pacing scheme can still achieve the similar
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performance improvement. Fig. 2.8 shows that under the pacing scheme, the average

queue lengths are approximately reduced by half for various θ.

2.6 Summary

To meet the increasing demands for network bandwidth, optical core networks are

being deployed. Due to technology limitations, buffering of traffic in all-optical routers

is very costly. Therefore, router designs with small packet buffers are emerging as

infrastructure components in next-generation networks. Network traffic pacing plays

an important role in improving the operational efficiency and performance of these

small-buffer networks.

In this chapter we investigated the potential benefits of traffic pacing by quantita-

tively studying the impact of traffic burstiness on the buffer occupancies of a tandem

queue network fed with a point process. The results of our work are:

1. We derive an expressions for the instantaneous and average queue lengths of a

tandem queue network from a sample-path perspective;
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2. Under mild and reasonable assumptions on traffic arrivals and workload pat-

terns, we develop the IPA estimators for average queue lengths and also show

the unbiasedness and strong consistency of them;

3. We show under the given conditions that the arrival traffic burstiness has a

linear impact on both instantaneous and average queue lengths of all queues in

a tandem network, which demonstrates that traffic pacing has great potential

to reduce buffer occupancies and largely improve the packet loss and delay

performance in communication networks with small buffers.
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CHAPTER 3

QUEUE LENGTH BASED PACING

3.1 Introduction

Many data communication networks use a layered network architecture, where

each layer implements different networking protocols [39]. The separation of net-

working functionality into layers simplifies the design of network protocols as each

layer can rely on the services provided by the underlying layer. This functional de-

pendency also implies that the performance that can be achieved within a protocol

layer is highly dependent on the performance achieved by underlying layers. Specifi-

cally, the performance of transport layer protocols, which provide process-to-process

communication between end-systems, relies on the performance achieved by interface-

to-interface packet delivery in the network layer.

In our work, we discuss how to improve the throughput performance of transport

layer protocols by adjusting the operation of the network at the network layer. The

main idea is to adjust the characteristics of network traffic at the edge of the network

to ensure better performance in the core of the network. Specifically, we propose to

introduce intentional delay in network layer transmissions to reduce the occurrence

of traffic bursts, which have detrimental effects on transport layer performance as

they can lead to packet loss due to buffer overflow. Our focus is on networks with

small packet buffers (e.g., all-optical packet-switched networks, wireless networks with

low-performance nodes) [63].
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3.1.1 Packet Loss in Networks

One of the most problematic events for data transmissions in the network layer is

a packet loss. The two main causes for packet loss in networks are:

• Bit errors in the physical layer: Bit errors in the physical layer most commonly

occur in wireless transmissions due to interference, but can also occur in wired

links. These bit errors cause checksums in the data link layer to fail, triggering

a packet drop.

• Congestion in the network layer: Statistical multiplexing of network traffic im-

plies that there are no guarantees about the available bandwidth on any given

link. Thus, network traffic can congest the outgoing port of a router and cause

transmission buffers to fill up. If a packet arrives at such a transmission queue

when no more buffer space is available, then it is dropped.

While these causes of packet loss are fundamentally different, their effects result in

the same performance degradation in the transport layer.

In practice, many applications require reliable (i.e., lossless) data transfer. While

some applications can compensate for lost data in the application layer, lossy trans-

mission are only useful in very specific application domains (e.g., video playback).

To recover from a loss event, the transport layer initiates a retransmission of the

lost packet. This is a problematic solution for applications where data needs to be

delivered with low delay (e.g., cyber-physical control, online gaming, etc.), since re-

transmission of a packet can incur considerable delay (time to discover loss plus one

round-trip time). Therefore, there is a considerable need to develop mechanisms that

allow for reliable data communication while ensuring low delay.

3.1.2 Delay and Bandwidth Tradeoffs

There are several possible approaches to addressing the problem of reducing the

impact of packet loss on the delay in transport layer communication. Figure 3.1
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Figure 3.1. Tradeoff of delay and bandwidth consumption for different lossless
transmission techniques.

illustrates how some of these techniques relate. The figure shows the amount of delay

incurred at the transport layer versus the amount of bandwidth used at the transport

layer. The main techniques noted in this figure are:

• Lossy transmission: Using lossy transmission protocols (e.g., User Datagram

Protocol (UDP) [57]) places the bandwidth needs and delay close to the ideal

lower bounds. Marginal amounts of additional bandwidth are necessary for

packet headers and additional delay is incurred due to the packetized transmis-

sion of data. As discussed above, lossy transmission are not suitable for most

applications.

• Reliable transmission: The baseline protocol for reliable transmission is the

Transmission Control Protocol (TCP) [58]. Compared to UDP, TCP requires

more bandwidth since some packets need to be retransmitted. It also incurs

additional delay due to these retransmissions.
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• Network coding: There are several coding techniques to reduce packet loss in

networks. To reduce bit errors, error correction coding can be used [51]. To

avoid packet losses, transmission information can be spread across multiple

paths in the network using network coding [4]. These techniques require ad-

ditional bandwidth since they rely on redundant transmission of information.

They also exhibit increased delay over a lossy transmission due to the need for

data reconstruction at the receiver. However, these techniques incur less delay

than TCP.

• Traffic pacing: Traffic pacing is based on TCP, but uses traffic conditioning

techniques in the network to reduce traffic bursts. By delaying some packet

transmissions, less packet losses occur and thus less retransmissions are needed.

Traffic pacing incurs a small additional delay, but uses less bandwidth than

TCP since fewer retransmissions are necessary.

Overall, Figure 3.1 shows that there is a general tradeoff between bandwidth use and

delay for lossless transmission in the transport layer.

While network coding and traffic pacing trade off bandwidth versus delay in dif-

ferent manners, it is interesting to note that they both target the same problem of

packet loss. When considering a distribution of end-to-end packet delays in networks,

it can be expected that most packets are transmitted successfully in the first attempt.

However, packets that get lost and are retransmitted exhibit much longer delays. This

“tail” of the packet delay distribution is the main problem for transport layer per-

formance. When requiring lossless data transfers, long delays of a few packets limit

overall throughput performance. Thus, it is critical to eliminate (or at least reduce)

this tail in the delay distribution. In network coding, long packet delays are avoided

by reducing the probability of packet loss through redundant coding of packet infor-

mation. In traffic pacing, long delays are circumvented by reducing the probability

of packet loss due to traffic bursts. Thus, network coding and traffic pacing can
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be seen as two different approaches to tackling the same problem in transport layer

transmissions.

3.1.3 Traffic Pacing in Networks

A key operational principle in the Internet is “best effort.” Network resources

are used when there is traffic to be sent and link schedulers on routers use “work-

conserving” scheduling disciplines. This approach of not wasting opportunities to

transmit packets intuitively seems to lead to the best possible network performance.

However, a significant drawback is that best-effort forwarding propagates traffic bursts

through the network and leads to potential buffer overflows (and thus packet loss).

In contrast to best effort, several traffic pacing approaches have been proposed. In

traffic pacing, transmission of some packets are intentionally delayed (despite link

availability) to improve the characteristics of network traffic as a whole and thus

reduce the probability of packet loss due to buffer overflows.

In our work, we present a traffic pacing technique that can reduce the burstiness

of traffic and improve the throughput of transport layer TCP connections. The design

of our traffic pacing system is particularly suitable for emerging network architectures

for two reasons:

• Indiscriminate pacing does not require per-flow state: Many existing pacing

techniques determine packet delays on a per-flow basis. This process requires

computationally expensive packet classification and the maintenance of per-

flow state on the router. For high-bandwidth links, this technique does not

scale well. In our work, we pace packets indiscriminately regardless of what

flows they belong to. Thus, we only need to maintain a single packet queue

with one set of pacing parameters.

• Pacing algorithm improves operation of small-buffer networks: As we show in

this work, the proposed pacing technique improves throughput in networks with

42



small packet buffers on routers. Since these small-buffer networks are expected

to be deployed in the next-generation Internet [22], our solution presents an

important contribution to the efficient operation of these networks.

The specific contributions of our work are:

• Queue Length Based Pacing (QLBP): We present a novel pacing algorithm

that decreases the burstiness of network traffic by delaying packets based on

the length of the local packet buffer.

• Analysis of QLBP: We present a formal analysis of QLBP that provides delay

bounds and a quantitative understanding of the effect of traffic smoothing, and

extends the analysis using a signal-processing approach.

• Simulation Results: We present simulation results that show the effectiveness

of QLBP, its improvements in transport layer performance in small-buffer net-

works, and its impact on various kinds of Internet traffic.

We believe that these contributions present an important step towards more effective

operation of networks, particularly when transport layer requirements demand high

throughput with limited end-to-end delay.

The remainder of this chapter is organized as follows. Section 3.2 introduces

the network architecture for pacing and details on the Queue Length Based Pacing

algorithm. Analytical results are presented in Section 3.3. Simulation results on the

effectiveness of QLBP are presented in Section 3.5. Section 3.6 discusses related work,

and Section 3.7 summarizes and concludes this chapter.

3.2 Queue Length Based Pacing

The pacing technique that we propose in this work aims to reduce the burstiness of

network traffic. Before detailing the pacing algorithm, we briefly discuss background
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on TCP burstiness and an overview of a network architecture that uses our pacing

technique.

3.2.1 TCP Burstiness

TCP is the most widely used transport layer protocol in the Internet. Its traffic

characteristics have considerable impact on the operation of the network. As we

discuss here, TCP traffic is inherently bursty due to the design of the protocol and

can cause problems in networks with small buffers.

The TCP protocol can pace itself due to ACK-clocking, where acknowledgments

are spaced out by the bottleneck link. As a result, packets sent in the congestion

avoidance phase are spaced by acknowledgement arrivals. However, as pointed out by

Aggarwal et al. in [3], several factors inherent to TCP can cause burstiness in the be-

havior of a TCP flow, such as slow start, lost packet retransmission, ACK-compression

and multiplexing (for details, see [3]). Even though the impact of retransmissions of

lost packets can somehow be mitigated by enabling TCP selective acknowledgement

(SACK) options [50, 25], the negative impact of ACK-compression and multiplexing

might become even worse in the future Internet with much larger bandwidth.

To illustrate this point, consider the detailed dynamics of TCP. (For simplicity,

we only examine the TCP congestion avoidance phase.) For a long-lived TCP ses-

sion, its available bandwidth is determined by the capacity of the bottleneck link. In

particular, the available bandwidth is equal to the bottleneck link capacity divided by

the number of long-lived TCP sessions that compete for the bottleneck link. (Here,

we assume only long-lived TCP sessions exist.) If there are UDP sessions, then the

bandwidth of the bottleneck link is equal to the total bandwidth minus the UDP ses-

sions’ bandwidth. We ignore the impact of short-lived TCP sessions because of their

small congestion windows. Due to ACK-compression and multiplexing, all packets

belonging to one congestion window can go through the bottleneck link in a back-to-
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back manner. Thus, the transmission rate within a burst of packets is likely to be

close to the line speed of the bottleneck link, which might be much higher than the

long-term throughput of the underlying TCP session. This difference is the source of

burstiness in the TCP session. As physical link speeds increase in the future Internet

[30], this burstiness will be more severe.

3.2.2 Pacing Network Architecture

To reduce the burstiness of TCP traffic (and any other traffic), we propose a

pacing technique that delays some packet transmissions. This pacing process can be

implemented on the outgoing interfaces of routers. We envision an overall network

architecture as shown in Figure 3.2. Pacing is deployed on several (but not neces-

sarily all) nodes in the network. Since pacing cannot be practically implemented on

optical packet switches, it is constrained to non-optical routers. These routers have

sufficiently large buffers that allow moderate traffic bursts to be absorbed and paced

without packet loss. At the network edge, routers with pacing capabilities reduce
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the burstiness of traffic before it enters the small-buffer network core. Within the

network core, packet drops are reduced since non-bursty traffic is less likely to fill up

router queues, even when they are small.

It is important to note that all traffic on an outgoing link uses only one queue

and pacer. Thus, pacing is done indiscriminately and can be implemented efficiently

for high-performance routers. Also, pacing can be performed opportunistically : the

more pacing nodes traversed by traffic, the less bursty the traffic becomes.

3.2.3 Queue Length Based Pacing System

The general idea of Queue Length Based Pacing (QLBP) is to adjust the sending

rate of a queue according to the queue length, rather than send packets at a constant

rate. The structure of a QLBP system is shown in Figure 3.3, and the major notation

used in this chapter is summarized in Table 3.1.

The figure shows a single input and output, but the concept can be applied to

routers with any number of ports. A QLBP system includes a delay queue and a

rate controller, and has three parameters: μmax, μmin and Qmax. The delay queue in

Figure 3.3 is an ordinary FIFO queue. Packets arrive at a certain rate on the input link

and are stored in the delay queue. If the queue is full (i.e. q(t) = Qlim), the arriving

packet is dropped. The output rate μ(t) is controlled by a rate controller according

to the queue length q(t): if 0 ≤ q(t) ≤ Qmax, μ(t) is calculated in a deterministic way

(will be specifically introduced in the next sub-section); if Qmax < q(t) ≤ Qlim, μ(t)

is set to the capacity C of the outgoing link.

46



Table 3.1. Major notation in Chapter 3

Defined in Section 3.2.3

q(t) instantaneous length of the delay queue at
time t

λ(t) arrival rate of input traffic at time t
μ(t) output rate of the rate controller at time t
μmax maximum rate at which the rate controller

transmits packets when pacing is enabled
μmin minimum rate at which the rate controller

transmits packets when pacing is enabled
Qmax (pacing cutoff queue length) queue length

beyond which no pacing delays are intro-
duced by the pacer

Qlim buffer size of the delay queue
C capacity of the outgoing link

Defined in Section 3.3.2

d pacing delay
dpacer delay a packet experiences when passing

through a QLBP pacer
dFIFO delay a packet experiences when passing

through a FIFO queue

Defined in Section 3.3.3

N1 ON Poisson counter of the Markov ON-
OFF modeled process

N2 OFF Poisson counter of the Markov ON-
OFF modeled process

r1 rate of ON Poisson counter N1

r2 rate of OFF Poisson counter N2

h peak rate during ON periods
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Typically, QLBP would be used on an egress port of a router. In this case, the

delay queue is the output queue of the egress port, and C is the link capacity of the

egress port.

3.2.4 Pacing Delay

One of the key aspects of any pacing algorithm is how the inter-packet pacing

delay is determined. In TCP pacing [3], the inter-packet pacing delay is roughly set

to the ratio of the current RTT to the congestion window size. In the pacing scheme

proposed by Sivaranman [64], the inter-packet pacing delay is calculated based on the

packet arrival curve and the packet deadline curve within the same pacing interval.

In QLBP, we determine this delay based on some very simple rules:

• If the pacing queue lengths increases due to a higher input traffic rate, QLBP

intentionally lowers the introduced pacing delay. This rule ensures the link can

be fully utilized under a heavy load.

• Packets that arrive at a rate lower than μmin are not delayed. This rule ensures

that pacing is only activated when packets arrive at a high rate.

Based on these rules, we have designed the queue length dependent output rate

μ(t) as follows:
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μ(t) =

⎧⎪⎪⎨
⎪⎪⎩

μmax−μmin

Qmax
q(t) + μmin, 0 ≤ q(t) ≤ Qmax,

C, otherwise.

(3.1)

Figure 3.4 depicts the output rate μ(t) versus the instantaneous queue length q(t).

A key question remaining to answer is how one translates the pacing rate at a

particular time to a pacing delay that is enforced between two consecutive packets to

achieve the pacing effect. We now answer this question. A QLBP system uses a

variable S(t) to record the packet size of the last transmitted packet before time t.

Whenever a packet is forwarded out of the pacing queue, S(t) is set to the packet size

of that packet. The pacing delay is calculated by

dp(t0) =
S(t0)

μ(t0)
, (3.2)

where t0 is the time at which the last packet departs from the pacing queue. Starting

at t0, the pacing queue is blocked for dp(t0) seconds, that is, no packet is allowed

to be served within dp(t0) seconds after time t0. The pacing delay dp(t0) is called a

penalty time. This penalty time will be adjusted whenever the length of the pacing

queue changes, for instance, new packets arrive at the pacing queue. As time goes by

and the queue length potentially increases due to packet arrivals, the penalty time

can be much smaller than its initial setting at time t0. Whenever the system clock

exceeds t0 + d′p(t0), the pacing queue is unblocked and becomes ready to serve the

packet at its head, if any. Note we use d′p to denote the potentially updated pacing

delay dp(t0).

The above procedure is key to fulfilling rule 2 described at the beginning of this

sub-section. Two points are worth emphasizing again. First, QLBP always uses the

size of the last departed packet to calculate the pacing delay. Second, the pacing

delay is dynamically updated whenever the length of the pacing queue changes.
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3.2.5 Example of Pacing

In what follows we use a simple example shown in Figure 3.5 to illustrate how

a QLBP system paces packets. Suppose that at time t0, λ(t) is zero. From that

moment on, λ(t) begins to increase. Without loss of generality, μmin and μmax are set

to C
a
and C

b
, and Qmax is set to Qlim

c
, where a, b, c > 1 and a > b.

When λ(t) < μmin, q(t) = 0 and μ(t) = μmin according to (3.1). As a result, no

packets are paced and the actual output rate is still λ(t). When λ(t) exceeds μmin

(i.e., μ(t)), a queue begins to be built up, i.e., q(t) > 0, which causes μ(t) to increase

to follow λ(t). When the equilibrium is reached, μ(t) = λ(t), and the corresponding

q(t) is given by

q(t) =
λ(t)− μmin

μmax − μmin

Qmax.

As λ(t) continues growing up to μmax, q(t) increases towards Qmax, causing μ(t) to

further increase. When μmax < λ(t) ≤ C, q(t) is equal to Qmax and μ(t) is C.

It is possible for λ(t) to be even larger than C (considering an egress port as an

example). In this case, q(t) will keep growing up to Qlim and eventually overflow.

When λ(t) decreases, a similar but reversed process follows.

Given the detailed description of QLBP, we now analyze its properties.
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3.3 Analysis of QLBP

In this section we analyze the properties of QLBP. First, we illustrate that QLBP

works in a non work-conserving mode. Moreover, we show that the pacing delay

introduced by QLBP is upper bounded by a constant that depends only on system

parameters. Furthermore, we demonstrate how QLBP achieves a pacing effect by

analyzing its response time to the changes in the volume of network traffic and the

resulting reduction of the auto-variance of the underlying traffic. Finally, we gener-

alize our analysis to any kind of input traffic using a signal-processing approach.

3.3.1 Non Work-Conserving Property

Clearly, QLBP operates in a non work-conserving fashion, namely, the outgoing

link could still be idle when the pacing queue is not empty. This non work-conserving

behavior can potentially increase the packet drop probability at the pacer where the

QLBP system is deployed. Compared to an ordinary first-in-first-out (FIFO) queue,

in general an QLBP queue has a weaker capacity of absorbing traffic surges because of

the combinational effect of a lower sending rate and a shorter available buffer space.

More concretely, we compare a FIFO queue to an QLBP queue of the same size in the

following scenario. Suppose that both the FIFO and QLBP queues are fed with an

identical input process λ(t) (> 0). For the FIFO queue, q(t) is always zero because

λ(t) < C, whereas, for the QLBP queue, q(t) is always larger than zero. Besides, the

sending rate, μ(t), of the QLBP queue is smaller than that of the FIFO queue, i.e.,

line speed C. Assume that at time t0, λ(t) jumps to a constant rate λ0 (> C) and

lasts for Qlim

λ0−C . Thus, at time t0 +
Qlim

λ0−C , the length of the FIFO queue is just equal

to Qlim, and there is no drop in the FIFO queue between t0 to t0 +
Qlim

λ0−C . However,

such a surge can cause packet drops in the QLBP queue because of a smaller available

buffer, i.e., Qlim− q0, where q0 is the length of the QLBP queue at time t0. With the

assumption of λ(t) > 0, we know for sure that q0 > 0 at time t0.
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3.3.2 Guaranteed Pacing Delay

To obtain delay bounds, we first give a precise definition of pacing delay.

Definition 1. The pacing delay d of a packet is defined as the difference dpacer−dFIFO,

where dpacer and dFIFO represent the delay the packet experiences when passing through

a QLBP queue and an ordinary FIFO (drop-tail) queue, respectively.

Remark: This definition differentiates pacing delay from queuing delay. As the

delay queue itself is the packet-storing queue, a packet might experience either queuing

delay or pacing delay, or both when it passes through the delay queue. This extra

amount of delay is counted as the pacing delay in that packets are not transmitted

at a full line speed but, instead, at a pacing rate, which is smaller than or equal to

the full line speed.

Given the definition of pacing delay, we now have the following theorem.

Theorem 3.3.1. Given parameters μmax, μmin, and Qmax, for an input traffic with

rate λ, the pacing delay d at steady state depends on λ and is upper bounded by Qmax

μmax
.

The proof is provided in Appendix B.

Remark: For a 600Mbps OC-12 link equipped with a QLBP pacer of Qmax =

150KB (i.e., 100 of 1500 Byte packets) and μmax = 300Mbps, the delay bound is 4ms.

The delay bound reduces to 2ms when μmax is set to 600Mbps. In Theorem 3.3.1,

we focus only on the steady state pacing delay. In practice, the incoming traffic rate

changes over time. In this case, a more complicated analysis is required.

3.3.3 Reduction of Traffic Burstiness

We quantitatively analyze two aspects of the pacing effect of a QLBP system:

(1) how quickly a QLBP system responds to the change in the input rate, (2) how

a QLBP system smoothes the input traffic by reducing the auto-covariance. Even
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though the modeling and analysis are established based on simple toy traffic models,

they still unveil the fundamental nature of QLBP. To this end, our work can be viewed

as the first step towards more realistic and sophisticated modeling and analysis.

In what follows we make the following assumption regarding the parameters of

QLBP and the input rate λ(t).

Assumption 1. The parameters of the QLBP system are set as follows: μmin = 0,

μmax = C, Qmax = Qlim

a
, where a (a > 1) is an arbitrary real number, and for any

t > 0, 0 ≤ λ(t) < C.

This corresponds to a scenario where the QLBP system is applied to a campus

edge router in which the input traffic rarely overflows the outbound link of capacity

C.

3.3.3.1 Response Speed of QLBP

Under Assumption 1 the QLBP system can be described by the following equa-

tions, ⎧⎪⎪⎨
⎪⎪⎩
dq(t) = (λ(t)− μ(t))1(q>0)dt,

μ(t) = μmax−μmin

Qmax
q(t) + μmin,

(3.3)

where 1(X) is an indicator function, which is 1 if predicate X is true, and 0 otherwise.

Now we examine how μ(t) responds when λ(t) changes. Assume λ(t) changes

from 0 to λ0 at time 0. λ(t) can be expressed by λ(t) = λ0U(t), where U(t) is a step

function. Also assume the initial condition q(0) = 0 (i.e., μ(0) = μmin). Then, we

solve for μ(t) as follows,

μ(t) = −(λ0 − μmin)e
−μmax−μmin

Qmax
t + λ0, for t > 0.

Define the response constant α by

α =
μmax − μmin

Qmax

. (3.4)
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The larger the value of α, the faster μ(t) converges to λ(t), as shown in Figure 3.6.

Under the same initial condition, μ1(t), with a larger value of α, converges to λ0 faster

than μ2(t) does.

3.3.3.2 Reduction of Auto-covariance

Next we propose a fluid model that describes the dynamics of the QLBP system.

Our goal is to provide insights into how the QLBP system smoothes traffic in terms

of reducing auto-covariance of network traffic rate. For a random process X(t), its

auto-covariance is defined by

Cov(X(t1), X(t2)) = E[(X(t1)− E[X(t1)])(X(t2)− E[X(t2))].

In this case, once the queue becomes nonempty, it remains so, though it may be

very arbitrarily close to zero. Then, Equation (3.3) gives

dμ(t)

dt
= −αμ(t) + αλ(t). (3.5)

To investigate the impact of QLBP on the auto-covariance of the network traffic,

we consider a special case where incoming traffic is modeled as a Markov ON-OFF

process. The Markov ON-OFF process has been used to model voice data [31, 54]
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and to show the impact of the auto-covariance of network traffic on buffer size [12,

36, 79, 35]. Also Willinger et al. [74, 75] characterized Ethernet LAN traffic as an

aggregate of multiple ON-OFF processes and interpreted the measurements in terms

of exponential and heavy-tailed distributed ON/OFF durations.

Now the input traffic is modeled as a Markov ON-OFF process, λ(t), with peak

rate h, ON and OFF Poisson counters N1 and N2 with arrival rates r1 and r2. Thus,

λ(t) is given by a Poisson Counter Driven Stochastic Differential Equation (PCSDE)

[12]

λ(t) = hx(t),

where

dx(t) = (1− x(t))dN1(t)− x(t)dN2(t).

Note that the average ON and OFF period durations are 1/r2 and 1/r1, respectively,

and, as a result, E[λ] = hE[x] = hr1/(r1 + r2) (For details, see [12]).

Combining the above equations together, we have the following description of the

QLBP system with a Markov ON-OFF input process,

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

λ(t) = hx(t),

dx(t) = (1− x(t))dN1 − x(t)dN2,

dμ(t) = −αμ(t)dt+ αλ(t)dt,

(3.6)

where α is given by (3.4).

Theorem 3.3.2. Under Assumption 1, for a QLBP system described by Equation

(3.6), the steady-state auto-covariances of the input and output processes are given by

Cλλ(τ) � lim
t→∞

Cov(λt+τ , λt) =
h2r1r2

(r1 + r2)2
e−(r1+r2)τ , (3.7)
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and

Cμμ(τ) � lim
t→∞

Cov(μt+τ , μt)

=

⎧⎪⎪⎨
⎪⎪⎩
Ae−(r1+r2)τ + Be−ατ , if α 	= r1 + r2,

h2r1r2
2(r1+r2)2

(1 + ατ)e−ατ , if α = r1 + r2,

(3.8)

where

A =
α2h2r1r2

(r1 + r2)2(α + r1 + r2)(α− r1 − r2)
,

and

B = − αh2r1r2
(r1 + r2)(α + r1 + r2)(α− r1 − r2)

.

The proof is provided in Appendix B.

Remark: Note that

Cμμ(τ) ≈ α

α + r1 + r2
[1 + (r1 + r2)τ ]Cλλ(τ) < Cλλ(τ)

for small τ , the auto-covariance of μ(t) is smaller than that of λ(t), indicating the

short-term burstiness is reduced [12, 36]. The drawback is that the auto-covariance

decays more slowly for large τ . However, since the decay is still exponential, this is

not a great concern. When the buffer is small, a reduction in the short-term burstiness

is more desirable.

These analytical results show that QLBP has a limited effect on the delay of

packet transmissions, but can effectively reduce the short-term burstiness of traffic.

3.3.3.3 Pacing Impact in Frequency Domain

Pacing can reduce the burstiness of the incoming traffic, and hence lower the

packet drop probability at downstream routers. We carry out the following calculation

to demonstrate the burst-reducing effect at different frequencies of the underlying

input traffic.
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Assuming μ(0) = 0 and taking Laplace transform on both sides of Eq. (3.5), we

have

U(s) =
α

s+ α
Λ(s), (3.9)

where U(s) and Λ(s) are Laplace transforms of μ(t) and λ(t), respectively. Thus,

given an input traffic signal λ(t), the frequency information of μ(t) can be completely

determined using Eq. (3.9).

In what follows we use a toy traffic model to demonstrate the pacing effect of

QLBP at different frequencies of an underlying network traffic. Here the incoming

traffic λ(t) is modeled by

λ(t) = c0u(t) + h1 sin(ω1t) + h2 sin(ω2t), (3.10)

where u(t) is the step function and c, h1, h2, ω1, ω2 satisfy the constraints below,

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

c0 > h1 � h2,

c0 + h1 + h2 < C,

ω1 � ω2.

(3.11)

The traffic model (3.10) is motivated by an observation that Internet traffic is

shown to oscillate at large time scales, namely, tens of minutes (see Fig. 1-(a) in

[77]). In addition, Internet traffic changes quite dramatically at small time scales, for

instance, less than hundreds of milliseconds [24]. Motivated by such observations, we

use the terms h1 sin(ω1t) and h2 sin(ω2t) to model traffic burst at the two significantly

different time scales ω1 and ω2. The top inequality in (3.11) guarantees that λ(t) > 0.

The middle inequality ensures λ(t) < C. The last inequality reflects the fact that the

two traffic components are far from each other in frequency domain.

Notice here that by no means we intend to make a claim that the Internet traffic

exhibits any kind of periodicity as described by Eq. (3.10). Our only reason for
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adopting such a model is to reflect the components at different frequencies of the

traffic signal. Eq. (3.10) is an extremely simplified model in which the power of the

incoming traffic signal is all concentrated at two frequencies ω1 and ω2.

For incoming traffic λ(t) given by Eq. (3.10), its Laplace transform is given by

Λ(s) =
c0
s
+

h1ω1

s2 + ω2
1

+
h2ω2

s2 + ω2
2

. (3.12)

Substituting it into Eq. (3.9), we obtain

U(s) =
α

s+ α
(
c0
s
+

h1ω1

s2 + ω2
1

+
h2ω2

s2 + ω2
2

). (3.13)

Taking the inverse Laplace transform for the equation above, we have

μ(t) = c0(u(t)− e−αt)

+
h1αω1

ω2
1 + α2

e−αt +
h1√

(ω1/α)2 + 1
sin(ω1t− γ1)

+
h2αω2

ω2
2 + α2

e−αt +
h2√

(ω2/α)2 + 1
sin(ω2t− γ2),

where γ1, γ2 are given by

γi = arcsin(
1√

1 + (α/ωi)2
), for i = 1, 2.

For t� 0, we have

μ(t) = c0u(t) +
h1√

(ω1/α)2 + 1
sin(ω1t− γ1)

+
h2√

(ω2/α)2 + 1
sin(ω2t− γ2).

(3.14)

For an α (ω1 � α < ω2), ω1/α ≈ 0 and ω2/α > 1, and, therefore, h1√
(ω1/α)2+1

≈ h1

and h2√
(ω2/α)2+1

< h2.
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Figure 3.7. Pacing effect

Figure 3.7 shows an example of the pacing effect. The upper figure represents the

trajectory of λ(t) and the lower figure the trajectory of μ(t) (given by Eq. (3.14)).

In this case, the parameters are set as follows: c0 = 50, h1 = 30, h2 = 5, ω1 =

0.2512, ω2 = 10, α = 5. It can be seen that the high frequent oscillation in λ(t)

is effectively suppressed, resulting in a smoother μ(t). In the meantime, the lower

frequent component is little affected.

In reality, there is no evidence that the Internet traffic exhibits any periodicity

at small time scales. However, the above analysis can be extended to account for

real Internet traffic in the following way. Assume that α is chosen to curb burstiness

at time scales of the order of 10ms. We take an input traffic long of thousands of

seconds. By doing so, we eliminate the impact of boundary conditions. We make up

a periodic signal by cascading duplicate copies of the input traffic together. Such a

periodic signal can be expressed as a Fourier series, and the Fourier transform and

inverse Fourier transform operations can be carried through. As a result, for these

components whose frequency ω is larger than α, their amplitudes are reduced by a

factor of 1/
√

1 + (ω/α)2 and for these components whose frequencies are far smaller
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than α, their amplitudes remain almost unchanged. Notice that since the coefficient

1/
√
1 + (ω/α)2 is always smaller than one, the amplitudes at all frequencies are never

amplified.

3.4 Implementations of QLBP

In this section we present two implementation algorithms of QLBP. The first al-

gorithm is implemented as a service plug-in that can be deployed in real routers in

the Open Network Laboratory test-bed [20], demonstrating the feasibility of imple-

menting QLBP at high-speed routers. The second algorithm is implemented as a

pacing queue in the network simulator 2, which is meant to evaluate the performance

of QLBP in large-scale experiments.

3.4.1 QLBP Implementation in Routers

Based on Equation (3.1), we design an algorithm that can efficiently implement

this pacing mechanism in the data path of a router. This algorithm is shown as

Algorithm 1.

The algorithm includes two functions: handle packet and send packets. The

handle packet function is called by the operating system every time a packet arrives.

The send packets function uses transmit packet to pass packets back to the oper-

ating system for transmission. To manage the pacing delay, the algorithm maintains

a packet queue, q, and two global variables, tlast and tnext, which record the last time

a packet was transmitted and the next time one could be transmitted, respectively.

Whenever a packet arrives, it is enqueued (line 5). Then the algorithm determines

when the packet may be transmitted (line 6) while maintaining the delay defined in

Equation (3.2). If the next transmission time is in the future, a callback is scheduled

through the operating system (line 8). Otherwise, send packets is called directly

(line 10).
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When send packets is called (either directly from handle packet or through a

callback), the function enters a while loop (lines 15–20). While there are packets

in the queue and the next transmission time has passed, packets are dequeued (line

16), transmitted (line 17), and their transmission time recorded (line 18). Then the

next transmission time is determined based on the previous transmission time and

the queue length (line 19). Once the while loop terminates, the next call back is

scheduled if there are more packets to be transmitted.

We make several important observations about the QLBP algorithm:

• The delay (i.e., tnext − tlast) is updated every time the queue length changes.

Thus, the pacing delay always considers the most recent state of the delay queue.

• The algorithm does not explicitly cancel scheduled callbacks that become un-

necessary (e.g., when tnext is reduced due to arrival of another packet and the

packet transmission is triggered by the handle packet calling send packets).

The check for (system time() ≥ tnext) in line 15 ensures that “old” callbacks

do not trigger premature transmissions.

• Sp refers to the size of the packet at the head of queue q, both in line 6 and line

19.

• The initialization of tlast to 0 (i.e., tlast� system time()) in line 2 ensures that

the first packet traversing the node does not get delayed when calculating tnext

in line 6.

3.4.2 QLBP Implementation in NS2

For our simulation study, we implemented QLBP that realizes Equation (3.1). To

test the QLBP mechanism in a larger-scale network, we need ns2 as our simulation

environment.

61



Algorithm 1 QLBP Algorithm in Open Network Laboratory

1: q ← empty queue()
2: tlast ← 0
3:

4: function handle packet(p)
5: enqueue(q,p)
6: tnext ← tlast + Sp/(

μmax−μmin

max length(q)
· length(q) + μmin)

7: if tnext > system time() then
8: callback(tnext,send packets())
9: else
10: send packets()
11: end if
12: end function
13:

14: function send packets()
15: while (system time() ≥ tnext) ∧ (length(q) > 0)
16: p← dequeue(q)
17: Sp ← p.size()
18: transmit packet(p)
19: tlast ← system time()
20: tnext ← tlast + Sp/(

μmax−μmin

max length(q)
· length(q) + μmin)

21: end while
22: if length(q) > 0 then
23: callback(tnext,send packets())
24: end if
25: end function
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The algorithm used in our work is described in detail as Algorithm 2. There are

four functions: handle_packet(), send_packet(), resume() and target(). The

handle_packet() function is triggered by a packet arrival event. The send_packet()

function uses the target() function to deliver a packet to the link. After it delivers

the packet to its associated link, the queue is blocked for a certain period equal to

the transfer time, that is, Sp/C, where Sp is the size of the delivered packet. The

resume() function is invoked when a queue is awakened by a timer expiration. The

timer could be set by either the queue itself or its downstream link that receives the

packet delivered by the queue.

In our ns2 implementation, we use tnext to control when a packet at the head of

the delay queue is allowed to be transmitted. Variable tlast is used to keep track of

the last packet’s sending time. The difference of tnext − tlast is the delay we intend

to control to implement the pacing effect. A longer difference means a lower output

rate of the rate controller.

We make several important observations about the QLBP algorithm:

· The delay (i.e., tnext − tlast) is updated every time the queue length changes.

Thus, the pacing delay always considers the most recent state of the delay queue.

Also the complexity of updating the delay is O(1). The calculation of delay can

be executed based on specific hardware.

· Whenever a packet arrives at the delay queue, it will be forwarded immediately

if the queue is not blocked and now() ≥ tnext. This behavior ensures that an

the first packet arriving after a timer expires (at tnext) does not get delayed,

which is critical to the implementation of the adaptive pacing delay. By “first”,

we mean such a packet that finds the queue empty and non-blocked when it

arrives.
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Algorithm 2 QLBP Algorithm in NS2: Part I

1: q ← empty queue()
2: tlast ← 0
3:

4: function handle packet(p)
5: enqueue(q,p)
6: if isblocked(q) then
7: tnext ← tlast + Sp/(

μmax−μmin

Qmax
· length(q) + μmin)

8: if q.timer.status() == PENDING then
9: if now() ≥ tnext then
10: q.timer.reschedule(now(), resume())
11: else
12: q.timer.reschedule(tnext, resume())
13: end if
14: end if
15: else
16: if now() ≥ tnext then
17: if q.timer.status() == PENDING then
18: q.timer.cancel()
19: end if
20: send packet()
21: block q
22: else
23: q.timer.schedule(tnext, resume())
24: end if
25: end if
26: end function
27:

28: function send packet()
29: p← dequeue(q)
30: Sp ← p.size()
31: tlast ← now()
32: tnext ← tlast + Sp/(

μmax−μmin

Qmax
· length(q) + μmin)

33: target(q,p)
34: end function
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Algorithm 3 QLBP Algorithm in NS2: Part II

1: function resume()
2: if now() ≥ tnext then
3: if q.timer.status() == PENDING then
4: q.timer.cancel()
5: end if
6: if length(q) > 0 then
7: send packet()
8: else
9: unblock q
10: end if
11: else
12: q.timer.reschedule(tnext, resume())
13: end if
14: end function
15:

16: function target(q,p)
17: target processes packet p
18: target.timer.schedule(now(), q.resume())
19: end function

3.5 Simulation Results

The reduction of burstiness in network traffic translates into increased throughput

for TCP traffic. In this section, we present results from a QLBP prototype imple-

mentation on the Open Network Laboratory (ONL) [20]. We also show results from

simulation using larger-scale network configurations in ns-2 [65]. These results (1)

show the pacing effect of QLBP on TCP and UDP flows, (2) validate the adaptive

pacing delay introduced by QLBP, (3) quantitatively evaluate QLBP effectiveness on

reducing burstiness of traffic in terms of the variance of the instantaneous traffic rate,

(4) compare QLBP performance with TCP pacing in improving link utilization, and

(5) show that the end-to-end delay distribution of paced traffic has a smaller tail than

that of unpaced traffic.

65



�������	 �������
���
�� ��������

������� �������	�����

��������������� ���������������

Figure 3.8. Network topology for single TCP flow.
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Figure 3.9. Arrival process of TCP pack-
ets without pacing.
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Figure 3.10. Arrival process of TCP
packets with QLBP pacing.

3.5.1 Impact of QLBP on Single TCP and UDP Flows

This set of experiments is conducted using prototype implementation of QLBP in

the Open Network Laboratory. More details on this implementation of QLBP can be

found in [14]. The topology for these experiments is shown in Figure 3.8. A QLBP

pacer is implemented as an ONL plugin and applied at the ingress port of router 1.

A TCP or UDP flow is transmitted between the sender and the receiver.

The experimental setup is as follows: μmax = 200Mbps, μmin = 1.2Mbps, Qmax =

100pkts. The round-trip time (RTT) from the sender and the receiver is always

100ms. To create a RTT of 100ms, two 50ms pdelay plugins are installed at two

egress ports of router 2. The buffer size of the egress queue at the 10Mbps link is 16

pkts.

The traffic over the 1Mbps link consists of a single TCP connection. Figure 3.9

shows that without pacing the packets within one RTT window are sent as a burst,
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Figure 3.11. Arrival and departure time
of 200Kbps CBR traffic.
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Figure 3.12. Arrival and departure time
of 3Mbps CBR traffic.

e.g., a bunch of packets depart at the very beginning of each RTT period. In con-

trast, Figure 3.10 indicates that the QLBP pacing plugin creates a packet departure

sequence that is much smoother that with no pacing.

When sending UDP traffic at a constant bit rate (CBR), we observe the packet

arrival and departure processes shown in Figures 3.11 and 3.12. Figure 3.11 uses

CBR traffic with a lower data rate of 200Kbps (< μmin) and Figure 3.12 uses a higher

data rate of 3Mbps (> μmin). These figures show that QLBP does not affect the data

rates of CBR traffic at steady state.

3.5.2 Sequence of Multiple QLBP Pacers

When deploying QLBP in a practical network, pacing may occur at any node

within the network. Such indiscriminate pacing (independent of location or packet

flow) simplifies the deployment as pacers can be installed opportunistically and with-

out central coordination. A key question is how traffic is affected by a sequence of

multiple pacers. From the earlier results in Figures 3.9 and 3.10, we see that bursty

traffic gets smoothed in the limit.

To show the impact of multiple pacers in more detail, we use the topology shown

in Figure 3.13. There are three pacing plugins in a row between the sender and the
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Figure 3.13. Network Topology with Multiple QLBP Pacers.
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Figure 3.14. Arrival Process with Multiple Pacers

receiver. Every pacing plugin has the configuration as specified in the prior subsection.

Starting with a single pacer, we enable an additional pacer in each experiment.

Figure 3.14 shows the arrival processes of a single TCP flow passing through 0,

1, 2 and 3 pacers, respectively. To allow for a comparison of changes in the packet

arrival process, we show all four arrival sequences in one figure. The packet indices

and arrival time have been shifted accordingly. From Figure 3.14, it can be observed

that more pacers lead to smaller gaps between two consecutive RTT periods. And

thus traffic approaches the properties of CBR after only 3 pacing steps.

3.5.3 Adaptive Pacing Delay

In this ns-2 experiment, we send CBR traffic through a QLBP pacer and examine

the pacing queue length Qp and the pacing delay Dp. Figure 3.15 shows the topology
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Figure 3.15. A three node topology.

Table 3.2. Pacing delay vs. input rate

λ (Mbps) Qp (pkts) Dp (ms)

1 0 0

2 0 0

4 2 4

6 4 5.33

8 7 7

10 9 7.2

12 10 6.67

15 10 5.3

used in the experiment. A CBR traffic with rate λ flows from node 0 to node 2. A

QLBP pacer is placed at node 1 to pace the traffic towards node 2. The parameters

are set as follows. BW1 = BW2 = 15Mbps, and Delay1 = Delay2 = 10ms. μmax =

10Mbps, μmin = 2Mbps, Qmax = 10pkts and Qlim = 1000pkts. UDP packet size is

1000 Bytes.

Table 3.2 shows pacing queue lengths and pacing delays for different CBR rates.

When λ is smaller than or equal to μmin, the pacing queue length is zero and no

pacing delay is introduced. As λ increases while being still below μmax, the pacing

delay grows. When λ exceeds μmax, the pacing delay stays at Qmax. Since μ = λ

in steady state, the pacing delay decreases as μ and λ increases. The relationship

between λ, Qp and Dp satisfies Dp = Qp/λ. The delay bound in this case is 8ms (10

pkts * 8000 bits per packet / 10Mbps).

3.5.4 Pacing Effectiveness

We are interested in how QLBP affects traffic burstiness. The metric of concern

in this ns-2 experiment is the coefficient of variation of the traffic rate, which is

used in [64] to measure the extent to which traffic is bursty. There are two sets of
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experiments. In the first set, we apply QLBP to an arrival process generated by a

Markov ON-OFF modeled process. Using this model, we show how the pacing effect

of QLBP can be enhanced by increasing Qmax or deploying multiple pacers. In the

second set of experiments, we use an ns-2-integrated traffic generator, Tmix [73] to

replicate a 3600 second Internet trace captured on a campus edge router of North

Carolina State University. This traffic trace has been shown to be self-similar [73].

3.5.4.1 QLBP on Markov ON-OFF Modeled Process

p1 p2 p30 1

Figure 3.16. A tandem queue topology.
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Figure 3.17. Pacing effect of QLBP on Markov ON-OFF modeled process.

Figure 3.16 shows a tandem queue topology. Traffic generated by a Markov ON-

OFF process flows from node 0 to node 1. The flow rate in the ON state is h, and
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0 otherwise. We run experiments with 1, 2, and 3 pacer nodes, respectively. Even

though we draw all three pacer nodes in the figure, in an experiment with i pacer

nodes (1 ≤ i ≤ 3), only P1 to Pi exist to pace traffic. Parameter settings are set as

follows. All links have the same delay of 2ms and bandwidth of 10Mbps. h = 2Mbps.

The average busy and idle periods are 100ms and 200ms, respectively. μmax = 10Mbps

and μmin = 10Kbps. UDP packet size is 1000 Bytes. Qmax varies from 10 to 160 and

the number of pacer nodes is 1, 2 or 3, respectively. We run a 1900 second long

simulation with the same Qmax and the number of pacer nodes 10 times to obtain

the average coefficient of variation over the ten runs. We analyze the trace file from

[100s, 1900s]. We set 50ms as the interval and count the amount of bytes arriving

at node 1 per interval. We obtain a time series X = {Xi} where Xi represents the

amount of bytes arriving at node 1 during the i-th interval.

Figure 3.17 shows the coefficient of variation of X as well as the 95% confidence

interval. The x-axis is Qmax and the y-axis is the coefficient of variation divided by the

coefficient of variation of the time series X that is generated without QLBP. Though

not shown here, the average arrival rate of paced traffic (i.e., E[X]) is the same for all

cases no matter whether and how many pacers are used, which implies that QLBP

does not hurt the long-term throughput.

It is observed that a larger Qmax results in a smaller coefficient of variation, which

is consistent with the analysis in Section 3.3.3. Also, deploying multiple pacers can

further reduce the coefficient of variation.

3.5.4.2 QLBP on Self-similar Internet Traffic

It is interesting how QLBP affects burstiness of real Internet traffic. We make use

of Tmix in ns-2 to replicate a piece of Internet trace file that has been show to be

self-similar with Hurst parameter H = 0.95 [73].
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Figure 3.18. A Tmix topology

Figure 3.18 shows the topology used in this experiment. We use the same topology

and parameters described in a TCL script that can be found in the ns-2 manual

(for details, see Chapter 43 in the ns-2 manual [65]). The inbound and outbound

connection vectors files (inbound.cvec and outbound.cvec) are provided by Weigle

[38]. We slightly modify the script to insert a pacer (i.e., ‘PN’ node as shown in

Figure 3.18) between two Tmix-Delaybox nodes (R0 and R1) to pace inbound traffic.

All the links in this topology are 1Gbps. Inbound traffic is sent from n0 to n1 while

outbound traffic is sent from n2 to n3. Figure 7 in [73] shows that inbound traffic

rate varies from 10Mbps to 35Mbps with an average of 16Mbps. To better investigate

the QLBP’s effect on the inbound traffic, the parameters of the pacer node ‘PN’ are

set as follows. μmin = 1Mbps and μmax = 35Mbps. Qmax varies from 5 to 320pkts.

Figure 3.19 shows the coefficient of variation, CV (s), versus the time scale s on a

log-log scale with base 2. The x-axis is the base 2 logarithm of s and the y-axis the

base 2 logarithm of CV (s). The basic time resolution is 5ms. A point x of coordinate

(log2(s0), log2(CV (s0)) represents the base 2 logarithm of the coefficient of variation

CV at time scale 5 ∗ 2s0 ms.

From Figure 3.19 we make the following observations. First, QLBP with a small

Qmax (e.g., 5 or 10pkts) affects the coefficient of variation at small time scales. Com-

paring the plots of log2(CV (s)) with no pacing, Qmax of 5pkts and 10pkts, we see

that QLBP with Qmax of 5 or 10pkts reduces the coefficient of variation by nearly

50% at time scale 5ms (s = 0). As s goes up, log2(CV (s)) with Qmax of 5 or 10 pkts
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Figure 3.19. Pacing effect of QLBP on self-similar Internet traffic

converts to that with no pacing, indicating the fading impact of pacing. Second, the

larger Qmax, the wider the range of time scale in which QLBP has a significant impact

on burstiness. A larger Qmax (e.g., 160 or 320pkts) results in a significant reduction

at large time scales (e.g., 2.5s (s = 512) or 5s (s = 1024)). This is because a large

value of Qmax makes the rate-controller of QLBP less sensitive to the changes in the

instantaneous input rate.

3.5.5 Improvement on Link Utilization

In this sub-section we investigate the impact of short-term burstiness on a non-

bottleneck link in terms of link utilization. This set of experiments is used in [22]

to show the performance improvement of TCP pacing in small buffer networks. The

topology used in this set of experiments is a dumbbell one, as shown in Figure 3.20.

Core router C0 is connected to four access routers Aj (1 ≤ j ≤ 4), each connecting

ten sender nodes Si (1 ≤ i ≤ 10). Core router C1 is connected to ten receiver nodes
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Figure 3.20. A dumbbell topology

Ri (1 ≤ i ≤ 10). The bandwidths of all links are 100Mbps. Delays between Aj

(j = 1, 2, 3, 4) and C0 and between C0 and C1 are set to 20ms, and delays between

sender nodes and access routers and between C1 to receiver nodes are uniformly

distributed in [1 10ms] to reduce the impact of TCP synchronization. The average

RTT is about 100ms. 40 long-lived TCP flows are sent from 40 senders to 10 receivers.

For each TCP flow, the maximum congestion window is set to 32 packets and packet

size is set to 1000Bytes. The maximum throughput of one TCP session on average

is bounded by 2.5Mbps (≈ 1000Bytes/packet ∗ 8bits/byte ∗ 32packets/100ms). To

reduce the impact of synchronization, the start times of 40 TCP sessions are uniformly

distributed in [0 100s]. We apply four QLBP pacers on four access routers, each on

the link Aj-C0 (1 ≤ j ≤ 4) with μmax = 100Mbps and μmin = 1Mbps. Buffer sizes

of Aj (1 ≤ j ≤ 4) are set to be 2000pkts. Qmax’s at four QLBP pacers are the same,

varying from 10 to 160 packets. The buffer size at C0 varies from 1 to 100 packets.

Each simulation run lasts one thousand seconds and the steady state starts at 200s.

The metric is the normalized throughput (defined as the ratio of the total throughput

to the link bandwidth) of link C0-C1 in steady state.
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Figure 3.21. Link utilization vs. various buffer sizes.

Figure 3.21 shows the normalized throughput (i.e., the link utilization) versus the

buffer size at router C0. For a small buffer of 5 packets, QLBP with Qmax of 10

packets can improve link utilization by nearly 100%. QLBP with Qmax of 80 packets

outperforms TCP pacing when the buffer size grows beyond 30 packets. QLBP with

Qmax of 160 packets outperforms TCP pacing over the whole range of buffer size.

3.5.6 Delay Distribution

In the introduction to this chapter, we argued that a long tail in the delay dis-

tribution for packet transmission in the transport layer leads to poor performance.

In Figure 3.22, we show the delay distributions for successful packet transmissions in

TCP connections in ns-2 simulations. The different figures show the distribution for a

network without pacing, for QLBP pacing with a small amounts of pacing (Qmax=40

packets), and for QLBP pacing with a large amounts of pacing (Qmax=160 packets).

As expected, the tail of the distribution decreases with more pacing.
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(b) QLBP pacing (40 pkts).
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(c) QLBP pacing (160 pkts).

Figure 3.22. End-to-end delay distribution for reliable packet transmissions. Long
delays are caused by retransmissions in transport layer.
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Table 3.3. Link utilization and delay for non-pacing and QLBP pacing.

Pacing link delay
technique utilization average minimum maximum

no pacing 47.57% 56.9ms 50.8ms 63.4ms

QLBP (40 pkts) 76.33% 51.9ms 46.3ms 57.5ms

QLBP (160 pkts) 98.48% 60.8ms 55.2ms 66.5ms

Table 3.3 shows the corresponding link utilization and average, minimum, and

maximum packet delays. These results confirm that QLBP pacing meets the goals

that we set in our work: we achieve better throughput performance (as indicated by

higher link utilization) at the cost of a slightly larger delay (when comparing QLBP

(Qmax=160) with no pacing). Interestingly, QLBP (Qmax=40) achieves both higher

bandwidth and lower delay. This is accomplished by avoiding packet loss with only

small amounts of additional delay.

3.5.7 Pacing Impact on a Mix of Long/Short-lived TCP Flows

In this subsection we study the impact of QLBP ono a mixture of long/short-lived

TCP flows.

3.5.7.1 System Metrics

We first introduce the system metrics used in the simulation. The first metric is

a so-called average flow completion time (AFCT), the use of which is justified in [21].

Different from link utilization, throughput and fairness, FCT reflects how promptly

a network-based application, such as web-surfing and instant messages, responds to

actions of end-users. We use it as a metric to quantitatively characterize the pacing

impact on short-lived flows. The second is throughput, which is used for long-lived

flows. This metric determines the underlying network’s capacity to deliver real-time

services, such as video on demand or teleconference. The third one is TCP fairness.

A great concern for TCP pacing is the disadvantage of paced TCP flows in competing

with non-paced TCP flows [3]. We use it to evaluate how the bottleneck bandwidth
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Figure 3.23. A modified dumbbell topology

is shared between paced and non-paced aggregate traffics. We use the Jain’s fairness

index [40] as a measure of fairness. It is defined as

J(
x) =
(
∑n

i=1 xi)
2

n
∑n

i=1 x
2
i

, (3.15)

where 
x = (x1, · · · , xn) is the throughput vector of n flows.

3.5.7.2 Experimental Setup

The entire set of simulations is run in ns2. Figure 3.23 shows the dumbbell

topology used in simulation. All links have a bandwidth of 100Mbps. The trans-

mission delays of all links are set such that the average round trip time between a

sender/receiver pair is 100ms. The bottleneck link is between C0 and C1. Ten access

routers A0 to A9 are attached to C0 while ten receivers R0 to R9 are attached to C1.

Each access router is connected to two senders. Buffer sizes of all links except for

the bottleneck link are set to 2000pkts. The buffer size of the bottleneck link varies

from 0 to 100pkts. Thus, we ensure that all packet drops only occur at the bottleneck

link, rather than anywhere else. In the case of pacing enabled, μmax = 100Mbps,

μmin = 1Mbps, Qmax = 40pkts.
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The traffic model is a mix of long-lived and short-lived TCP flows. Each sender

generates traffic from a number of long-lived TCP flows and a number of short-lived

TCP flows. The TCP packet size is 1000Bytes. The maximum congestion window

and receiver window of a long-lived TCP flow are 32pkts and 64pkts, respectively.

The maximum congestion window and receiver window of a short-lived TCP flow are

both 64pkts. A long-lived TCP flow is just an FTP application that can send data

persistently during a run while a short-lived flow randomly sends a bunch of packets,

called a packet burst. The average burst size is 20pkts and the average interval

between two consecutive bursts is 2.25seconds. With such settings, the maximum

throughput of a long-lived TCP flow is 2.5Mbps, the average throughout of a short-

lived flow is 71Kbps (=20pkts*8Kbits/pkt / 2.25s), and a short-lived flow spends

99.9% of its active time in the slow-start phase, where the active time of a short-

lived flow means the period of time during which it either sends packets or waits for

acknowledgements.

All short-lived and long-lived flows start randomly in the first 100 seconds. Each

run lasts 2000s and the transient state ends at 200s. All measures are measures taken

from the interval of [200s, 2000s].

3.5.7.3 Average Flow Completion Time of Short-Lived Flows

We evaluate the impact of pacing on the performance of short flows in terms of

average flow completion time (AFCT). The transmission delays are set as follows.

The link delays between senders to access routers and C1 to receivers are uniformly

distributed in [1ms 10ms]. The link delays between access routers are all 10ms and

the link delay between C0 to C1 is 30ms. Such settings result in the average round

trip transmission delays between a pair of sender and receiver of 100ms. The number

of long-lived flows is either 0 or 40. The number of short-lived flows is 100. The
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Figure 3.24. Impact of pacing on average flow completion time

80



Table 3.4. Parameter settings in Figure 3.24

Subfigure # of l.f. Buffer Size (pkts) # of s.f.

(a) 0 5 100

(b) 0 100 100

(c) 40 5 100

(d) 40 100 100

buffer size of the bottleneck link is 5pkts or 100pkts. Parameter settings are given in

Table 3.4.

Figure 3.24 shows the impact of pacing on AFCT under different conditions. In

each subfigure, x-axis is the burst size and y-axis is the AFCT, where the AFCT

of burst size s0 is defined as the average completion time of all bursts long of s0

packets. The dotted blue curves and the dashed red curves represent non-paced

and paced short-lived flows, respectively. We make the following observations about

Figure 3.24.

First, from Figure 3.24-(a) and (c), we can see that pacing is beneficial when

the buffer size is small. In the case of Figure 3.24(a), although there are no long-

lived TCP flows competing with short-lived flows, short-lived flows still experience

packet drops occasionally due to a combinational effect of TCP burstiness and limited

buffer size. In the case of Figure 3.24(c), the existence of long-lived flows makes the

bottleneck link more congested, and as a result, short-lived flows experience drops

more frequently. Due to the pacing effect, TCP burstiness is significantly reduced

and AFCT is shortened (comparing non-paced and paced curves in Figure 3.24(a)

and Figure 3.24(c)).

Second, when the buffer size is so large that TCP burstiness can be significantly

absorbed, the AFCTs of paced and unpaced short-lived flows are quite similar, as

shown in Figure 3.24-(b) and (d), indicating there is little impact of pacing on short-

lived flows.
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3.5.7.4 Throughput of Long-Lived Flows

Now we examine the impact of pacing on the performance of long-lived flows.

Figures 3.25 and 3.26 show how QLBP affects long-lived flows in terms of through-

put. In Figure 3.25 and 3.26, the x-axis is the buffer size at the bottleneck link while

the y-axis is the normalized total throughput of all long-lived flows, which is defined as

the ratio of the total throughput to the capacity of the bottleneck link. In Figure 3.25

there are 20 long-lived flows. Since the maximum throughput of each long-lived flows

is 2.5Mpbs, the total maximum throughput is roughly 50Mbps, corresponding to a

light traffic load. In Figure 3.26 there are 40 long-lived flows, corresponding to a mod-

erate traffic load [22]. Note that without contention, 100 and 900 short-lived flows

contribute about 7.1Mbps and 64Mbps of traffic to the total traffic at the bottleneck

link, respectively.

We make the following observations.

First, without pacing, long-lived TCP flows can’t fully utilize the shared band-

width when the buffer size at the bottleneck link is small. For example, with a buffer

size smaller than 40pkts and the existence of 100 short-lived flows in Figure 3.25

(see the dotted curve with the square marks, the throughput of all long-lived flows is

smaller than its theoretical maximum, i.e., 50Mbps. A similar trend exists for other

cases.

Second, pacing improves the throughput of long-lived flows for small buffers. In

Figure 3.25 and 3.26 we compare all cases with and without pacing, the improvement

on throughput is shown by the gap between the pair of corresponding performance

curves. For example, for a buffer size of 20pkts, pacing improves the total throughput

by 50% (see curves of 900 short-lived flows in Figure 3.26) to nearly 100% (see curves

of 900 short-lived flows in Figure 3.25).
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Figure 3.25. Light load: 20 long-lived flows
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Figure 3.26. Light load: 40 long-lived flows

83



Third, as the buffer size at the bottleneck link gets larger, the benefit of pacing

diminishes. This is because the impact of TCP burstiness that is what the pacing

targets is weakened by the increased buffer size.

We conduct more experiments with different parameters. They all show the same

trend.

3.5.7.5 TCP Fairness

We now study the fairness between non-paced and paced traffic. Each sender

node establishes 2 long-lived flows and 5/45 short-lived flows. In total, there are 40

long-term flows and 100/900 flows. The average inter-burst time is set 10seconds.

The rest of the settings are the same as described before. We disable QLBP at access

routers A5 to A9 in Figure 3.23. Thus, the half of the traffic flows are paced, and

rest are not.
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Figure 3.27. Fairness between paced and non-paced long-lived flows

The upper subfigure in Figure 3.27 shows the fairness J(
x) versus the various

buffer size with different numbers of short-lived flows. In this case, the throughput

vector 
x has 40 elements: the first 20 represent the throughput of paced long-lived

flows while the second 20 the throughput of non-paced long-lived flows. We can see
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the Jain’s index J(
x) is quite close to 1, indicating the TCP fairness is established

between these paced and non-paced flows.

The lower subfigure in Figure 3.27 also shows the fairness J(
x) as a function of

buffer size for two populations of short-lived flows. Here 
x = (x1, x2) where x1 and

x2 are the aggregate throughputs of the QLBP-paced flows and the unpaced flows,

respectively. We use such a 
x to study if paced traffics are treated differently from

non-paced traffic at the bottleneck link. From the figure we observe no matter how

many short-lived flows exist and how large the bottleneck buffer size is, the bottleneck

link give paced and non-paced traffic the same forwarding priority, indicating that

paced traffic has the same priority at the bottleneck router as non-paced traffic.

3.6 Related Work

The impacts of small buffers on transport-layer network performance have been

studied in the context of real-time traffic and TCP traffic [76, 60, 64, 22, 30, 44].

Interestingly, the results of these studies are not conclusive.

On one hand, it has been shown that small buffers significantly degrade network

performance with ordinary TCP sessions by causing packet drop more frequently.

Enachescu et al. [22] showed that a 80% workload consisting of long-lived TCP ses-

sions only achieves a 20% link utilization when the buffer size of the shared link is 10

packets. Sivaramman et al. [64] demonstrated that “a 10Gbps optical packet switch-

ing (OPS) node with 10 to 20 packets can experience significant losses even at low

(40%) to moderate (60% for long-range dependent or 80% for short-range dependent)

traffic loads.”

On the other hand, theoretical analyses and empirical results show that small

buffers are feasible for core routers through which tens of thousands of TCP sessions

flow [22, 76, 60, 30, 44]. Enachescu et al. [22] argued that O(logW ) buffers are suffi-

cient for high throughput, where W is congestion window size of each flow, and router
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buffer can even be reduced to a few dozen packets if a small amount of link utiliza-

tion is sacrificed. Gu et al. [30] demonstrated that more than 90% link utilization is

achievable in a 1–10 Gbps bottleneck link with a buffer of 20 packets. Lakshmikantha

et al. [44] further showed that O(1) buffer sizes (20 packets) are sufficient for good

performance with no loss of link utilization when considering the impact of file arrivals

and departures. We note that all high performance results are achieved only when

TCP sessions are paced by either some rate-control mechanism (i.e., TCP pacing) or

access links with capacities much slower than the bottleneck link.

The main concern with the small buffer core networks is the high packet loss proba-

bility due to the small buffer size and the bursty behavior of TCP. Several techniques

are proposed to lower the drop probability in small buffer networks by smoothing

network traffic. Packet pacing finds its roots in the explicit rate control non-TCP

protocols, which send data at a fixed rate irrespective of the receipt of acknowledg-

ments [18, 10]. Pacing was used in the TCP context to correct the compression of

acknowledgements due to cross traffic [82], to avoid slow start [7, 55], after packet

loss [34], or when an idle connection resumes [71]. Aggarwal et al. [3] concluded that

pacing improves throughput in some cases but in general decreases performance. The

poor performance of pacing is attributed mostly to “synchronized drops” and packet

delays being misinterpreted as congestion.

In addition to TCP pacing, there have been several proposals for resolving packet

drops in small buffer networks [6, 64, 53, 1, 2]. The work by Alparslan et al. [6]

shares a very similar idea with our, i.e., turning the pacing rate based on the buffer

occupancy, which was originally proposed by Tzu-Ying Tung et al. [69], and the effect

of the pacing is evaluated in a large-scale hypothetic network. The work by Sivaraman

et al. [64] stems from previous works on traffic conditioners for video transmission,

called traffic conditioning off-line [62]. They proposed an on-line version of traffic
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conditioner based on this traffic conditioning off-line. The approaches in [53, 1, 2]

rely on the global network-wide coordinated scheduling.

Unlike the above pacing-based approaches, Vishwanath et al. proposed to recover

lost packets by using the packet-level forward error correction (FEC) scheme [70].

Their coding-based approach works based on an observation that “loss at core links

is due to contention, not congestion.” Through simulation they show the efficiency of

the FEC-based approach.

3.7 Summary

Our work presents a novel view on the tradeoff between link bandwidth and packet

delay. Instead of using an error correction or network coding approach where more

bandwidth is used to avoid packet losses, we proposed to delay packet transmissions to

reduce the burstiness of traffic and thus reduce packet losses in small-buffer networks.

We present Queue Length Based Pacing, which is a pacing technique that uses a single

pacing queue on router ports and adapts its sending rate based on the amount of traffic

that is buffered at that port. Our analysis shows that pacing delay due to QLBP

is bounded and that the variance of the instantaneous traffic rate is reduced. We

show the effectiveness of QLBP through a prototype implementation and simulation.

Specifically, we show that TCP connections in a small-buffer network with QLBP

pacing achieve higher link utilization than in non-paced networks. Therefore, we

believe that QLBP is an effective approach to improving the operation of networks and

improving the effective bandwidth of connections at the cost of only small amounts

of additional delay.
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CHAPTER 4

CONCLUSIONS

In this chapter we summarize the work presented in this dissertation and present

some interesting future work topics.

4.1 Summary

In this dissertation we (i) analyze the impact of burstiness on network performance

in the context of a general queueing system model and (ii) propose a practical online

packet pacing scheme, known as queue length based pacing (QLBP). The first part

serves as a theoretical framework in which the benefit of pacing is demonstrated while

the second part embodies our idea on the Internet-wide deployment of packet pacing.

In the first part we investigated the potential benefits of traffic pacing by quantita-

tively studying the impact of traffic burstiness on the buffer occupancies of a tandem

queue network fed with a point process. First, we derive an expressions for the instan-

taneous and average queue lengths of a tandem queue network from a sample-path

perspective. Second, we develop the IPA estimators for average queue lengths and

also show the unbiasedness and strong consistency of them under mild and reason-

able assumptions on traffic arrivals and workload patterns. Final, we show under

the given conditions that the arrival traffic burstiness has a linear impact on both

instantaneous and average queue lengths of all queues in a tandem network, which

demonstrates that traffic pacing has great potential to reduce buffer occupancies and

largely improve the packet loss and delay performance in communication networks

with small buffers.
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In the second part we propose an adaptive QLBP system. A QLBP system consists

of a pacing queue associated with a rate controller that controls the sending rate of the

pacing queue. Specially, the sending rate of the pacing queue is linearly proportional

to the length of the pacing queue. Starting at a minimum sending rate, the queue

begins to build if the input traffic rate to the pacing queue exceeds the current pacing

rate, which in turn drives the pacing rate to increase. In contrast, when the input

rate goes down, the length of the pacing queue shrinks, resulting in a lower pacing

rate. Under certain conditions such a dynamic process is described by an ordinary

differential question, which reveals that a QLBP system in effect performs as a low-

pass filter, filtering out high frequency components in the input traffic signals.

In addition to introducing the QLBP mechanism, we further analyze its proper-

ties. Our analysis indicates that QLBP is non work conserving. We show that the

pacing delay introduced by QLBP is upper bounded by a constant that depends only

on system parameters of QLBP. The derivation on the paced traffic in the context

of a Markov On-Off model and the analysis in frequency domain demonstrate the

effectiveness of QLBP in reducing the burstiness in network traffic.

We evaluate the performance of QLBP via extensive simulations. First, we demon-

strate the pacing effect of QLBP on single TCP and UDP flows as well as the cumula-

tive pacing effect achieved with use of multiple QLBP pacers. Second, we verify that

the upper bound of the pacing delay is consistent with the derived close form. Third,

we compare QLBP with TCP pacing. Final, we investigate the impact of QLBP on

performance of long-term and short-term TCP flows in terms of delay distribution,

average flow completion time, throughput and TCP fairness. These simulation results

confirm that in small buffer networks, QLBP can effectively reduce the TCP bursti-

ness, and hence lower the packet drop probability at small buffer bottleneck links.

As a result, the performance of the network and individual flows are significantly

improved.
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4.2 Future Work

We can continue the research work on the QLBP in the following directions.

Hardware-based Implementation of QLBP

Of interest is the feasibility of implementing QLBP at high speed routers. FPGA

provides engineers with a better programming capability than ASIC chip board. So

it is worth prototyping the QLBP algorithm in FPGA. One of the challenging designs

in doing so is to make large delay queues on FPGA chips where buffer resource is

scarce. Another challenge is to effectively implement pacing delays using the discrete

time clocks on FPGA chips. Despite the existence of these technical challenges,

FPGA-based QLBP implementation solution is still promising and sounds feasible.

Large Scale Simulation of Pacing

The second future work of interest is to evaluate QLBP in a large scale network

test-bed with reasonable traffic patterns. Such a network setup should have two

key characteristics: (1) the short-term burstiness can be effectively created so that

the performance of traffic flows are significantly degraded and (2) the short-term

burstiness should exhibit network-widely, namely, the congestion caused by the short-

term burst overlapping occurs dynamically on multiple links, rather than a single link.

The first characteristic requires the number of flows competing on one bottleneck to be

so large that the small buffers can be “easily” overflowed. The second characteristic

will result in a situation in which most of the traffic flows would be affected by

congestion.
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APPENDIX A

RELATED PROOFS ON LEMMAS AND THEOREMS IN
CHAPTER 2

Proof of Lemma 2.3.1

Proof. Under C. 2.3.1 and C. 2.3.2, we have

dZ

dθ
=

1

c1

dX

dθ

=
1

c1

dX

dξ

dξ

dθ

=
1

c1

X

ξ

ξ

θ

=
1

c1

X

θ

=
Z

θ

Proof is over.

Proof of Lemma 2.3.2

Proof. It is proven using induction. Under C. 2.3.1 and C. 2.3.2, for m = 2, ...,M we

have the following.

For any nm−1
B,b−1 + 1 ≤ j ≤ nm−1

B,b where b ≥ 1,

1. j = nm−1
B,b−1 + 1: Since vmj = 0, then

dvmj
dθ

=
vmj
θ
.

dBm
j

dθ
=

d
∑nm−1

C,j

k=nm−1
C,j−1

+1
Zk

dθ
=

∑nm−1
C,j

k=nm−1
C,j−1

+1
Zk

θ
=

Bm
j

θ
.

dpmj
dθ

=
d(cm−1−cm)Bm

j

dθ
=

(cm−1−cm)Bm
j

θ
=

pmj
θ
.

dImj
dθ

=

d(
∑nm−1

C,j
+1

k=nm−1
C,j−1

+2
Yk−Bm

j )

dθ
=

∑nm−1
C,j

+1

k=nm−1
C,j−1

+2
Yk−Bm

j

θ
=

Imj
θ
.
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2. nm−1
B,b−1 +1 < j < nm−1

B,b : Assume that it is true for j = h− 1. Then when j = h,

we have
dvmj
dθ

=
d(pmj−1−cmImj−1)

dθ
=

pmj−1−cmImj−1

θ
=

vmj
θ
.

dBm
j

dθ
=

d
∑nm−1

C,j

k=nm−1
C,j−1

+1
Zk

dθ
=

∑nm−1
C,j

k=nm−1
C,j−1

+1
Zk

θ
=

Bm
j

θ
.

dpmj
dθ

=
d(vmj +(cm−1−cm)Bm

j )

dθ
=

(vmj +(cm−1−cm)Bm
j )

θ
=

pmj
θ
.

dImj
dθ

=

d(
∑nm−1

C,j
+1

k=nm−1
C,j−1

+2
Yk−Bm

j )

dθ
=

∑nm−1
C,j

+1

k=nm−1
C,j−1

+2
Yk−Bm

j

θ
=

Imj
θ
.

3. j = nm−1
B,b : we have

dvmj
dθ

=
d(pmj−1−cmImj−1)

dθ
=

pmj−1−cmImj−1

θ
=

vmj
θ
.

dBm
j

dθ
=

d
∑nm−1

C,j

k=nm−1
C,j−1

+1
Zk

dθ
=

∑nm−1
C,j

k=nm−1
C,j−1

+1
Zk

θ
=

Bm
j

θ
.

dpmj
dθ

=
d(vmj +(cm−1−cm)Bm

j )

dθ
=

(vmj +(cm−1−cm)Bm
j )

θ
=

pmj
θ
.

dImj
dθ

=
dpmj /cm

dθ
=

pmj /cm

θ
=

Imj
θ
. Since vmj+1 = 0, then

dvmj+1

dθ
=

vmj+1

θ
.

Proof is over.

Proof of Lemma 2.3.3

Proof. Case I: for m = 1, we have l1B(θ) = L1
B(θ)/τ

1
B(θ), where L1

B(θ) and τ 1B(θ) are

given by (2.5) and (2.6). Also τ 1B(θ) > 0 for any B > 1.

Under A. 2.3.4 and C. 2.3.1, Yi’s and Zi’s are continuous in θ ∈ Θ. As a result,

L1
B(θ) and τ 1B(θ) are continuous in θ ∈ Θ.

Now we show 1/τ 1B(θ) is continuous in θ ∈ Θ. Suppose {θn} is a sequence in Θ con-

verges to θ. Since τ 1B(θ) is continuous, it is true that for any given ε·(infθ∈Θ{τ 1B(θ)})2 >
0, ∃N1 such that for any n > N1, |τ 1B(θn) − τ 1B(θ)| < ε · (infθ∈Θ{τ 1B(θ)})2. Thus, for

any ε > 0, find N as N1 such that for any n > N , | 1
τ1B(θn)

− 1
τ1B(θ)

| = | τ1B(θ)−τ1B(θn)

τ1B(θn)τ1B(θ)
| <

| τ1B(θ)−τ1B(θn)

(infθ∈Θ{τ1B(θ)})2 | < ε. Hence 1/τ 1B(θ) is continuous in θ ∈ Θ.

Consequently, l1B(θ) is continuous in θ ∈ Θ.

Case II: for m ≥ 2, we have lmB (θ) = Lm
B (θ)/τ

m
B (θ), where Lm

B (θ) and τmB (θ) are

given by (2.8) and (2.9). Also τmB (θ) > 0 for any B > 1.

Lemma 2.3.2 implies that vmj ’s, p
m
j ’s, B

m
j ’s and Imj ’s are continuous in θ ∈ Θ. So

Lm
B (θ) is continuous in θ ∈ Θ. τmB (θ) is also continuous in θ ∈ Θ. Following the same
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procedure, it can be shown that 1/τmB (θ) is continuous in θ ∈ Θ. As a result, lmB (θ) is

continuous in θ ∈ Θ.

Proof is over.

Proof of Theorem 2.3.1

Proof. C. 2.3.1 leads to a fact that there is no change in the order of events while one

of system parameters is perturbing. Lemma 2.3.3 shows that lmB for m = 1, ...,M is,

with probability one, continuous in θ on Θ.

Case I: For m = 1, under Lemma 2.3.1 we have for any θ ∈ Θ

dl1B
dθ

=
c1

(τ 1B)
2

[ n1
C,B+1∑
j

Yj

(( B∑
b

n1
C,b∑
i

Zi

θ

i−1∑
j

Zj +
B∑
b

n1
C,b∑
i

Zi

i−1∑
j

Zj

θ

)

− ( B∑
b

n1
C,b∑
i

Zi

θ

i∑
j

Yj +
B∑
b

n1
C,b∑
i

Zi

i∑
j

Yj

θ

)
+

n1
C,B∑
i

Zi
Zi

θ

)

−
( B∑

b

n1
C,b∑
i

Zi

i−1∑
j

Zj −
B∑
b

n1
C,b∑
i

Zi

i∑
j

Yj +
1

2

n1
C,B∑
i

Z2
i

) n1
C,B+1∑
j

Yj

θ

]

=
l1B
θ

It follows that

∣∣∣∣dl1Bdθ
∣∣∣∣ =

∣∣∣∣ l1Bθ
∣∣∣∣

=

∣∣∣∣ 1

θτ 1B

[
c1

B∑
b=1

n1
C,b∑

i=n1
C,b−1+1

Zi

( i−1∑
j=n1

C,b−1+1

Zj −
i∑

j=n1
C,b−1+2

Yj

)
+

c1
2

n1
C,B∑
i=1

Z2
i

]∣∣∣∣
≤ c1

θτ 1B

(∣∣∣∣
B∑
b=1

n1
C,b∑

i=n1
C,b−1+1

Zi

i−1∑
j=n1

C,b−1+1

Zj

∣∣∣∣+
∣∣∣∣

B∑
b=1

n1
C,b∑

i=n1
C,b−1+1

Zi

i∑
j=n1

C,b−1+2

Yj

∣∣∣∣+
∣∣∣∣12

n1
C,B∑
i=1

Z2
i

∣∣∣∣
)

≤ c1
θτ 1B

(∣∣∣∣
B∑
b=1

n1
C,b∑

i=n1
C,b−1+1

Ziτ
1
B

∣∣∣∣+
∣∣∣∣

B∑
b=1

n1
C,b∑

i=n1
C,b−1+1

Ziτ
1
B

∣∣∣∣+
∣∣∣∣12

n1
C,B∑
i=1

Ziτ
1
B

∣∣∣∣
)

≤ 5c1
2θ

τ 1B.
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It follows that for any θ ∈ Θ,

E[

∣∣∣∣dl1Bdθ
∣∣∣∣] ≤ 5c1

2θ
E[τ 1B] ≤

5c1
2θ

BE[σ1
b+1 − σ1

b ] <∞,

which leads to

E[sup
θ∈Θ

∣∣∣∣ l1B(θ)θ

∣∣∣∣] <∞.

Furthermore, as l1B(θ) is continuously differential in θ, according to the Generalized

Mean Value Theorem (e.g., refer to page 15 in [29]) for any θ, θ + h ∈ Θ, we have

∣∣∣∣ l1B(θ + h)− l1B(θ)

θ

∣∣∣∣ ≤ sup
θ∈Θ

∣∣∣∣ l1B(θ)dθ

∣∣∣∣.

The right hand side is integrable, by hypothesis; the Dominated Convergence Theorem

(e.g., see page 14 in [29]) applies, and for any θ ∈ Θ, we have

E

[
dl1B(θ)

dθ

]
= E

[
lim
h→0

l1B(θ + h)− l1B(θ)

h

]

= lim
h→0

E

[
l1B(θ + h)− l1B(θ)

h

]

= lim
h→0

E[l1B(θ + h)]− E[l1B(θ)]

h

=
d

dθ
E[l1B(θ)]

Case II:For m = 2, ...,M , we have the following.

∣∣∣∣dlmBdθ
∣∣∣∣ =

∣∣∣∣ lmBθ
∣∣∣∣

=
1

θτmB

∣∣∣∣
B∑
b=1

nm−1
B,b∑

j=nm−1
B,b−1+1

(vmj + pmj )B
m
j + (pmj + vmj+1)I

m
j

2

∣∣∣∣.
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Since vmj , p
m
j ≤ (cm−1 − cm)[σ

m
b+1 − σm

b ] ≤ (cm−1 − cm)τ
m
B , where b is the index of the

busy period to which j belongs, we have

∣∣∣∣dlmBdθ
∣∣∣∣ ≤ 1

θτmB

∣∣∣∣
B∑
b=1

nm−1
B,b∑

j=nm−1
B,b−1+1

(cm−1 − cm)τ
m
B

(1 + 1)Bm
j + (1 + 1)Imj
2

∣∣∣∣

≤ (cm−1 − cm)

θ

∣∣∣∣
B∑
b=1

nm−1
B,b∑

j=nm−1
B,b−1+1

(Bm
j + Imj )

∣∣∣∣
≤ (cm−1 − cm)

θ
τmB .

It follows that for any θ ∈ Θ,

E[

∣∣∣∣dlmBdθ
∣∣∣∣] ≤ cm−1 − cm

θ
BE[σm

b+1 − σm
b ] <∞,

which means that

E[sup
θ∈Θ

∣∣∣∣ lmB (θ)dθ

∣∣∣∣] <∞.

Furthermore, lmB (θ) is continuously differential in θ, according to the Generalized

Mean Value Theorem for any θ, θ + h ∈ Θ, we have

∣∣∣∣ lmB (θ + h)− lmB (θ)

θ

∣∣∣∣ ≤ sup
θ∈Θ

∣∣∣∣ lmB (θ)θ

∣∣∣∣.
The right hand side is integrable; the Dominated Convergence Theorem applies, and

for any θ ∈ Θ, we have

E

[
dlmB (θ)

dθ

]
= E

[
lim
h→0

lmB (θ + h)− lmB (θ)

h

]

= lim
h→0

E

[
lmB (θ + h)− lmB (θ)

h

]

= lim
h→0

E[lmB (θ + h)]− E[lmB (θ)]

h

=
d

dθ
E[lmB (θ)]

Proof is over.
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Proof of Theorem 2.3.2

Proof. For m = 1, we have the following.

Let L̃1
b and T̃ 1

b denote the area over the bth busy period of q1(t) and its duration

time. They are given by

L̃1
b = c1

n1
C,b∑

i=n1
C,b−1+1

Zi

( i−1∑
j=n1

C,b−1+1

Zj −
i∑

j=n1
C,b−1+2

Yj

)
+

c1
2

n1
C,b∑

i=n1
C,b−1+1

Z2
i ,

and

T̃ 1
b =

n1
C,b+1∑

j=n1
C,b−1+2

Yj.

As Zi’s and Yi’s are continuously differentiable at θ, so are L̃1
b and T̃ 1

b .

Under C. 2.3.2 and Lemma 2.3.1, we further have

dL̃1
b

dθ
= 2

L̃1
b

θ
and

dT̃ 1
b

dθ
= 2

T̃ 1
b

θ
.

For E[|L̃1
b |] and E[|T̃ 1

b |], we have

E[|L̃1
b |] ≤ E[c1

n1
C,b∑

i=n1
C,b−1+1

Zi

i−1∑
j=n1

C,b−1+1

Zj + c1

n1
C,b∑

i=n1
C,b−1+1

Zi

i∑
j=n1

C,b−1+2

Yj +
c1
2

n1
C,b∑

i=n1
C,b−1+1

Z2
i ]

≤ E[c1

n1
C,b∑

i=n1
C,b−1+1

Zi(σ
1
b+1 − σ1

b ) + c1

n1
C,b∑

i=n1
C,b−1+1

Zi(σ
1
b+1 − σ1

b ) +
c1
2

n1
C,b∑

i=n1
C,b−1+1

Zi(σ
1
b+1 − σ1

b )]

≤ 5c1
2
E[(σ1

b+1 − σ1
b )

2]

<∞

and

96



E[|T̃ 1
b |] = E[|

n1
C,b+1∑

j=n1
C,b−1+2

Yj|]

≤ E[(σ1
b+1 − σ1

b )]

<∞

Therefore, for θ ∈ Θ, we have

E[

∣∣∣∣dL̃1
b

dθ

∣∣∣∣] = 2E[

∣∣∣∣ L̃1
b

θ

∣∣∣∣] <∞ and E[

∣∣∣∣dT̃ 1
b

dθ

∣∣∣∣] = 2E[

∣∣∣∣ T̃ 1
b

θ

∣∣∣∣] <∞.

It follows that

E[sup
θ∈Θ

∣∣∣∣dL̃1
b

dθ

∣∣∣∣] <∞ and E[sup
θ∈Θ

∣∣∣∣dT̃ 1
b

dθ

∣∣∣∣] <∞.

Considering that L̃1
b and T̃ 1

b are continuously differentiable in θ, the Generalized

Mean Value Theorem leads to that for any θ, θ + h ∈ Θ we have

∣∣∣∣ L̃1
b(θ + h)− L̃1

b(θ)

h

∣∣∣∣ ≤ sup
θ∈Θ

∣∣∣∣dL̃1
b(θ)

dθ

∣∣∣∣,

and ∣∣∣∣ T̃ 1
b (θ + h)− T̃ 1

b (θ)

h

∣∣∣∣ ≤ sup
θ∈Θ

∣∣∣∣dT̃ 1
b (θ)

dθ

∣∣∣∣.
Applying the Dominated Convergence Theorem, we have that for θ ∈ Θ,

E

[
dL̃1

b

dθ

]
= E

[
lim
h→0

L̃1
b(θ + h)− L̃1

b(θ)

h

]

= lim
h→0

E

[
L̃1
b(θ + h)− L̃1

b(θ)

h

]

= lim
h→0

E[L̃1
b(θ + h)]− E[L̃1

b(θ)]

h

=
d

dθ
E[L̃1

b ]
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and

E

[
dT̃ 1

b

dθ

]
= E

[
lim
h→0

T̃ 1
b (θ + h)− T̃ 1

b (θ)

h

]

= lim
h→0

E

[
T̃ 1
b (θ + h)− T̃ 1

b (θ)

h

]

= lim
h→0

E[T̃ 1
b (θ + h)]− E[T̃ 1

b (θ)]

h

=
d

dθ
E[T̃ 1

b ]

Now we suffice to show the strong consistence. We start with

lim
B→∞

dl1B
dθ

= lim
B→∞

d

dθ

L1
B

τ 1B

= lim
B→∞

d

dθ

∑B
b=1 L̃

1
b∑B

b=1 T̃
1
b

= lim
B→∞

∑B
b=1 L̃

1
b
′∑B

b=1 T̃
1
b

−
∑B

b=1 L̃
1
b∑B

b=1 T̃
1
b

∑B
b=1 T̃

1
b
′∑B

b=1 T̃
1
b

=
E[L̃1

b
′]

E[T̃ 1
b ]
− E[L̃1

b ]

E[T̃ 1
b ]

E[T̃ 1
b
′]

E[T̃ 1
b ]

=
E[L̃1

b ]
′

E[T̃ 1
b ]
− E[L̃1

b ]

E[T̃ 1
b ]

E[T̃ 1
b ]
′

E[T̃ 1
b ]

=
(E[L̃1

b ]

E[T̃ 1
b ]

)′
=

dl1

dθ

For m = 2, ...,M , we have the following.

Let L̃m
b and T̃m

b denote the area over the bth busy period of qm(t) and its duration

time. They are given by

L̃m
b =

nm−1
B,b∑

j=nm−1
B,b−1+1

(vmj + pmj )B
m
j + (pmj + vmj+1)I

m
j

2
,
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and

T̃m
b =

nm
C,b+1∑

j=nm
C,b−1+2

Yj.

As Zi’s and Yi’s are continuously differentiable at θ, so are L̃m
b and T̃m

b .

Under C. 2.3.2 and Lemma 2.3.2, we further have

dL̃m
b

dθ
= 2

L̃m
b

θ
and

dT̃m
b

dθ
= 2

T̃m
b

θ
.

For E[|L̃m
b |] and E[|T̃m

b |], we have

E[|L̃m
b |] ≤ E[

nm−1
B,b∑

j=nm−1
B,b−1+1

(vmj + pmj )B
m
j + (pmj + vmj+1)I

m
j

2
]

≤ E[(cm−1 − cm)(σ
m
b+1 − σm

b )

nm−1
B,b∑

j=nm−1
B,b−1+1

(Bm
j + Imj )]

≤ (cm−1 − cm)E[(σ1
b+1 − σ1

b )
2]

<∞

and

E[|T̃m
b |] = E[|

nm
C,b+1∑

j=nm
C,b−1+2

Yj|]

≤ E[(σm
b+1 − σm

b )]

<∞

Therefore, for θ ∈ Θ, where Θ is a compact set, we have

E[

∣∣∣∣dL̃m
b

dθ

∣∣∣∣] = 2E[

∣∣∣∣ L̃m
b

θ

∣∣∣∣] <∞ and E[

∣∣∣∣dT̃m
b

dθ

∣∣∣∣] = 2E[

∣∣∣∣ T̃m
b

θ

∣∣∣∣] <∞.

It follows that

E[sup
θ∈Θ

∣∣∣∣dL̃m
b

dθ

∣∣∣∣] <∞ and E[sup
θ∈Θ

∣∣∣∣dT̃m
b

dθ

∣∣∣∣] <∞.
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Considering that L̃m
b and T̃m

b are continuously differentiable in θ, the Generalized

Mean Value Theorem leads to that for any θ, θ + h ∈ Θ we have

∣∣∣∣ L̃m
b (θ + h)− L̃m

b (θ)

h

∣∣∣∣ ≤ sup
θ∈Θ

∣∣∣∣dL̃m
b (θ)

dθ

∣∣∣∣,

and ∣∣∣∣ T̃m
b (θ + h)− T̃m

b (θ)

h

∣∣∣∣ ≤ sup
θ∈Θ

∣∣∣∣dT̃m
b (θ)

dθ

∣∣∣∣.
Applying the Dominated Convergence Theorem, we have that for θ ∈ Θ,

E

[
dL̃m

b

dθ

]
= E

[
lim
h→0

L̃m
b (θ + h)− L̃m

b (θ)

h

]

= lim
h→0

E

[
L̃m
b (θ + h)− L̃m

b (θ)

h

]

= lim
h→0

E[L̃m
b (θ + h)]− E[L̃m

b (θ)]

h

=
d

dθ
E[L̃m

b ]

and

E

[
dT̃m

b

dθ

]
= E

[
lim
h→0

T̃m
b (θ + h)− T̃m

b (θ)

h

]

= lim
h→0

E

[
T̃m
b (θ + h)− T̃m

b (θ)

h

]

= lim
h→0

E[T̃m
b (θ + h)]− E[T̃m

b (θ)]

h

=
d

dθ
E[T̃m

b ]

Now we suffice to show the strong consistence. We start with
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lim
B→∞

dlmB
dθ

= lim
B→∞

d

dθ

Lm
B

τmB

= lim
B→∞

d

dθ

∑B
b=1 L̃

m
b∑B

b=1 T̃
m
b

= lim
B→∞

∑B
b=1 L̃

m
b
′∑B

b=1 T̃
m
b

−
∑B

b=1 L̃
m
b∑B

b=1 T̃
m
b

∑B
b=1 T̃

m
b
′∑B

b=1 T̃
m
b

=
E[L̃m

b
′]

E[T̃m
b ]
− E[L̃m

b ]

E[T̃m
b ]

E[T̃m
b
′]

E[T̃m
b ]

=
E[L̃m

b ]
′

E[T̃m
b ]
− E[L̃m

b ]

E[T̃m
b ]

E[T̃m
b ]′

E[T̃m
b ]

=
(E[L̃m

b ]

E[T̃m
b ]

)′
=

dlm

dθ

Proof is over.

Proof of Theorem 2.4.1

Proof. It is proven using induction.

For any n1
C,b−1 + 1 ≤ j ≤ n1

C,b, we have the following.

1. j = n1
C,b−1 + 1: Since q1(An1

C,b−1+1) = 0, we have
dq1(An1

C,b−1
+1

)

dθ
=

q1(An1
C,b−1

+1
)

θ
.

2. n1
C,b−1 + 1 < j ≤ n1

C,b: Assume that it is true when j = h − 1. When j = h,

we have
dq1(Aj)

dθ
=

d(q1(Aj−1)−c1Yj+Zj)

dθ
= d

dθ
(q1(Aj−1)− c1Yj + Zj) =

1
θ
(q1(Aj−1)−

c1Yj + Zj) =
q1(Aj)

θ
.

Proof is over.

Proof of Theorem 2.4.2

Proof. Since qm−1(t)’s j-th busy period corresponds the j-th strictly ascending phase

of qm(t), qm(D
m−1
j (θ), θ) = pmj . Also since

dpmj
dθ

=
pmj
θ
, then

dqm(Dm−1
j (θ),θ)

dθ
=

qm(Dm−1
j (θ),θ)

θ
.

Proof is over.
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Proof of Theorem 2.4.3

Proof. For m = 1, it has been proven in proof of Theorem 2.3.1.

For m = 2, ...,M , under Lemma 2.3.2, Equation (2.12) leads to

dlmB
dθ

=
1

(τmB )2

[ nm
C,B+1∑
j

Yj

( B∑
b

nm−1
B,b∑
j

( d
dθ
vmj + d

dθ
pmj )B

m
j + ( d

dθ
pmj + d

dθ
vmj+1)I

m
j

2
+

B∑
b

nm−1
B,b∑
j

(vmj + pmj )
d
dθ
Bm

j + (pmj + vmj+1)
d
dθ
Imj

2

)
−

( B∑
b

nm−1
B,b∑
j

(vmj + pmj )B
m
j + (pmj + vmj+1)I

m
j

2

) nm
C,B+1∑
j

d

dθ
Yj

]

=
1

(τmB )2

[ nm
C,B+1∑
j

Yj

( B∑
b

nm−1
B,b∑
j

(1
θ
vmj + 1

θ
pmj )B

m
j + (1

θ
pmj + 1

θ
vmj+1)I

m
j

2
+

B∑
b

nm−1
B,b∑
j

(vmj + pmj )
1
θ
Bm

j + (pmj + vmj+1)
1
θ
Imj

2

)
−

( B∑
b

nm−1
B,b∑
j

(vmj + pmj )B
m
j + (pmj + vmj+1)I

m
j

2

) nm
C,B+1∑
j

d

dθ
Yj

]

=
lmB
θ
.

Proof is over.
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APPENDIX B

RELATED PROOFS ON THEOREMS IN CHAPTER 3

Proof of Theorem 3.3.1

Proof. According to the amplitude of λ (i.e., the input rate in steady state), we prove

Theorem 3.3.1 in four cases. Note that dFIFO = 0 for λ ≤ C.

Case 1: λ ≤ μmin

d = dpacer − dFIFO = 0 < Qmax

μmax
.

Case 2: μmin < λ ≤ μmax

Without loss of generality, let λ = βμmax + (1− β)μmin, where 0 < β ≤ 1. Thus,

we have

d = dpacer − dFIFO =
qλ
μ
− 0

=
Qmax

λ−μmin

μmax−μmin

λ
=

Qmax

μmax +
1−β
β
μmin

≤ Qmax

μmax

.

Case 3: μmax ≤ λ ≤ C

In this case, the pacing queue length stays at Qmax, as demonstrated in Sec-

tion 3.5.3. d = dpacer − dFIFO = Qmax

λ
− 0 < Qmax

μmax
.

Case 4: λ > C

In this case the input traffic saturates the bottleneck link and overflows the router

buffer. For the packets who successfully pass the delay/FIFO queue, we have d =

dpacer − dFIFO = Qlim

C
− Qlim

C
= 0 < Qmax

μmax
.
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Thus, we always have d ≤ Qmax

μmax
no matter how big λ is. Hence, Theorem 3.3.1 is

proved.

Proof of Theorem 3.3.2

Proof. For the sake of clarity, we will use the subscript notations, i.e. write xt for

x(t), etc. In steady state, the expectation of xt is E[x] � lim
t→∞

E[xt] =
r1

r1+r2
and its

auto-covariance is Cxx(τ) � lim
t→∞

Cov(xt, xt+τ ) =
r1r2

(r1+r2)2
e−(r1+r2)τ . Therefore,

E[λ] � lim
t→∞

E[λt] = lim
t→∞

hE[xt] =
hr1

r1 + r2
,

and

Cλλ(τ) � lim
t→∞

Cov(λt, λt+τ ) =
h2r1r2

(r1 + r2)2
e−(r1+r2)τ .

Moreover,

E[μ] � lim
t→∞

E[μt] = E[λ] =
hr1

r1 + r2
.

Next we compute the steady-state cross-covariance Cxμ(τ). Note that d(xtμt) =

μt(1− xt)dN1 − μtxtdN2 − αxtμtdt+ αhxtdt. Taking expectations gives

E[xμ] � lim
t→∞

E[μtxt] =
hr1(r1 + α)

(r1 + r2)(r1 + r2 + α)
.

Note also that d(xtμs) = μs(1− xt)dN1 − μsxtdN2. where s is held constant. Taking

expectations gives

d

dt
E[xtμs] = r1E[μs]− (r1 + r2)E[xtμs],

which yields

E[xtμs] =
r1

r1 + r2
E[μs]

+

(
E[xsμs]− r1

r1 + r2
E[μs]

)
e−(r1+r2)(t−s).
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Letting t, s→∞ such that t− s = τ is constant, we have

Cxμ(τ) = lim
s→∞

E[xs+τμs]− E[x]E[μ]

=
αhr1r2

(r1 + r2)2(r1 + r2 + α)
e−(r1+r2)τ .

Finally, we compute the auto-covariance Cμμ(τ). Note that dμ2
t = −2αμ2

tdt +

2αhxtμtdt. Taking expectations, we have

E[μ2] � lim
t→∞

E[μ2
t ] = hE[xμ] =

h2r1(r1 + α)

(r1 + r2)(r1 + r2 + α)
.

Note also that d(μtμs) = −αμtμsdt + αhxtμsdt, which, upon taking expectations,

gives

d

dt
E[μtμs] = −αE[μtμs] + αhE[xtμs].

Plugging in the formula for E[xtμs] and solving for E[μtμs],

E[μtμs] =
hr1

r1 + r2
E[μs] + A(s)e−(r1+r2)(t−s) +B(s)e−α(t−s).

where A(s) = αh
α−r1−r2

(
E[xsμs]− r1

r1+r2
E[μs]

)
and B(s) = E[μ2

s]− hr1
r1+r2

E[μs]−A(s),

assuming α 	= r1 + r2. Letting t, s→∞ such that t− s = τ is constant, we have

Cμμ(τ) = lim
s→∞

E[μs+τμs]− (E[μ])2

= Ae−(r1+r2)τ +Be−ατ .

where A and B are as in the theorem. When α = r1 + r2, l’Hôpital’s rule gives

Cμμ(τ) =
h2r1r2

2(r1 + r2)2
[1 + (r1 + r2)τ ]e

−(r1+r2)τ .
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