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Abstract: To posses relevant information is an inevitable condition for successful enterprising in modern business. Information
could be parted to data and knowledge. How to gather, store and retrieve data is studied in database theory. In the knowledge
engineering, thereisin the centre of interest the knowledge and methods of its formalization and gaining are studied. Knowledge
could be gained from experts, specialists in the area of interest, or it can be gained by induction from sets of data. Automatic
induction of knowledge from data sets, usually stored in large databases, is called data mining. Classical methods of gaining
knowledge from data sets are statistical methods. In data mining, new methods besides statistical are used. These new methods
havetheir originin artificial intelligence. They look for unknown and unexpected rel ations, which can be uncovered by exploring
of datain database. In the article, a utilization of modern methods of datamining is described and especially the methods based on
neural networks theory are pursued. The advantages and drawbacks of applications of multiplayer feed forward neural networks
and Kohonen's self-organizing maps are discussed. Kohonen's self-organizing map is the most promising neural data-mining
algorithm regarding its capability to visualize high-dimensional data.

Key words:. association rules, data mining, decision trees, genetic algorithm, Kohonen's self-organizing maps, multilayered
feedforward neural networks

Abstrakt: Nezbytnym ptedpokladem pro uspé$né podnikani v moderni ekonomice je dostatek relevantnich informaci. In-
formace lze rozdélit na dvé zakladni kategorie, a to na data a znalosti. Problematika sbéru dat a vytvafeni databazovych
systému je klasickou oblasti informatiky. Naproti tomu znalostni inzenyrstvi je disciplina mladsi. Jeji intenzivni rozvoj
zacal az v osmdesatych a devadesatych letech. Znalostni inZenyrstvi se zabyva metodami formalizace, ziskavani, uchova-
vani a udrzovani (aktualizaci) znalosti. Znalosti jsou bud’ ziskavany od odbornikd — expertt, nebo jsou induktivné odvozo-
vany ze souborud dat, obvykle uloZzenych v databazich. Automatické odvozovani znalosti ze soubort dat se v anglické literatuie
nazyva data mining (vytéZovani dat, dobyvani znalosti). Klasickymi metodami pro ziskavani znalosti ze souboru dat jsou
statistické metody. Pro vytéZovani dat se kromé statistickych metod pouzivaji nové metody, které maji sviij ptivod v oblasti
umélé inteligence. Tyto metody vyhledavaji neznamé a neoCekavané vztahy, které mezi daty v databazi plati. V ¢lanku je
podan pichled metod, které se v sou¢asné dob¢ pro vytézovani znalosti pouzivaji. Duraz je kladen na metody zaloZené na
neuronovych sitich. Jsou diskutovany vyhody a nevyhody pouziti vicevrstvych neuronovych siti s dopfednym Sifenim
a Kohonenovych samoorganizujicich se map. Kohonenova samoorganizujici se mapa je v oblasti vytézovani znalosti nejvice
pouzivanym neuronovym algoritmem pro jeji schopnost vizualizovat mnohorozmérna data.

Klicova slova: asociacni pravidla, geneticky algoritmus, Kohonenovy samoorganizujici se mapy, rozhodovaci stromy,
vicevrstvé neuronové sité s dopfednym Sifenim, vytézovani dat (data mining)

INTRODUCTION

For successful enterprising in modern agricultural
business, it is necessary to posses the sufficient quanti-
ty of relevant information. When responsible managers
estimate risks and opportunities on the base of inexact
and obsolete information, their enterprises cannot suc-
cessfully compete in the modern complex agricultural
market. How to gain and use information, it is studied in
knowledge engineering.

In knowledge engineering, information is parted to data
and knowledge and questions of formalization, gaining,
storing, refreshing and retrieval of knowledge are fol-
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lowed. Data are considered as elementary verifiable facts.
Knowledge is considered as a set of instructions, which
describe how these facts can be interpreted and used.
Data describe the actual state of the world. Knowledge
describes the structure of the world and consists of prin-
ciples and laws. From this point of view, the validity of
facts is only temporary. The validity of knowledge is more
permanent.

How to gather, store and retrieve data is studied in
database theory, which is a standard part of informatics.
In the knowledge engineering, in the centre of interest
there is knowledge and methods of its formalization and
gaining are studied. Knowledge could be gained from ex-
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perts, specialists in the area of interest, or it can be gained
by induction from sets of data. Automatic induction of
knowledge from data sets, usually stored in large data-
bases, is called data mining. Data mining is today the main
part of knowledge engineering.

METHODS OF DATA MINING

Classical methods of gaining knowledge from data sets
are statistical methods. In data mining, new methods be-
sides statistical are used. These methods have their ori-
gin in artificial intelligence. They differ from classical
statistical methods in the following:

1. They look for unknown and unexpected relations, which
can be uncovered by exploring datain database. They
try to find such regularities in data sets, which would
bring the user to the new view on hisfield of interest
and allow himto formul ate new hypotheses. Statistical
methods are used in arather different way. They verify
or reject hypotheses stated a priori.

2. Datamining methods can be used alsoin such cases, in
which utilization of classical statistical methodsis not
appropriate. For example, when alarge volume of mul-
tivariate datais concerned or when it isnot possibleto
suppose, that data have some standard probabilistic
distribution.

In data mining, the following methods for gaining
knowledge are studied and used.

— Statistical methods (prediction of time series, cluster

analysis etc.)

— ProductionrulesIF. .. THEN

— Decision trees

— Genetic agorithms

— Neural networks

Production rules IF ... THEN

Production rules form the knowledge base of expert
systems with production system architecture. In expert
system design, the formulation of production rules are
usually result of discussion between the knowledge en-
gineer and a team of experts. In data mining, the methods
of automatic formulation of production rules are studied.
Such methods are mainly elaborated for production rules
called association rules.

The purpose of association rules is to discover the
associations among data in large databases, i.e., to find
items that imply the presence of other items in the same
transaction. Association rules were first introduced by
Agraval etal. (1993).

Suppose I={i,,i,,...,i } beasetofitems.LetD be
a set of transactions, where each transaction 7 is a set of
items, suchas T 7.

An association rule is an implication of the form X — 7,
where

xXgnLydl,Xny=0
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Association rule X — Y holds in the database D with
confidence c, if ¢% of transactions in D, that contain X,
also contains Y.

The association rule X — Y has in database D support
s, if % transactions in D contain X [ Y.

Mining association rules mean to find out all associa-
tion rules that have support and confidence greater than
or equal to the user specified minimum support (minsup)
and minimum confidence (minconf).

Problems of automatic mining of association rules were
intensively pursued during the last decade and effective
algorithms were designed. See for example Agraval
(1994) and Holt (2001).

Decision trees

Decision tree is a possible representation of a decision
function. It is used when the complete knowledge of data
is not necessary for appropriate decision and when the
process of gaining data is expensive. Decision tree de-
termines which data and in which order one should col-
lect to achieve the effective decision with minimal
average cost. Decision tree thus represents knowledge
and can be used for effective decision-making. There
exist algorithms for automatic construction of decision
trees. Automatic construction of decision trees is the tra-
ditional part of artificial intelligence.

Genetic algorithms

Genetic algorithm is a universal method for creating
objects with desired properties (Holland 1975)). The
method was inspired by Darwin’s evolution theory. Ob-
jects are described by a sequence of symbols, which
form the analogy of genom of living organisms. Capa-
bility of an object to fulfil some function is measured by
fitness function. Genetic algorithm creates generations
of objects. New generation arises by mutation, cross-
ing or by their combination from those objects of actual
generation, which have the greatest value of the fitness
function. Evolution modelled by genetic algorithm is
aimed at the generation of objects with great value of
fitness function or in other words, to the objects with
the desired properties.

NEURAL NETWORKS

Algorithms based on neural networks have a lot of ap-
plications in knowledge engineering. Particularly in ex-
pert systems (see for example Quah 1996) or in modelling
of human decision-making (Tan 1996 or Towell 1994).

In data mining, the following neural network architec-
tures are usually used:

— multilayered feedforward neural networks
— Kohonen's self-organizing maps.
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Figure 1. Multilayered feed-forward neural network (ANN)

Multilayered feedforward neural networks

Multilayered feedforward neural networks (ANNs) are
in essence non-parametric regression methods, which
approximate the underlying functionality in data by mi-
nimizing the loss function. The common loss function
used for training and ANN is a quadratic error function.
ANN is used for adaptation supervised learning. Data-
base form a training set. During training, specified items
of data records are put on the input of the neural network
and its weights are changed in such a way, so that its
output would approximate the values in the data set. Af-
ter finishing learning process, the learned knowledge is
represented by the values of neural network weights. For
training the algorithm of back propagation of error is of-
ten used. Back propagation of error algorithm was first
introduced by Rumelhart (1988).

In Figure 1, there is an example of an ANN with 3 layers
: input layer, output layer and hidden layer. It was proved,
that one hidden layer is sufficient for approximation of
an arbitrary continues function.

ANNSs could be used in many decision-making appli-
cations. Their advantages in these applications are:

— Capability of learning from examples.

— Capability of abstraction. It meansthat ANNs are able
to efficiently decide also in situations which did not
occur in the training set.

Output layer

Hidden layer

Input layer

For applications in knowledge engineering, ANNs
have a great drawback. It is their inability to provide un-
derstandable reasons for their decisions. This drawback
follows from the fact, that ANNs do not create and main-
tain any internal representation of the external world.
They do not represent knowledge explicitly, their knowl-
edge is holistic, it is distributed in values of their weights.

Kohonen’s self-organizing maps

Kohonen’s self-organizing maps (SOMs) have become
a promising technique in cluster analysis (Kohonen 1982,
1990). They are adapted by unsupervised learning.

The unsupervised learning process in SOM can be
briefly described as follows (Figure 2). The connection
weights are assigned with small random numbers at the
beginning. The incoming input vectors presented by the
sample data are received by the input neurons. The in-
put vector is transmitted to the output neurons via the
connections. In a “winner-take-all” competition, the out-
put neurons with the weights most similar to the input
vector became active. In the learning stage, the weights
are updated following Kohonen’s learning rule. The
weight update only occurs for the active output neurons
and their topological neighbours. The neighbourhood
starts large and slowly decreases in size over time. Be-

Topologica neighbourhood

]
]
-
! Active neuron

N

Figure 2. Kohonen's self-organizing map
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Figure 3. Apllication of SOM data mining method

cause the learning rate is reduced to zero, the learning

process eventually converges.

After learning process, similar sets of items activate the
same neuron. SOM divides the input set into subsets of
similar records. Therefore, SOM is a method of cluster
analysis and is often used for vector humanization.

In data mining, Kohonen’s self-organizing maps based
cluster techniques have the following advantages over
standard statistical methods.

— Datamining typically dealswith high-dimensional data.
A record in database typically consists of alarge num-
ber of items. The datado not have regular multivariate
distribution and thus the traditional statistical methods
havetheir limitations and they are not effective. SOMs
work with high-dimensional dataefficiently.

— Kohonen'’s self-organizing maps provide means for vi-
sualisation of multivariate data, because two clusters
of similar members activate output neurons with small
distance in the output layer. In other words, neurons
that share a topological resemblance will be sensitive
to inputs that are similar. This property has no other
algorithm of cluster analysis.

Data mining is not merely automatic collecting of
knowledge. Human-computer collaboration knowledge
discovery is the interactive process between the data
miner and computer (Figure 3). Data mining is human cen-
tered and is implemented through knowledge discovery
loops coupled with human-computer interaction and vi-
sual representations. The aim is to extract novel, plausi-
ble, relevant and interesting knowledge from the
database.

SOM is a dynamic system, which learns abstract struc-
tures in high-dimensional input space using low-dimen-
sional space for representation. Properly designed SOM
can be used to organize the high-dimensional clusters in
a low-dimensional map. These low-dimensional cluster
maps can be used to assist the human in discovering
knowledge because they could be easily visualized. An
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example of data mining technique based on SOM visual-
ization technique is described in Wang (2002). Data min-
ing was applied in the real estate market analysis.

CONCLUSION

Knowledge discovery in database is the nontrivial pro-
cess. Many different methods of data mining are used at
present. From methods based on neural networks, the
Kohonen'’s self-organizing maps are the most promising.
The main reason is that Kohonen’s self-organizing maps
are able to visualize high-dimensional data.

Data mining methods are important in the management
of complex systems. Therefore, they have a large field of
application also in economics and especially in manage-
ment. Software realizations of data mining algorithms are
on market, but they are very expensive. On some univer-
sity websites, some of them could be gained as freeware.
A large list of these websites is published in Lacko (2001).
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