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ABSTRACT 

We have developed a method to calculate site and path effects for complex 
heterogeneous media using synthetic Green’s functions. The Green’s functions are 
calculated numerically by imposing body forces at the site of interest and then storing the 
reciprocal Green’s functions along arbitrary finite-fault surfaces. By using reciprocal 
Green’s functions, we can then simulate many source scenarios for those faults because 
the primary numerical calculations need be done only once. The advantage of the 
proposed method is shown by evaluation of the site and path effects for three sites in the 
vicinity of the Los Angeles basin using the Southern California Velocity Model (version 
2.2, Magistrale et al., 2000). In this example, we have simulated 300 source scenarios for 
5 major southern California faults and compared their responses for period longer then 
3 seconds at the selected sites. However, a more detailed comparison with strong motion 
records will be necessary before a particular hazard assessment can be made. For the 
tested source scenarios the results show that the variations in the peak velocity amplitudes 
and durations due to a source scenarios are as large as variations due to a heterogeneous 
velocity model.  

 
K eyw ord s :  full waveform modeling, seismic hazard, finite source, rupture 

propagation, hazard assessment, finite difference, Los Angeles Basin 
 

1. INTRODUCTION 

A significant effort has been devoted to include synthetic simulations and observed 
data into the evaluation of the site and path effects in seismic hazard analyses (c.f. Field et 
al., 2000). Recently numerical simulations of long-period strong ground motion in 
heterogeneous media were shown to be capable of reproducing the characteristic 
parameters of the observed data (Olsen and Archuleta, 1996; Wald and Graves, 1998; 
Eisner and Clayton, 2002a). Our goal is to include these long-period simulations into 
seismic hazard analyses as they have the potential to predict the strong ground motions 
more accurately than empirical relationships based on strong motion observations not 
directly related to a particular site.  
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The method currently used for the calculation of site and path effects by full waveform 
modeling has been developed by Olsen and Archuleta (1996). They account for site and 
path effects by evolving the wavefield outward from the source location to a suite of sites, 
which means that one complete simulation is needed for each source location and 
scenario. However, it has been pointed out (Field et al., 2000) and we will show in this 
study, that site and path effects depend significantly on the particular choice of source 
location and scenario. Therefore, to estimate seismic hazard more accurately we need to 
simulate a large number of source locations and realistic scenarios. The reciprocity 
method (Liu and Archuleta, 2000; Eisner and Clayton, 2001; Graves and Wald, 2001) 
allows us to simulate a large number of source scenarios without re-calculating the 
Green’s functions. In this way, the problem is divided into a component that is 
independent of the rupture scenario and one that depends on it. This method does require 
three numerical simulations of the wavefield for each site (Eisner and Clayton, 2001). The 
reciprocity method and Southern California model were calibrated in a previous study 
(Eisner and Clayton, 2002a) by comparison of a large number of weak-motion earthquake 
recordings with synthetic seismograms. The strong-motion seismograms are evaluated by 
superposition of time-staggered point sources. The technique of superposition of point 
sources was used and validated for southern California by numerous studies, e.g. Olsen 
and Archuleta (1996), Wald and Graves (1998), or Olsen (2000). In this study, we present 
a method for including a detailed rupture model and the wave propagation effects for 
strong motion studies, but the models will need to be calibrated with actual strong motion 
records before a particular hazard assessment can be made.  

We apply this method to three selected sites in the Los Angeles basin: a site above the 
deep part of the basin, a site at the edge of the basin, and a hard rock site near the basin. 
For each site, we compute the effects of 300 hypothetical rupture scenarios on five major 
faults in the southern California, including the San Andreas fault. Therefore, we have 
reduced the number of numerical simulations by a factor of 33 (300/9).  

2. METHOD, MODEL AND SOURCE PARAMETERIZATION  

We compute site and path effects by imposing three orthogonal body forces at the site 
of interest and evaluating reciprocal Green’s functions along the fault surfaces. We store 
the evaluated reciprocal Green’s functions on the selected fault planes to simulate an 
arbitrary rupture scenario. We need the S-wave velocity and the rigidity modulus µ at the 
fault location to evaluate the rupture velocity and to scale the displacement on a particular 
segment of the fault. We have numerically found that we need to calculate the Green’s 
functions at a minimum of three points per S-wave wavelength, to model an arbitrary 
source rupture scenario (in agreement with Spudich, 1981). The wavelength in this case, is 
that of the shortest S-wave traveling along the fault surface. To determine the rupture 
front history, we use the finite-difference travel-time method (Vidale, 1988) with 
velocities specified as a proportional fraction of the S-wave velocities along the fault 
surface as given in the model.  

We used the values of rigidity modulus µn to scale the displacement on a fault segment 
to the seismic moment of that segment. A segment of area An and slip Dn has a seismic 
moment of  
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This moment can be directly implemented for representation by a double-couple 
point-source in the finite-difference method (Graves, 1996). The total long-period 
moment M0 is then given by the scalar sum  
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where K is number of segments on the fault.  
To relate the area S of the entire fault to the moment magnitude, we can use the 

empirical relationship derived from a global data set by Wells and Coppersmith (1994):  
 ( )0 3.98 1.02logM S= + . (2)  

Here M0 is the total long-period moment measured in dyne-cm, S is the area of the 
entire fault in kilometers squared.  

For a given M0, we can evaluate the rupture area S from Eq.(2). We then divide this 
area S into fault segments An, each with slip Dn, with the constraint imposed by Eq.(1). 
For a uniform slip Du and the fault area S divided into equal area segments A, we have  
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where µ  is an arithmetic average of the rigidity modulus over the fault, and the nth 
segment of the fault has a moment of  
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The synthetic Green’s functions were evaluated with the finite-difference method 
(Graves, 1996) for the Southern California Velocity Model Version 2.2 (Magistrale et al., 
2000). This model of the southern California velocity structure includes the sedimentary 
basins, a laterally varying velocity structure outside of the basins, and a geotechnical layer 
of slow velocities near surface. We assume for the purposes of this paper that the three 
dimensional (3D) velocity model is correct, and do not consider the effects of errors in the 
model on the results. Olsen and Archuleta (1996) and Wald and Graves (1998) compared 
strong ground motion records from two large earthquakes in the vicinity of the Los 
Angeles basin. They have observed a good fit (within a factor of 2) between the maximum 
velocity amplitude of synthetic and recorded long period seismograms. Furthermore, the 
limitations of the Southern California velocity model are further tested in a previous study 
(Eisner and Clayton, 2002a) by comparison of a large number of weak motion records. 
Eisner and Clayton (2002a) show that the misfit between the maximum amplitude of data 
and synthetics has a significant variation with azimuth, but the model does not generate 
a systematic bias. In general, however, one may need to extend the simulations to include 
the uncertainty of the velocity model.  

The attenuation effects on synthetic seismograms can be included as part of this 
method, if an attenuation model is available. In the case of Southern California Velocity 
Model Version 2.2 (Magistrale et al., 2000) attenuation is not available. In Appendix A, 
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we show estimates that indicate that attenuation could reduce the amplitudes at most by 
a factor of 2 for the period bend selected in this study. We have not included that effect in 
the calculations in this study, because the attenuation model is not available and the 
effects of attenuation do not significantly affect our conclusions.  

This study directly includes the top of the velocity layers with the low velocities as 
given in the Southern California Velocity Model. We have used the equivalent medium 
parameters method of Eisner and Clayton (2002b) to resample the top low velocity layers 
to avoid artifacts due to an arbitrary velocity clamping (establishing a floor on velocity 
values in the model). This finite difference model representation ensures that the original 
Southern California Velocity Model is properly represented for the wave propagation at 
long periods (greater than three seconds in this study). The sampling shown in Eisner and 
Clayton (2002b) accounts for both the site effects and propagation effects. The minimum 
velocity in the resampled model used for the numerical simulations was 0.5 km/s for 
modeling of a signal with periods of 3 seconds and longer. Love wave velocities are 
shown in Fig. 1. Love waves velocities show a combined effect of shear velocity and 
structure and are diagnostic of the focusing and amplification that will be produced by the 
model.  

 
Fig. 1. Southern California Velocity Model and locations of the selected sites and faults. The 
velocity is the Love wave group velocity at 3 second period. The fault locations are shown with 
focal mechanisms as projected on the surface. Selected sites are shown with black triangles and 
capital letters: PAS - Pasadena, USC - University of Southern California, and SM - Santa Monica. 
The large low velocity area between −118.5° and −117.75° longitude and below 34.1° latitude is the 
Los Angles Basin. 
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Table 1. List of the selected sites and their locations. 

Site Setting Latitude [°Ν] Longitude [°E] 

SM basin edge 34.011 −118.490 
USC deep basin 34.019 −118.286 
PAS hard rock 34.148 −118.171 

Table 2. List of the selected faults and their parameters. 

Fault Name SE NW Dip Rake Strike 

San Andreas 34.20-117.25 34.70-118.50 90 180 113 
Newport-Inglewood 33.65-117.96 34.03-118.37 90 180 136 
Santa Susana 34.32-118.50 34.44-118.76 55 90 91 
Sierra Madre 34.16-117.80 34.40-118.24 45 90 107 
Elysian Park 33.86-117.95 34.13-118.16 20 90 120 

Fault Name Length Depth 1 Depth 2 Mw D 

San Andreas 120.0 0.0 18.0 7.4 2.0 
Newport-Inglewood 60.0 0.0 13.0 6.9 1.3 
Santa Susana 25.0 0.0 13.0 6.6 1.1 
Sierra Madre 47.0 0.0 15.0 7.0 1.2 
Elysian Park 33.0 10.0 15.0 6.7 1.2 

To illustrate the reciprocity method applied to site effect evaluation, we have selected 
3 sites and 5 major faults in southern California. The sites were chosen to demonstrate the 
strong ground motion responses at different locations relative to the Los Angeles Basin. 
Table 1 has a list of the sites with their locations. They are also shown in Fig. 1. Table 2 
has a list of the basic parameters describing the faults. The fault parameters were taken 
from Petersen et al. (1996).  

To simulate the effects of dynamic rupture, we need to specify for each fault the slip 
distribution, rupture velocity, hypocenter, and time history of each point. For the purposes 
of this paper, we will consider distribution of these parameters, thus avoiding the issue of 
a preferred source scenario. However to produce a realistic analysis of seismic hazard, the 
parameters should probably be more finely and uniformly sampled. The main focus of this 
study is to introduce reciprocity method for evaluation of the site and path effects, 
therefore we include the detail description of the tested slip distribution, rupture velocity, 
hypocenter, and time history of each point in the Appendix B. However we would like to 
emphasize that the source parameters of the future earthquakes can be only estimated and 
it is up to the reader to consider if our estimate is sufficient. Where necessary we discuss 
possible effects various other source distributions on our conclusions.  

Generally this method enables us to reduce the amount of full waveform calculation by 
a factor: 

 3 3ST ST
F SC F RVS HL SD RT

∗ ∗
=

∗ ∗ ∗ ∗ ∗
, (5) 
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where ST is the number of sites, F is the number of faults, SC is the number of scenarios, 
RVS is the number of rupture velocity scenarios, HL is the number of hypocenter 
locations, SD is the number of slip distributions, and RT is the number of time histories of 
each point. We can clearly see that if the number of sites of interests is relatively small, 
this method results in a significant reduction in the required number of numerical 
simulations.  

3. SITE AND PATH EFFECTS AT THE SELECTED SITES 

We have calculated strong motion seismograms for periods longer than 3 seconds due 
to 300 fault rupture scenarios at the three sites. First we shall show examples of synthetic 
seismograms computed at the selected sites. Then we shall compare statistical properties 
of characteristics of the computed seismograms and analyze the observed results. 

Fig. 2 shows the strong motion velocity seismograms with the largest recorded peak 
ground velocity amplitude of all of the modeled seismograms. The largest peak ground 

 
Fig. 2. Synthetic seismograms at the USC site with the scenario causing the largest recorded peak 
ground velocity amplitude in our simulations due to a rupture on the Newport-Inglewood fault with 
its hypocenter at the south-east edge at depth 6.5 km. The dotted line represents seismograms due to 
an earthquake with rupture velocity equal to 60% of the S-wave velocity, the solid line represents 
seismograms due to an earthquake with rupture velocity equal to 75% of S-wave velocity, and the 
dashed line represents seismograms due to an earthquake with rupture velocity equal to 90% of the 
S-wave velocity. 
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velocity amplitude was recorded at the closest site to a rupturing fault (USC site from the 
Newport-Inglewood fault) and for the fastest rupture velocity directed towards the site. 
Fig. 2 shows effects of the rupture velocity (and rupture directivity) on the synthetic 
seismograms. Generally, earthquakes with larger rupture velocities towards the observer 
produce larger ground motion levels at the observer’s site (rupture directivity). However, 
the strong heterogeneity of the velocity on the fault makes the directivity effect less 
efficient as different parts of the fault propagate at different velocities and in different 
directions. The synthetic seismograms at the USC site are further complicated by the long 
duration of the coda following the initial peak as the energy released by the earthquake 
remains trapped in the Los Angeles basin. 

Fig. 3 shows the synthetic seismograms at the USC site for the hypothetical 
earthquakes on the Newport-Inglewood fault with three hypocenter locations. It shows the 
effects of the hypocenter location and rupture directivity on the synthetic seismograms for 
the same rupture velocity. The peak velocity amplitude is observed for the scenario when 
rupturing is towards the USC site (the same as in the previous case). For the scenario of 
the fault rupturing away from the USC site the synthetic seismograms are simple with 
very little late-arriving energy. However, seismograms due to both the bi-lateral and the 

 
Fig. 3. Synthetic seismograms at the USC site for various fault rupturing scenarios of the 
Newport-Inglewood fault. All nine seismograms correspond to the earthquakes with rupture 
velocity equal to 90% of the S-wave velocity. The solid line represents a rupture scenario with 
a hypocenter at the center of the fault. The dotted line represents a rupture scenario with 
a hypocenter at the north-west edge of the fault at depth of 6.5 km. The dashed line is for the case 
with a hypocenter at the south-east edge of the fault at depth of 6.5 km. 
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unilateral rupture directed towards the USC site show significant late arrivals of scattered 
energy radiated towards the USC site.  

The statistical comparison of the large number of synthetic seismograms is done for 
each site by measuring two characteristics of the synthetic seismograms: peak ground 
velocity and duration. The peak velocity is measured as the maximum amplitude of a 
vectorial sum of all 3 components over the entire seismogram. The duration is the time 
interval between the points at which 20% and 90% of the total energy has been recorded. 
This definition is similar to the definition of Trifunac and Brady (1975), but we have 
shortened the interval to avoid biasing due to numerical dispersion.  

Figs. 4−6 summarize the peak ground velocity amplitude comparison for the USC, SM 
and PAS sites. In almost all cases, the variation of peak ground velocity amplitudes due to 
the rupture scenario is at least a factor of three but in some cases it reaches factor of eight 
(the Newport-Inglewood fault at the USC or SM site). A factor of three in peak ground 
velocity amplitude variation is comparable or larger than the variations due to a only 3-D 
velocity structure (Olsen and Archuleta, 1996). The Newport-Inglewood fault produces 
the largest ground motions of all the cases tested.  

Hypothetical earthquakes on the San Andreas and the Sierra Madre faults show similar 
peak ground velocity distribution at the USC site, despite the difference in distance of the 
faults from the site. There are three Sierra Madre fault earthquake scenarios with 
hypocenters at the center and the east end of the fault, which generate large peak ground 
velocity amplitudes at the SM site. This is probably caused by the efficient coupling of the 
earthquakes' directivity and the Los Angeles basin. A similar effect at the SM site can be 
observed for hypothetical earthquakes from the San Andreas fault for scenarios with the 
hypocenter at the south-east end of the fault. This observation emphasizes the importance 
of testing different rupture scenarios to evaluate realistic seismic hazard from a particular 
fault, because with the hypocenter at other locations on the fault, the peak velocities are 
2−4 times smaller. Our peak ground velocity values are significantly smaller than those 
simulated by Olsen and Archuleta (1996) and are similar to the peak ground velocity 
values simulated by Graves (1998). Graves (1998) gives a detailed analyses for the 
plausible reasons (uniform vs. non-uniform slip distribution, seismic moment to rupture 
area scaling) for this difference. The peak ground velocity amplitudes simulated for the 
Santa Susana fault at the USC and SM sites are similar to those observed for the 
Northridge Earthquake (Olsen and Archuleta, 1996). For the SM site the 
Newport-Inglewood fault is again the most hazardous fault. The large spread in the 
simulated peak ground velocity amplitudes at the SM site is due to earthquakes on the 
Newport-Inglewood fault, again emphasizing the importance of testing different rupture 
scenarios. The alternative source models discussed in the Appendix B would probably 
cause even stronger directivity effects and therefore a greater variation in the observed 
peak ground velocity amplitudes. The directivity effects would be caused by the smoother 
slip distribution (consistent superposition), and variation of the rise would certainly 
increase a variation observed seismograms. Therefore our results may underestimate the 
final variation of the peak ground velocity amplitudes. 

The PAS site is located almost outside of the Los Angeles basin, and therefore, the 
peak velocities at the site are generally much smaller than the peak velocities for the SM 
and USC sites. The only large peak ground velocity amplitudes are observed for the 
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hypothetical earthquakes on the Sierra Madre. The large peak ground velocity amplitudes 
due to the earthquakes on the Sierra Madre fault are caused by the proximity of the fault 
to the site. Note that the peak velocity amplitude due an earthquake on the Sierra Madre 
fault varies by a factor of 3 for the PAS site. 

 
Fig. 4. Peak velocity amplitude of the velocity vector as recorded at the USC site from 60 
different rupture scenarios: 3 different rupture velocities, 5 different hypocenters, and 4 different 
slip distributions for each fault. 
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Fig. 5. Peak velocity amplitude of the velocity vector as recorded at the SM site from 60 different 
rupture scenarios: 3 different rupture velocities, 5 different hypocenters, and 4 different slip 
distributions for each fault. 
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Fig. 6. Peak velocity amplitude of the velocity vector as recorded at the PAS site from 
60 different rupture scenarios: 3 different rupture velocities, 5 different hypocenters, and 4 different 
slip distributions for each fault. 
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Fig. 7 summarizes the source durations (or slip duration on each fault) and site 
durations of the different rupture scenarios on the selected faults. Again, we can see that 
variation of parameters of the source rupture scenario may cause a factor of 2−4 variation 
in the duration at any site. The source durations increase with increasing size of the fault 
as the rupture velocity is limited by the shear wave velocity. The definition of the source 
durations is slightly different from the site durations. The source duration is defined as the 
time of the slip duration, e.i. the time between 0% and 100% of the released energy. 
Durations due to the San Andreas fault ruptures for the USC and SM sites are limited by 
the length of the computed seismograms (the first arrivals at USC and SM sites appear 
between 30−40 seconds after the rupture initiation).  

The site durations are longer than the source durations for most of the rupture 
scenarios as the scattered energy in the heterogeneous velocity model tends to arrive later. 
Most of the durations at the SM site are two to three times as long as the source durations 

 
Fig. 7. The source and site durations for the selected site and 300 rupture scenarios. The source 
durations are measured from the initiation to the end of the rupture process, the site durations are 
measure as a time interval between 20 to 90% of energy in the seismogram. 
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for the Newport-Inglewood, Elysian Park and Santa Susana faults, because of the surface 
waves trapped in the sedimentary basins extend the durations at the SM sites. Similarly, 
most of the site durations at the USC site are two to three times as long as the source 
durations for the Newport-Inglewood, Elysian Park, and Santa Susana faults. The USC 
site’s durations due to the earthquakes on the Newport-Inglewood fault show a significant 
dependence on the rupture scenarios; the scenarios in which the fault ruptures southward 
with a high velocity (90% of the S-wave velocity) have short durations. The durations due 
to the Elysian Park fault earthquakes show a strong dependency on the rupture scenarios 
at all sites; the ruptures with hypocenters at the south end of the fault show longer 
durations. The PAS site’s durations due to earthquakes on the Newport-Inglewood, 
Elysian Park, and Santa Susana faults are strongly dependent on the rupture scenario, as 
only certain configurations tend to trap energy in the Los Angeles basin. The PAS site’s 
durations due to the Sierra Madre fault earthquakes are relatively short as the PAS site is 
close to the fault in a weakly heterogeneous medium. However, strong heterogeneity 
significantly extends the duration of the signal as is shown by the PAS site’s durations due 
to earthquakes on the Newport-Inglewood fault. Again the alternative source models 
discussed in the Appendix B may cause even stronger directivity effects and therefore 
a greater variation in the duration. However the variation of the rise would not increase 
a variation of the duration.  

4. DISCUSSION AND DATA VALIDATION 

The above presented results can be used for hazard assessment if they are consistent 
with previously observed data. The Southern California model was calibrated in 
a previous study (Eisner and Clayton, 2002a) by comparison of a large number of 
weak-motion earthquake recordings with synthetic seismograms. Eisner and Clayton 
(2002a) show that the misfit between the maximum amplitude of data and synthetics has a 
significant variation with azimuth, but the model does not generate a systematic bias. The 
strong-motion seismograms are evaluated by superposition of a time-staggered point 
source. The source models are discussed in the the Appendix B and we show that they are 
consistent with inverted source models of Somerville et al. (1999). An alternative 
comparison with data can be done by simulating previously observed large earthquakes, 
this has been done by Olsen and Archuleta (1996) and Wald and Graves (1998) for two 
large earthquakes nearest to the Los Angeles basin. They have used the same finite 
difference techniques and similar models and were able to reproduce the observed data 
with even smaller misfit than that of Eisner and Clayton (2002a). However, the two large 
earthquakes reproduce data in a 3-D model only from two directions not representative for 
the locations of the faults in our model. In fact validating a hazard assessment by fitting 
one or two large earthquakes would be like describing a 3-D object by looking at it from 
one or two views. Indeed, one needs at least three views to describe just a shape of 
a simple 3-D object not mentioning the interior of the object. As shown in this hazard 
assessment study the most important validation is by testing data with sources inside the 
Los Angeles basin. Finally, our results are consistent with the averaged peak ground 
velocity motion of Campbell (1997). Campbell (1997) gives an average peak ground 
acceleration at distance 10 km from the fault to be approximately 0.1 meter per second 
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squared at 3 second period. Assuming a plane wave this translates to 5 cm/s peak ground 
velocity. Majority of our source scenarios give similar peak ground velocity, except the 
scenarios of a fault rupturing the deep part of the Los Angeles basin. Campbell (1997) did 
not include data from similar events as they were not available. This demonstrates the 
advantage of the proposed methodology which enables to evaluate realistic site-specific 
hazard assessment. 

5. CONCLUSIONS 

We have developed a method for evaluation of the site and path effects with full 
waveform synthetic seismograms that include a complex heterogeneous media and 
variable rupture scenarios. If the number of sites of interest is limited, the method reduces 
the required numerical simulations by a few orders of magnitude (33 times in this study). 
Using the Southern California Velocity Model we have evaluated the theoretical site 
effects for three locations in the Los Angeles area. The selected set of 300 rupture 
scenarios have shown that the variations due to rupture scenario on a fault causes a factor 
of 3−8 variation in the peak ground velocity amplitude for the selected sites, and a factor 
of 2−4 in the duration. We have found that the largest peak ground velocity amplitudes are 
observed from earthquakes on the nearest faults rather than from an earthquake on the San 
Andreas fault. The results presented here show that it is important to consider the 
complete set of faults in a region and the effects of wave propagation in hazard 
calculations.  

 

APPENDIX A 
ATTENUATION ESTIMATE 

Attenuation is not part of the Southern California Velocity Model. Here, we shall only 
estimate the attenuation effect on the peak velocity amplitude by a simple order of 
magnitude calculation. Aki and Richards (1980, p. 168−9) derive the attenuation effect in 
a homogeneous medium with an attenuation factor Q(T)  1.0 for a wave with amplitude 
A0 at point x = 0 and propagating with velocity c; the amplitude of this wave at distance x 
is  

 ( ) ( )(
0e )x cTQ TA x A − π

= . (A1) 

Using the engineering practice (c.f. Kramer, 1996, Chapter 4) we use the shortest 
distance from the finite fault from our site to estimate the distance x in Eq.(A1). 
Obviously, Eq.(A1) implies the longer the period of the propagating wave, the smaller the 
attenuation effects for a constant Q (not dependent on frequency). Therefore, we shall 
make our estimate only for the shortest period of 3 seconds. Eq.(A1) also implies that the 
faster propagating waves have smaller attenuation effects (at the same period and 
distance). To estimate an upper bound on the attenuation effects, we investigate surface 
waves, the slowest propagating waves at a given period.  
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It is difficult to estimate a representative crustal value of the attenuation at 3 seconds 
period Q(3.0). The seismic waves are mainly attenuated at the very top of the crust (i.e. 
for high frequencies 90% of the signal is attenuated at the top 3 km of the crust 
(Abercrombie, 1997). However, there are very few measurements of attenuation at long 
periods for the strong motion data. Su et al. (1988) use a regional 1-D model of Southern 
California with values of QS ∼ 20−150 (frequency-independent attenuation of the 
S-waves), which is consistent with value of Q = 70 found by Hough (1997) for 
frequencies 1−10 Hz at Ridgecrest, California, and Q = 80−130 from Ma and Kanamori 
(1994) for a frequency of approximately 1 Hz for the Sierra Madre earthquake, California. 
The representative values for sedimentary basins are in the lower range of the above 
values as can be seen in the Ibanez et al. (1991) study of attenuation in sedimentary 
basins. Therefore, we estimate the representative values for Q(3.0) ∼ 100 for paths outside 
of sedimentary basins and Q(3.0) ∼ 50 for paths inside sedimentary basins. 

Assuming we can approximate the medium between the San Andreas fault and the 
PAS site by a homogeneous halfspace with c = 3.0 km/s (see Fig. 1) and a distance of 
x ∼ 50.0 km, Eq.(A1) gives  

 ( ) ( )( )17 3.0

0

50.0
e QA

A
−

< . 

This path is outside of the sedimentary basin and therefore the maximum amplitude is 
at most (we estimate the upper bound) reduced by 15% making the attenuation effect 
negligible. However, for a wave propagation inside the sedimentary basin we must be 
more careful. We can approximate the medium between the Newport-Inglewood fault and 
the PAS site as a homogeneous halfspace with c = 0.7 km/s (see Fig. 1) and a distance of 
x ∼ 30.0 km. Eq.(A1) gives  

 ( ) ( )( 45 3.0

0

30.0
e QA

A
−

< ) .  

This path is inside the Los Angeles sedimentary basin and therefore the maximum 
amplitude is at most reduced by 60% making the attenuation possibly more significant. 
However, this is an upper bound and therefore we know the maximum amplitudes without 
attenuation are a factor of 2 from the maximum amplitudes computed for models with 
a realistic attenuation. The effects of attenuation at the USC or SM sites are even smaller 
as the distances between faults and the sites are smaller. However, multiply scattered 
waves inside the basins may be more severely attenuated even at periods of 3 seconds. 
Therefore, our durations may be slightly overestimated and should be considered as an 
upper bound.  
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APPENDIX B 
SOURCE MODEL 

For a single fault plane the kinematic model of an earthquake is determined by the slip 
distributions (both size and rake), the rupture velocity , the hypocenter location and the 
time history of rupture the each fault element (e.g. specified by the slip history of points 
on the fault).  

The slip distributions (both size and rake) of the strike-slip Hector Mine, California, 
earthquake (Ji et al., 2001), the thrust-fault Chi Chi, Taiwan, earthquake (Ma et al., 2001), 
the thrust-fault Northridge, California, earthquake (Wald et al., 1996) and the strike-slip 
Landers, California, earthquake (Wald and Heaton, 1994) show that the slip size 
distribution on the fault plane are strongly heterogeneous. The slip rake orientation also 
varies around the average value. The inversions of the strong motion data prefer slip 
distribution concentrated in large asperities (e.g. Wald et al., 1996; Ma et al., 2001). In 
some cases, less than three asperities are required (Chi Chi, Northridge), but in others up 
to fifteen are needed (Landers, Hector Mine). To simulate realistic rupture scenarios, we 
have used four different slip distribution scenarios: two slip distribution models with only 
two large Gaussian asperities (with a peak slip that is ten times larger than the background 
slip) and two distributions with ten large Gaussian asperities (with a peak slip that is five 
times larger than the background slip). The definition of asperities in our model do not 
corresponds exactly to the asperities of Somerville et al. (1999) measuring average slip in 
an asperity (we characterize the asperity by a maximum slip) and counted small connected 
asperities as a single asperity. If similar definitions would be used the two large asperities 
model would have 3−4 times larger amplitudes and the ten asperities would model would 
reduce to 3−4 asperities with average slip 2−3 times larger than background, hence our 
slip models are consistent with Somerville et al. (1999). All asperities are located in 
a Monte Carlo fashion on the fault surface. Fig. 8 shows four slip distributions used for 
a simulations of rupture on the San Andreas fault. The strike and dip of each point on the 
fault is determined by the fault’s orientation. We randomized the slip’s rake orientation 
within a maximum of 20 degrees from the average rake on the fault. The randomized slip 
moment was smoothed over a distance of 5 km and renormalized to keep the total scalar 
moment M0 the same.  

The rupture velocity is an important parameter of the rupture scenario which can not 
be entirely predicted. We have set the rupture speed relative to a constant fraction of the 
local shear-wave speed (Olsen and Archuleta, 1996; Aagaard et al., 2001). To compute 
the rupture front time history, we use a simplified 2-D finite-difference travel-time 
algorithm (Vidale, 1988). To account for an unknown ratio of the rupture velocity to the 
S-wave velocity on the fault, we tested several values of the rupture velocity: 60%, 75%, 
and 90% of the S-wave velocity on the fault.  

Hypocenter location is another unknown variable of the rupture scenario. We tested 
5 different locations of the hypocenter on the fault: one in the center of the fault 
(representing bi-lateral scenario) and two locations on each side of the fault - one at the 
bottom of the fault and one at the center of the side of the fault.  

We have not varied the slip history (set to a ramp with the 3 seconds length) of each 
point on the fault. An alternative slip history functions can be accounted for by 
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Fig. 8. Four scenarios of a slip distribution on the San Andreas fault. The slip distribution is 
forced into randomly located asperities. The net moment is the same for all models. 

deconvolving the slip history function used in the simulation from the seismograms and 
re-convolving with the alternative slip history function. The slip history function does not 
influence the effects due to dynamic of the rupture or wave-propagation in a 
heterogeneous medium. Also, variation in the slip history does not appear to be 
a significant factor for the period range of interest in this study. For example, Aagaard et 
al. (2001) did not observe significant effects on the strong motion seismograms due to a 
realistic variation of the slip history. The slip history does, however, play an important 
role for shorter period seismic wave propagation and its variability should be factored into 
site and path effect for these periods.  

We have also not considered smoother slip distributions or rescaling a slip distribution 
of an earthquake to the size of fault planes of interest (e.g. Graves, 1998). The smoother 
slip distributions may result from smoothed inversion procedures. We do not know how to 
correctly randomize the rescaling of a slip distribution of an earthquake. However we 
tested a large number of slip distributions and the conclusions of this paper are not 
affected by these alternative slip distributions. We have also not tested the possibility of 
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the super-shear velocity rupture (e.g. Bouchon et al., 2001). As it is discussed in the main 
text most of the alternative source scenarios should only strengthen our conclusions. It is 
not an aim of this article to use all possible source scenarios, however the reciprocity 
method can evaluate response due to slip distribution and it is possible to use it for further 
studies of the source effects.  
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