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ABSTRACT: The semantic similarities are important in concept definition, recognition, categorization, interpretation, and integration. 
Many semantic similarity models have been established to evaluate semantic similarities of objects or/and concepts. To find out the 
suitability and performance of different models in evaluating concept similarities, we make a comparison of four main types of 
models in this paper: the geometric model, the feature model, the network model, and the transformational model. Fundamental 
principles and main characteristics of these models are introduced and compared firstly. Land use and land cover concepts of 
NLCD92 are employed as examples in the case study. The results demonstrate that correlations between these models are very high 
for a possible reason that all these models are designed to simulate the similarity judgement of human mind. 
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1. INTRODUCTION 

The evaluation of semantic similarities plays an important role in 
different contexts including: classification definition (Sokal, 
1974), categorization (Goldstone and Son, 2005), interpretation 
(Janowicz, 2008), information retrieval (Janowicz, 2011), and 
information integration (Hakimpour and Geppert, 2001).  
Previous studies are mainly conducted by psychologists 
(Gentner and Markman,1994; Goldstone and Son, 2005), until 
recently,  semantic similarities are highly concerned in 
Geographic Science for reasons such as requirements of 
interoperation between different systems (Sheth, 1999). 
A number of semantic similarity models have been designed 
and implemented in consideration of properties, relations or 
both. Some of them can be applied to evaluate similarities of 
both concepts and objects, while others can only calculate 
similarities of objects. A concept is abstracted from a group of 
individuals with some common characteristics. It is essential for 
memory and inference to human beings. In order to find out the 
suitability and performance of different models in computing 
concept similarity, a comparative analysis is needed.  
This paper investigates four main similarity models and gives a 
comparison of them in evaluating concept similarity. In Section 
2, we introduce the basic principles and present at least one 
classical method for each model. In Section 3, we analyse the 
main characteristics of these similarity models. Taking three 
category concepts of NLCD92 classification system as examples, 
we compare the results of semantic similarity calculated from 
different models and give a short discussion on the results in 
Section 4. Finally, Section 5 comes to a conclusion. 
 

2. A BRIEF REVIEW OF SEMANTIC SIMILARITY 
MODELS 

There are mainly five types of semantic similarity models named 
geometric model, feature model, network model, alignment 
model, and transformational model. As the alignment model 

limited by the constraint of one-to-one mapping, which is 
difficult to apply to evaluate the concept similarity (Schwering, 
2008), the other four models will be introduced in this section. 
 
2.1 Geometric Model 

A concept in the geometric model is represented as a region in a 
multidimensional space. Each dimension is a property of the 
concept, and the range of the dimension represents all possible 
values of the property. Instead of measuring semantic similarity 
directly, geometric models measure the semantic distance 
between concepts. In analogy to spatial distance, a generic 
formula for the semantic distance measurement is Minkowski 
Metric (equation 1). 
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distance. 
The similarity is a linear or exponentially decaying function of 
the distance (Melara et al. 1992). Equation (2) is a possible 
exponentially decaying function to transform semantic distance 
to semantic similarity, which results in a similarity normalized 
between 0 and 1. 
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2.2 Feature Model 

The basis of the feature model is set theory. Property values of a 
concept are represented as elements in a feature set. Semantic 
similarity is computed by taking into account both common and 
distinct features. Common features increase the similarity, while 
distinct features decrease the similarity. The most famous 
feature models are Tversky’s (1977) Contrast Model (equation 3) 
and Ratio Model (equation 4). 
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Where ()f  is the function either reflecting the salience or 
prominence of a set of features (Pirró and Euzenat, 2010) or 
simply determining the cardinality of the set (Schwering, 2006). 

1 2
C C∩  is the set of common features of two concepts, while 

1 2
C C−  (

2 1
C C− ) is the set of distinct features that belong to 

concept 
1

C  (
2

C ) but do not belong to concept 
2

C (
1

C ). θ , α  
and β  indicate the importance of different components in the 
similarity estimation. The sum of α  and β  should equal to 1. 
For the contrast model, the similarity value is not bounded 
between 0 and 1, which makes it difficult for interpretation. 
 
2.3 Network Model 

The basis of the network model is graph theory. Concepts are 
connected through appropriate relations, such as is-a relation, in 
the semantic network. Concepts are represented by nodes, while 
the relations between them are represented by edges. The 
similarity in the network model is calculated by graph-theoretic 
algorithms. A simple algorithm for semantic distance may be the 
shortest path model (equation 5). 
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For a semantic network with only is-a relations, similarity values 
in the network model is highly sensitive to the predefined 
hierarchy network (Rodríguez, 2000). 
 
2.4 Transformational Model 

The similarity in the transformation model is equal to the 
number of transformations to make one concept identical to the 
other concept (Hahn et al. 2009). When needed transformations 
increase, the similarity decreases monotonically. 
Transformational operations may be counted based on a coding 
language (Hodgetts et al. 2009). According to Kolmogorov 
complexity theory, the number of transformations is the 
smallest number of operations that the computer program 
transforms one concept into the other (Goldstone, 1999). 
Indeed, the calculation of the semantic similarity from the 
transformational model needs some comparisons (Grimm et al. 
2012). Transformational operations are only conducted on 

distinct components, while identical components are not 
considered. 
 

3. CHARACTERISTICS OF SEMANTIC 
SIMILARITY MODELS 

3.1 Similarity and Dissimilarity 

The semantic similarity is obtained directly or converted and 
normalized from the semantic dissimilarity (distance) indirectly. 
 The feature model is a typical representative of the former 
category. Common and distinct features are combined to 
evaluate semantic similarities. The more common features and 
the less distinct features, the higher is the overall semantic 
similarity.  
Different kinds of distance, including spatial distance, path 
length, and transformational complexity, are considered in the 
geometric model, the network model and the transformational 
model. There is a negative relationship between similarity and 
distance.  The shorter the distance, the higher the similarity. 
 
3.2 Properties and Relations 

Properties describe the characteristics of a concept, while 
relations describe connections between concepts.  
Properties are considered in all models except for the pure 
network model. The name and the range of the property are 
explicitly represented in the geometric model. Property values 
are arranged along the dimension in some rank. In the feature 
model, property values are simply listed in the feature set. In the 
transformational model, properties are aligned into two types of 
properties: matched property and unmatched property. 
Normally, less number of operations is needed to transform 
between the matched properties than the unmatched. 
Relations are considered in the network model and the 
transformational model. Relations in the network model are 
usually hierarchic or associative, while relations are aligned for 
transformation in the transformational model. 
 
3.3 Metric and Non-metric 

The metric character is the most important assumptions of the 
geometric model. In metric space, the semantic distance meets 
the three metric axioms (Gärdenfors, 2000): minimality 
(equation 6), symmetry (equation 7), and triangle inequality 
(equation 8). 
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The axiom of minimality indicates that if the distance between 
two concepts equals 0, then the concepts are identical. The 
axiom of symmetry indicates that the order of concepts does not 
affect the magnitude of distance. The axiom of triangle 
inequality indicates that the direct distance from one concept to 
the other is not larger than the sum of the distance from any one 
of them to an intermediate concept. 
The geometric model is set up on the metric space, which has 
been criticized for disagreement with human cognitive process. 
Hence, the feature model is designed which discards the metric 
character. Network models hold the axiom of minimality and 
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triangle inequality, while undirected network models keep 
symmetric and directed network models are asymmetric. For the 
transformational model, it holds the metric character except for 
the symmetry.  
The metric characteristics of the mentioned models are 
expressed in Table 1. It is clear that the main discrepancy is 
concentrated on the symmetric axiom, which is preserved by 
two models and disagreed by the other three. 
 
 SYMMETRIC MINIMALITY TRIANGLE 

INEQUALITY 
GEOMETRIC 
MODEL 

Yese Yes Yes 

FEATURE 
MODEL 

No No No 

NETWORK 
MODEL 
(UNDIRECTED) 

Yes Yes Yes 

NETWORK 
MODEL 
(DIRECTED) 

No Yes Yes 

TRANSFORMATI
ONAL MODEL 

No Yes Yes 

Table 1 Metric Characteristics of Semantic Similarity Models 
 
3.4 Degree of Similarity 

The degree of similarity refers to details of information 
employed to calculate semantic similarities. In other words, it 
indicates the ability to separate two concepts. 
Properties of a concept in the geometric model are explicitly 
represented as dimensions. The range of a dimension includes 
all possible values of the property, which may be nominal values, 
interval values, ordinal values, or ratio values. Different property 
values of the concepts within a dimension can have influences 
on the overall similarity. 
For the feature model, the property values are represented as 
elements in the set. Property information may be abandoned or 
implicitly presented as compound elements. For example, in 
Section 4.3, “Deciduous Tree” is a property value from which 
we may not be able to infer its original property name, while 
“Dominated area: [75,100]” describe its property name 
“Dominated area” implicitly with a compound element. From a 
feature model, the range of properties cannot be acquired either. 
Instead of considering properties, only relations between 
concepts are employed to evaluate similarity in a pure network 
model. However, a problem is that how the relations can be 
acquired if no information on relations is included in a concept. 
In authors’ opinion, properties need to be extracted and act as a 
basis to establish concept relations. 
The transformational model considers both properties and 
relations which are mainly perceivable, because we need to 
transform from one to the other. For example, the 
transformation may occur from the property of “Deciduous 
Tree” to “Evergreen Tree” or from the relation of “Horizontal” 
to “Vertical”. 
 

4. CASE STUDY: SEMANTIC SIMILARITY OF 
LAND USE AND LAND COVER CONCEPT 

4.1 Experiment Data 

As running examples we use three land use and land cover 
concepts of National Land Cover Data 1992 classification 
system (NLCD92), which is an II Level classification system 
modified from the Anderson Land use and Land Cover 
Classification System (EPA, 2008).  

The definitions of them are as follows. 
 

Forested Upland - Areas characterized by tree cover (natural or 
semi-natural woody vegetation, generally greater than 6 meters 
tall); tree canopy accounts for 25-100 percent of the cover. 
Deciduous Forest - Areas dominated by trees where 75 percent 
or more of the tree species shed foliage simultaneously in 
response to seasonal change. 
Evergreen Forest - Areas dominated by trees where 75 percent 
or more of the tree species maintain their leaves all year. 
Canopy is never without green foliage. 

 
“Forested Upland” is a First-Level concept, while “Deciduous 
Forest” and “Evergreen Forest” are sub-concepts of “Forested 
Upland” in the Second-Level of NLCD92. 
 
4.2 Experimental Results: The Geometric Model 

In geometric models, running examples can be represented as 
Figure 1. Concepts are mapped into a two-dimensional space: 
one dimension is “Tree Species” and the other is “Dominated 
Area”. The dimension of Tree Species is a nominal dimension 
with the range of {Deciduous Tree, Evergreen Tree}, while the 
dimension of Dominated Area is a ratio dimension with the 
range of [0, 100%].  The range of the super-concept covers its 
sub-concepts in this situation, which can be demonstrated from 
a comparison of dashed areas in Figure 1. 
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(a) (b) 
(c)  

 
(a) Forested Upland 
(b) Deciduous Forest 
(c) Evergreen Forest 

Figure 1 Representation of Running Examples 
in the Geometric Model 

 
As a concept is a region in the space, semantic distance can be 
equal to the distance between the region centroids. Results of 
the semantic distance and the semantic similarity of running 
examples are expressed in Table 2. 
 

 Forested 
Upland 

Deciduous 
Forest 

Evergreen 
Forest 

Forested Upland 0.00 (1.00) 0.35 (0.74) 0.35 (0.74) 
Deciduous Forest 0.35 (0.74) 0.00 (1.00) 0.50 (0.67) 
Evergreen Forest 0.35 (0.74) 0.50 (0.67) 0.00 (1.00) 

Table 2 Semantic Distance (Semantic Similarity) 
in the Geometric Model 
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The self-similarity, equal to 1, is the maximum along the 
diagonal. The similarity between sub-concepts (0.67) is smaller 
than that between the super-concept and a sub-concept (0.74) in 
the running examples. However, an opposite result can occur, 
especially in the situation when many sub-concepts inherit from 
one super-concept. 
 
4.3 Experimental Results: The Feature Model 

In the feature model, running examples are represented as 
unstructured feature sets, as illustrated in Figure 2. “Forested 
Upland” possesses four elements, while “Deciduous Forest” and 
“Evergreen Forest” possess two respectively. 
 

Dominated area:[75,100]

Dominated area:[25,75)

Evergreen Tree
Deciduous Tree

 

Dominated area:[75,100]

Deciduous Tree

 

Dominated area:[75,100]

Evergreen Tree

 

 
(a) (b) 
(c)  

 
(a) Forested Upland 
(b) Deciduous Forest 
(c) Evergreen Forest 

Figure 2 Representation of Running Examples 
in the Feature Model 

 
Properties, which are employed to characterize the concept, are 
not, or at least not explicitly, represented in the feature model, 
unless compound feature elements are used, e.g. “Dominated 
area: [75,100]”.  
Results of the semantic similarity of running examples in the 
contrast model and ratio model are expressed in Table 3, with 

1θ = , 0.7α =  and 0.3β = . 
 

 Forested 
Upland 

Deciduous 
Forest 

Evergreen 
Forest 

Forested Upland 4.0 (1.0) 3.4 (0.6) 3.4 (0.6) 
Deciduous Forest 2.6 (0.8) 2.0 (1.0) 2.0 (0.5) 
Evergreen Forest 2.6 (0.8) 2.0 (0.5) 2.0 (1.0) 

Table 3 Semantic Similarity in the Contrast (Ratio) Model 
 
In accordance with the geometric model, similarities of the ratio 
model are maximal and equal to 1 along the diagonal. For the 
contrast model, the situation becomes complex. The self-
similarity may be not the maximum, for example, the self-
similarity of “Deciduous Forest” (2.0) is smaller than that 
between “Deciduous Forest” and “Evergreen Forest” (2.6). 
Additionally, the similarity in the contrast model is not 
normalized to [0, 1], which makes it hard for interpretation. 
 
4.4 Experimental Results: The Network Model 

Instead of representing properties, relations between concepts 
are represented in the network model. In the running examples, 
only the is-a relation is employed, which leads to a simple 
undirected semantic network, as illustrated in Figure 3. 
 

Forested 
Upland

Deciduous 
Forest

Evergreen 
Forest

 
Figure 3 Representation of Running Examples 

in the Undirected Network Model 
 
If weights of all edges are identical and equal to 1, the results of 
the shortest path between concepts are presented in Table 4. The 
semantic similarity is calculated and normalized according to 
Equation (2). 
 

 Forested 
Upland 

Deciduous 
Forest 

Evergreen 
Forest 

Forested Upland 0 (1.0) 1 (0.5) 1 (0.5) 
Deciduous Forest 1 (0.5) 0 (1.0) 2  (0.3) 
Evergreen Forest 1 (0.5) 2  (0.3) 0 (1.0) 

Table 4 Semantic Distance (Semantic Similarity) 
in the Undirected Network Model 

 
The self-similarity value is still the maximum and equal to 1 in 
the network model. The similarity between sub-concept nodes 
of the same super-concept node (0.3) is smaller than that 
between the node and its super-concept node (0.5). 
In a hierarchic structure, general concepts (e.g. “Forested 
Upland”) are located in higher hierarchic levels, while detailed 
concepts (e.g. “Deciduous Forest”) are located in lower 
hierarchic levels. The similarity of concepts with a common 
super-concept in a closer hierarchic level should be larger than 
that with a common super-concept far away from hierarchic 
levels of themselves. 
 
4.5 Experimental Results: The Transformational Model 

Other than representing properties or relations directly, the 
transformational model concerns how to transform one concept 
into the other. A coding language is employed to represent 
concepts. Property values of concepts are labelled by English 
letters, here, with “A”, “B”, “C”, and “D”. Thereafter, concepts 
can be represented as a letter list. For example, “ABCD” 
represents “Forested Upland”, “AC” represents “Deciduous 
Forest”, and “AD” represents “Evergreen Forest”. We can 
transform these concepts to each other with three operations: 
delete, create, and apply, as illustrated in Figure 4. For example, 
“Forested Upland” can be transformed into “Deciduous Forest” 
by the operation of “delete” two times: delete  the property of 
“B” and delete the property of “D”. 
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A:Dominated area:[75,100]

C: Deciduous Tree

A: Dominated area:[75,100]

B: Dominated area:[25,75)

D: Evergreen Tree
C: Deciduous Tree

A: Dominated area:[75,100]

D:Evergreen Tree

Create(B)+Create(C)+Apply(B)+Apply(C)

Delete(B)+Delete(C)

Dele
te(

B)
+D

ele
te(

D)

Cr
ea

te(
B)

+C
rea

te(
D)+

App
ly(

B)
+A

pp
ly(

D)

Delete(C)＋Create(D)+Apply(D)

Delete(D)＋Create(C)+Apply(C)

Foreseted Upland

Deciduous Forest Evergreen Forest  
Figure 4 Representation of Running Examples 

in the Transformational Model 
 
The arrow-line indicates the direction of the transformation. It 
can be seen that the number of operations is not symmetric. 
Usually, the transformation from a general concept to a detailed 
concept needs fewer operations than versus.  
The results of the semantic distance and the normalized 
semantic similarity are expressed in Table 5. The self-similarity 
is maximal and equal to 1 along the diagonal as well. 
 

 Forested 
Upland 

Deciduous 
Forest 

Evergreen 
Forest 

Forested Upland 0 (1.00) 2 (0.33) 2 (0.33) 
Deciduous Forest 4 (0.20) 0 (1.00) 3 (0.25) 
Evergreen Forest 4 (0.20) 3 (0.25) 0 (1.00) 

Table 5 Semantic Distance (Semantic Similarity) 
in the Transformational Model 

 
4.6 Comparison of Experimental Results 

To present semantic similarity values of different models 
visually, the results are showed as Figure 5. The horizontal axis 
represents concept-pairs with the initial of each concept. For 
example, “FD” represents the semantic similarity between 
“Forested Upland” and “Deciduous Forest”. Since that 
similarity values of the contrast model are not normalized to [0, 
1], only results of the other four models are represented. 
 

 
Figure 5 Semantic Similarity of Running Examples 

in different Models 
 

The diagram demonstrated that the values of self-similarity in all 
four models are maximal to 1. For the running examples, the 
minimum value occurs at “DE”/”ED”, “DE”/”ED”, “DE”/”ED”, 
and “DF”/”EF” for the geometric model, the feature model, the 
network model, and the transformational model respectively. On 
average, the magnitude of the similarity values descends in the 
sequence from the geometric model, the feature model, the 
network model, to the transformational model.  
From the diagram, it seems that the trends of all four models are 
similar. To validate this, we employ Pearson's r to reflect the 
strength of linear relations between them (Table 6). 
 

 Geometric Ratio Network Transformational 
Geometric 1.00 0.92 1.00 0.98 

Ratio 0.92 1.00 0.93 0.82 
Network 1.00 0.93 1.00 0.96 

Transformational 0.98 0.82 0.96 1.00 
Table 6 Correlation of Running Example Semantic Similarity 

in different Models 
 
From Table 6, it is clear that correlations are all very high with a 
minimum value of 0.82 between the ratio model and the 
transformational model. It demonstrates that there is a strong 
positive linear relationship between these models. This should 
be so, as all models are designed to simulate the same process, 
the concept similarity in human mind. Although we can induce 
that there exist high correlations between models, a value of 1 
may not indicate the relation is linear because only three 
concepts are applied in the running examples. 
 

5. CONCLUSIONS 

This paper gives a comparison of four different types of 
semantic similarity models in concept similarities. In general, 
there is no unique representation for a concept. The feature 
model combines both common and distinct features to evaluate 
similarity directly, while other three models employ distance to 
separate similarity indirectly. The spatial distance, path length, 
and transformational complexity are measured in the geometric 
model, the network model and the transformational model 
respectively.  The geometric model and the feature model only 
take properties of concepts into account, while the pure network 
model only take relations into account. Both properties and 
relations can be applied in the transformational model.  The 
geometric model is a metric model, while the feature model is 
nonmetric. The network model and the transformational model 
are asymmetric, but hold metric axiom of minimality and 
triangle inequality. 
From the running examples of three land use and land cover 
concepts of NLCD92, the results show that similarities 
calculated from these models (except for the contrast model) 
accord with each other very well. Based on the analysis, it is 
reasonable that all models are designed to simulate an identical 
process of the concept similarity assessment in human mind. 
One possible trend of future researches on models for concept 
similarity evaluation is to integrate merits of different models 
into a hybrid model. Some researchers have made some 
contributions on this point.  For example, Schwering (2005) 
propose a hybrid model to integrate merits of the geometric 
model and the network model.  
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