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Abstract

Deep-sea sediment pore fluids contain a record of past glaciations in their [Cl] and N
18O. The signal of the Last

Glacial Maximum (LGM) ice volume increase remains in the pore fluids as a local peak in each of these species. Using
a one-dimensional model to account for the diffusive and advective transport within the sediment column since the
LGM, the past bottom water salinity and N

18Oseawater values can be estimated. The model is most sensitive to the
shape of the forcing function used to represent bottom water variations through time, the effective diffusion
coefficient, and the scatter in the data. Assuming steady-state compaction, the model is relatively insensitive to the
initial condition, the bulk sedimentation rate and the assumed porosity profile, though these last two are measured
independently. Overall uncertainties in the relative [Cl] increase at the LGM are between 0.1 and 0.5%, where the
mean ocean change is about 3.5%.
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1. Introduction

Measuring the temperature and salinity of the
past oceans is an important part of understanding
the role of ocean circulation in any past climate
regime. Of the two, salinity has proven to be
much harder to constrain. Foraminiferal [1,2]
and dino£agellate [3,4] transfer functions and
F/Ca [5] ratios in planktonic tests have all been

used, with varying degrees of success, to measure
the surface ocean salinity in the past. However,
until the advent of using pore water [Cl] pro¢les,
no method had successfully established the salin-
ity of Last Glacial Maximum (LGM) deep waters.

In the mid-1980s, McDu¡ measured a peak in
the [Cl] and N

18O of pore £uids at a sediment
depth of 25 m in the Equatorial Paci¢c [6].
McDu¡ recognized these peaks as the residual
signal of past glaciation modi¢ed by advection
and di¡usion. Using McDu¡’s data, Schrag and
DePaolo [7] showed how a simple one-dimension-
al di¡usion and advection model of pore £uid
transport could be used to reconstruct the local
LGM N

18O of bottom water. Recognizing that
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better data were needed, Schrag et al. measured
N

18O at high precision and high depth resolution
in the Equatorial Atlantic [8]. These data sug-
gested a much smaller change in N

18O due to con-
tinental ice sheets than previously thought [9].
These results have been con¢rmed with more
cores and indicate that deep-ocean temperatures
were near the freezing point at the LGM [10].

Using an analytical method borrowed from
McDu¡, Adkins and Schrag made the ¢rst com-
bined measurements of LGM N

18Owater and salin-
ity [11]. Bottom water salinity in the North At-
lantic at the Bermuda rise was found to be much
fresher than the assumed mean 3.2% increase
based on 125 m of eustatic sea-level change. In
principle the combined N

18Oseawater and [Cl] esti-
mates can be combined with benthic foraminiferal
N

18O at the same site to constrain the temperature
and salinity of deep-water masses at the LGM.
Based on several Ocean Drilling Program (ODP)
cores from a wide variety of sites, Adkins et al.
used this technique to make a glacial T/S plot for
the abyssal ocean [12]. This result demonstrates a
fundamental change in the strati¢cation of the
LGM relative to the modern ocean. As most of
the glacial deep ocean was cold and nearly iso-
thermal, salinity rather than temperature deter-
mined the density di¡erences in the deep waters.
However, the results of this analysis are depen-
dent on a careful understanding of the contribu-
tions of both data and model sensitivities to the
¢nal result. In this paper we concentrate on the
behavior of [Cl] in one-dimensional pore £uid
models, exploring the sensitivity to a wide range
of parameters. Although the sensitivity tests dis-
cussed here are speci¢cally formulated for chlo-
ride ions, the results share many features with
models of N

18O as well.

2. Methods

2.1. Measuring chloride at high precision in
pore £uids

We use the standard methods of the Ocean
Drilling Program [13] to recover pore £uids
from sediments. Whole rounds are cleaned of

mud that contacted drilling £uid and are pressed
in the standard ‘Mannheim’ squeezer. Once re-
moved from the sediment, pore waters are ¢ltered
through 53 Wm GFF ¢lters and heat-sealed in
glass ampoules or sealed in screw top glass vials
with plastic insert tops and para¢lm. Samples
stored in vials at sea are transferred to glass am-
poules immediately after they are received in our
shore-based lab.

Chloride ion concentrations are determined by
potentiometric titration of 750 Wl of pore water
against a silver nitrate standard. Values are re-
ported as g/kg to avoid measuring the in situ
pore £uid density for each sample. Unlike bulk
salinity, which is altered by the reduction of sul-
fate in pore £uids, chloride concentration is con-
servative in both the open ocean and the sedi-
ments (except in regions of clathrate formation)
and is therefore the best measure of past salt var-
iations. The measurement procedure follows the
pioneering work of Gieskes [13] and modi¢cations
made at Caltech. The chief improvement over the
earlier method is the use of a home-built autoti-
trator. All samples and IAPSO standards are di-
luted with approximately 5 ml of deionized water
after weighing in a small beaker containing a
magnetic stir bar. Using a microburette ¢tted
with a silver wire passed through the wall of the
main reservoir, the potential di¡erence across the
silver nitrate solution and the sample is monitored
with a voltmeter (Fig. 1). After adding approxi-
mately 99% of the AgNO3 needed to reach the
end point, silver chloride precipitates are ‘aged’
for 5 min to release Ag ions trapped in their
pore spaces. It is important to make measure-
ments at regular time intervals after this step to
reduce the e¡ects of voltmeter drift and di¡usion
of AgNO3 from the burette tip into the sample
solution.

Standard concentrations, generally around
0.2 M [Ag], are calculated from titrations with
an IAPSO solution of known salinity. Standards
are measured in triplicate at the beginning of each
day and occasionally checked at day’s end. Over
the course of a month, the typical lifetime of an
individual batch of standard, the silver nitrate
concentration drifts by less than 3 parts in 2000.
I and Br species will also precipitate as their re-
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spective silver salts, but concentrations are very
low in deep-sea pore £uids.

2.2. Pore £uid modeling

Pore £uid pro¢les are modeled using the one-
dimensional di¡usion/advection tracer equation:

P
DC
D t

¼ D

D z
PD

DC
D z

3Pg
DC
D z

þ Rxn ð1Þ

where C is the concentration of the tracer, t is
time and z is depth below the sediment^water

interface (positive downward). While there is evi-
dence for water exchange with clay minerals at
depth in the sediment (see below), our model as-
sumes the reaction term (Rxn) is zero. Where this
is not the case in the deep part of the pro¢le, we
alter the initial condition to simulate the e¡ects of
reaction on the LGM pore water maximum. The
di¡usion coe⁄cient (D) is temperature- and tor-
tuosity-dependent [14]. Porosity (P) and temper-
ature pro¢les for each site are taken from the
ODP Janus database (www.oceandrilling.org)
and tortuosity is modeled as 132ln(P) [14]. Using

Fig. 1. Schematic of the automated potentiometric titration of chloride ion with silver nitrate. A diluted 750 Wl sample of pore
£uid is titrated against an AgNO3 solution that has previously been calibrated with IAPSO. The end-point is determined by mon-
itoring the electrical potential between the sample solution and the pure standard in the microburette. As the added Agþ is con-
sumed by free Cl3 from the sample there is a large bu¡er region where the potential is large and invariant (black line with black
crosses). Once the last Cl3 is consumed, added Agþ leads to a large decrease in the measured voltage. The ¢rst derivative of this
curve (gray line with gray diamonds) is a sensitive indicator of the titration end-point.
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these pro¢les, the history of bulk sedimentation
rate and the assumption of steady-state compac-
tion [15], the £uid advection is given by:

g ¼ g 0
P 0

P

ð2Þ

g 0 ¼W 0
P x

P 0

ð13P 0Þ
ð13P xÞ

ð3Þ

At any time step the £uid advection vertically
within the sediment (g) is related to the advection
at the sediment^water interface (g0) by the poros-
ity pro¢le and the instantaneous bulk sedimenta-
tion rate (W0). This equation assumes that the
only £uid movement, outside of di¡usion, is due
to compaction of the sediment. This steady-state
compaction assumes that there is a depth (x)
where porosity does not change (Px). We do not
include the e¡ects of imposed £uid £ow from tem-
perature or pressure gradients in the sediments.
The MATLAB code is centered space and for-
ward time with upwind di¡erence for advection.
A gradient bottom boundary is used at the deep-
est points because sediment is passed out of the
model domain as the sediment^water interface (al-
ways the zero point) moves upward.

A history of the top boundary condition, the
concentration versus time plot of the sediment^
water interface, is the forcing we vary to ¢t the
measured pro¢le. We have important constraints
on the shape of this history and use the model to
¢t the amplitude of the switch from glacial to
modern conditions. Given this construction, the
model must be passed several arrays: depth pro-
¢les of porosity, initial tracer concentration, and
the temperature dependence of D, as well as the
time history of the sedimentation rate. Data for
all of these parameters, except for the initial con-
dition, are taken from shipboard data as recorded
in the ODP database. Sensitivities of the model
results to many of these parameters are calculated
and discussed below.

3. Results

Given weighing errors and a consistent delivery
volume of 0.003 ml, the theoretical uncertainty on

any single measurement is about 0.04%. Our rep-
licate precision comes close to matching this
propagated error, averaging around 0.05% (Fig.
2A). There was a step change in the consistency
standard in November 2000 because of a change
in the bottle’s storage container (Fig. 2B). On
days where the precision exceeds 0.1% we do
not continue to run samples.

We ¢nd three characteristic deep-ocean [Cl]
pro¢le shapes (Fig. 3). In all cases the top of
the pro¢le at the sediment^water interface is with-
in error of the bottom water value estimated from
modern hydrography. In many cases there is sig-
ni¢cant structure in the upper 20 m of the pro¢le.
In all cases, the upper portion of the pro¢le does
not track the model-predicted curve based on
known sea-level histories for the Holocene. These
upper pro¢le features represent a particular site’s
response to changes in the global salinity since the

Fig. 2. Reproducibility of the measurement from a surface
ocean salinity sample. Water from the Long Marine Lab
(Santa Cruz, CA, USA) was measured in triplicate every day
we measured pore water samples. (A) 2c error of the tripli-
cate measurements versus date run. After an initial learning
period, we consistently achieved R 0.05% precision or better.
(B) Absolute value of the consistency standard over the same
time period as in panel A. There was a clear jump in concen-
tration in November of 2000 due to a change in the storage
container.
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LGM. We will not concentrate on these features
in this paper but instead limit our discussion to
the LGM salinity signal contained in our mea-
sured pro¢les.

A ‘standard’ pro¢le, represented by Equatorial
Paci¢c Site 1239 in Fig. 3A, has a concentration
peak corresponding to the LGM in the upper
40 m. Below this feature the pro¢le gets progres-
sively less concentrated for either the rest of the
core or until methane clathrates are encountered.
At a small number of sites, we have recovered
pro¢les where there is a change in slope associated
with the LGM, but the pro¢le is always increasing
with depth. North Atlantic Site 984 (Fig. 3C) was
drilled near Iceland and shows the continuously
increasing behavior characteristic of sites near
large volcanic centers. As has been discussed by
other authors [16], this feature is probably due to
the conversion of fresh volcanic ash to hydrated
clay minerals. In these pro¢les, as clay minerals
swell with waters of hydration, chloride ion is still

conservative but water is not. This ash diagenesis
overwhelms the glacial^interglacial signal in [Cl]
and makes these sites pore constraints for LGM
salinity. Finally, several of the sites show an in-
termediate behavior between these two extremes
where the LGM peak is de¢ned but concentra-
tions at depth continue to increase after an initial
turn towards fresher values (Fig. 3B). Here there
is evidence for ash conversion but it is not large
enough to have erased the glacial^interglacial sig-
nal we attempt to model in the next section.

4. Model sensitivities

Given the number of arrays that must be
passed to the 1-D di¡usion/advection model, our
¢nal result for the salinity of LGM bottom water
at a given site could have many sources of uncer-
tainty. However, in this section we will demon-
strate that the three most important parameters

Fig. 3. Three typical pro¢les of [Cl] in the upper 250 m of deep-sea pore £uids. (A) Typical pro¢le from the Equatorial Paci¢c
(ODP Leg 202, Site 1239). There are some evaporated points in the upper portion of the pro¢le (con¢rmed by elevated N

18O in
the same samples) that are probably due to collection at sea. The data have the typical pro¢le of bottom water values at the
top; a maximum at several 10s of meters depth and a turn around to lower values as the bottom of the pro¢le that ‘feels’ the
basalt^sediment interface. (B) Typical intermediate [Cl] pro¢le that still leads to reliable estimations of glacial bottom water salin-
ity. There is still a discernable subsurface maximum with a turn to fresher values at depth. The deepest portions show an increase
in [Cl] as smectite formation takes up water molecules. (C) Typical pro¢le that does not constrain bottom water salinity at the
LGM. Here water uptake by clay minerals has overwritten the glacial signal of increased salinity.
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are the shape and amplitude of bottom water
boundary condition and the value of the e¡ective
di¡usivity. For two of these three variables we
have strong independent constraints. The third,
the glacial^interglacial amplitude of bottom water
salinity, is the result we are attempting to model.

4.1. Sedimentation rate and porosity

Together, the bulk sediment accumulation rate
and the porosity pro¢le set the pore water advec-
tion term. Because the Peclet number for all of
our sites and sediment depths ranges between
0.03 and 0.06, we do not expect there to be a large
sensitivity to the model’s advection scheme.
Where porosity is decreasing, the bulk sediment
is buried faster than the pore water relative to the
sediment^water interface (see Eqs. 2 and 3 above).
This appears, in the reference frame of a single
layer, as an upward movement of £uid, but it
does not mean that £uid is being pushed out the
top of the sediment column. New porosity, added
as the next layer of sediment is added, balances
this apparent ‘upward’ movement of £uid and
correctly models the addition of bottom water

to the sediment column. For a standard pore
water pro¢le, where [Cl] decreases after the
LGM peak, this advection works to dampen the
in situ chloride ion maximum and larger sedimen-
tation rates, for the same porosity pro¢le, will
increase this advective dampening a¡ect. How-
ever, larger sedimentation rates also increase the
di¡usion path length and lead to larger in situ
maxima.

The model’s sensitivity to bulk sedimentation
rate variation is shown in Fig. 4. We used a sedi-
ment column initial condition of constant [Cl]
(19.30 g/kg). Porosities from Site 1063 were used
in this test, but substituting other sites does not
change the fundamental result. In general our ¢-
nal calculated salinities are not sensitive to the
model porosity pro¢le because the shipboard
data (GRAPE and individual calibration points)
are comprehensive and accurate, and they allow
us to prescribe the correct pro¢le for each site a
priori. The model sediment column in Fig. 4 was
forced with constant bottom water [Cl] of 19.30 g/
kg, except for a 1000-yr long square wave of 20.30
g/kg from 20 000 to 19 000 yr BP. The resulting
pore water pro¢le at 0 yr BP for one run is shown

Fig. 4. Sensitivity test of sedimentation rate on the modeled LGM salinity. (A) Shape of the initial condition (gray line) and ¢nal
pro¢le (black line) after forcing with a square wave of 20.3 g/kg for 1000 yr, 20 000 yr ago. The sediment depth and [Cl] at the
maximum value are indicated. (B) Results of varying the sedimentation rate from 1 to 500 cm/kyr. Black squares show that over
this huge range of sedimentation rates the [Cl] changes are smaller than our analytical error. Gray circles indicate that the depth
of the chloride maximum can be driven about 15 m deeper over this s 102 range in deposition rate.

EPSL 6833 23-10-03

J.F. Adkins, D.P. Schrag / Earth and Planetary Science Letters 216 (2003) 109^123114



in Fig. 4A. We altered the bulk sedimentation rate
from 1 to 500 cm/kyr, ran the model, and re-
corded the maximum [Cl] in the pro¢le and the
depth of this maximum value. As expected, both
the maximum value and the depth of this peak
increased over the 500-fold range in sedimentation
rate. However, the range in [Cl], V0.016 g/kg,
is smaller than our analytical error for a single
point, 0.019 g/kg. Because we have independent
constraints for sedimentation rate from the core’s
age model, which are much better than a factor
of 500, our modeled [Cl] results are insensitive
to this parameter. The depth of the modeled chlo-
ride maximum does change by about 15 m in
this test. Without the independent information
about sedimentation rate from the core’s age
model, this deepening of the pro¢le could be
seen as a decrease in the e¡ective di¡usivity and
therefore a¡ect the modeled LGM salinity (see
below).

4.2. The initial condition and imposed advection

As with any time-dependent model, there is a
chance that our choice of initial condition for the
sediment column could a¡ect the ¢nal result. This
e¡ect is necessary and expected in the deeper por-
tions of the pro¢le, but is largely unimportant for
the region around the [Cl] maximum up to the
sediment^water interface. This fact follows from
the basics of di¡usion. For a model run of 125 000
yr and an e¡ective di¡usivity of 5U1036 cm2/s,
the di¡usive length scale is about 44 m. Including
both the sediment added over this time period and
the e¡ects of compaction advection pushes the
depth of sediment that ‘feels’ the e¡ects of
changes at the sediment^water interface to about
100 m. This e¡ect can be visualized by following
several time slices of a typical model run from its
initial condition 125 000 yr ago to the ¢nal pro¢le
we would measure today (Fig. 5). From these
25 000-yr time steps it is clear that the upper
50 m of sediment experiences large variations in
[Cl] due to the shape and amplitude of the bottom
water forcing function. In its upper portion the
¢nal pro¢le has no ‘memory’ of the initial condi-
tion. While this is true for the upper portions of
all our measured pro¢les, there is clearly di¡erent

behavior at depth in the sediment that requires
separate approaches to initial conditions.

For the standard pro¢les, where [Cl] decreases
with depth after the LGM peak, we establish an
initial condition by forcing the sediment column
with 3.51 Ma of bottom water [Cl] variability.
Starting with constant [Cl] in the sediment col-
umn, we force the top boundary with a scaled
benthic N

18O record from ODP Site 659 [17]. Us-
ing Site 1239 as an example and assuming a 4.0%
change in bottom water salinity from the LGM to
today as a scaling factor gives the black line
shown in Fig. 6. This line is then used as the
initial condition in the standard 125 000-yr runs.
We repeat this process for each site, changing the
glacial [Cl] amplitude and di¡usion coe⁄cient as
appropriate.

For these ‘normal’ pro¢les (see Fig. 3A), we can
test the sensitivity of the model’s shape at depth
in the sediment to our assumption of zero im-
posed pore £uid £ow. Keeping the same 4.0%
scaling and adding 0.01 cm/yr of £ow to Site
1239 changes the curvature in the lower portion

Fig. 5. Model evolution over 125 000 yr. The initial condition
(125-ka gray line) is very similar to the ¢nal result (black
circles) for the given forcing amplitude with a slight increase
in the total Cl content. Between these two times the pro¢le
gets progressively saltier as the glacial ice sheet increases in
volume. At 25 ka (thick black line) the pro¢le and bottom
waters are both near maximum [Cl]. During the deglaciation
there is a rapid £ip of the upper portion of the pro¢le as
bottom waters are diluted by rapid deglaciation.
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of the pro¢le (solid gray line in Fig. 6). Correcting
the mis¢t at the LGM peak by increasing the
scaling to 4.5% still preserves the incorrect curva-
ture at depth (dashed gray line in Fig. 6). As has
been demonstrated previously for pore water pro-
¢les of N18O [7,8], the deeper portions of the data
are a strong constraint on the range of possible
imposed advection values.

For pro¢les that do not continuously decrease
with depth below the LGM maximum, we must
change our modeling approach to ¢t the lower
portions of the pro¢le. The ideal solution is to
add a reaction term to the model equations to
simulate the uptake of water by ash diagenesis
and then run for 3.51 Ma using the same bottom
water forcing as above. However, this approach
introduces a suite of new variables (water uptake
reaction rate, the rate of ash addition through

time, di¡usion-limited ash diagenesis and the re-
action mechanism in general) that are not related
glacial bottom water salinities and do not a¡ect
the LGM results we are interested in here. For
altering the initial condition at depth not to a¡ect
our LGM results, the two processes, salt £ux from
the bottom water boundary and salt £ux from
water uptake into clay minerals, must be separa-
ble in space. In pro¢les that continually increase
with depth this is clearly not the case. For ‘inter-
mediate’ pro¢les the ash diagenesis £ux has not
been able to alter the signal from glaciation. It
might appear that chloride added at depth must
also be added in the LGM peak region, but in
intermediate pro¢les this £ux is too small to mat-
ter. To support the observed slope of [Cl] versus
depth at Site 1093 the reaction £ux need only be
V5U1039 g Cl/(kg yr). This is clearly not large
enough to a¡ect the signal from bottom water
salinity change since the LGM. These sites can
be successfully modeled because at the depth of
the LGM maximum the £ux of chloride ion from
ash diagenesis is small compared to the £ux from
changes in the bottom water [Cl]. True peaks in
the [Cl] pro¢le demonstrate that in situ £uxes are
small and the two processes, LGM bottom water
salinity changes and reactions within the sedi-
ments, are separable within the sediment column.

However, an in situ increase in [Cl] in these
intermediate pro¢les can a¡ect the modeled
LGM salinity indirectly because this reaction
£ux will change the slope of [Cl] versus depth
just below the LGM pore water peak. These ‘in-
termediate’ pro¢les can be divided into three re-
gions: the deglacial portion above the LGM [Cl]
peak, the deepest portion where [Cl] continuously
increases, and the middle portion between the
LGM peak and the turn towards higher values
(Fig. 7B). As described above, the upper portion
is mostly in£uenced by the imposed bottom water
boundary condition (see Fig. 5) and the lowest
portion has no e¡ect on the LGM peak. The mid-
dle portion, on the other hand, can have some
e¡ect on the modeled [Cl] peak because the dif-
fusion operator depends on the gradient in the
[Cl] slope. So, the steeper the [Cl] slope in the
middle portion of the pro¢le, the smaller (and
shallower) the chloride peak. This e¡ect is dem-

Fig. 6. E¡ect of imposed advection on the modeled pore £u-
id pro¢le. Data (black circles) are from Site 1239 in the
Equatorial Paci¢c. An initially constant pore £uid pro¢le
was forced with 3.51 Ma of sea-level change based on ODP
Site 659. The result with only compaction-driven advection
¢ts the deepest portions of the pro¢le very well. Adding a
constant imposed advection (i.e. from pressure or tempera-
ture gradients in the sediment) of 0.01 cm/yr (gray lines)
pushes the model pro¢le o¡ of the data at depth. Regardless
of the model’s glacial^interglacial amplitude, there is too
much curvature in the cases with imposed advection.
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onstrated for a variety of middle portion slopes in
Fig. 7. A family of possible slopes for Site 981 is
shown in Fig. 7A and their resulting ¢nal pro¢les
after 125 000 model years are shown in Fig. 7B. A
wide range of initial slopes leads to relatively
small changes in the modeled [Cl] at the LGM
peak. The di¡erences in the model pro¢les at
maximum [Cl] in Fig. 7B are much smaller than
the analytical error in chloride.

Our model results at the LGM peak are sensi-
tive to the initial absolute value of [Cl] at depth in
the sediment (dashed black line in Fig. 7, where
we have lowered all initial [Cl] values). This result
is simply due to the overall lower chloride ion
content of the pore water column in the dashed
black line case. These lower [Cl] values ‘pull’ the
same bottom water boundary forcing to an over-
all lower peak [Cl]. The e¡ect is analogous to the
standard pro¢le case where the shape of the pro-
¢le at depth is a strong constraint for the model’s

initial condition. For these ‘intermediate’ type
pro¢les, large amounts of scatter in the deeper
pro¢le can therefore lead to larger uncertainties
in LGM salinity through its uncertainty in the
initial condition. However, Site 981 is an extreme
case (see Fig. 3) and the di¡erent model peaks are
still within the uncertainty of the analytical error
bars. The measured modern pro¢le is a good ¢rst
guess at an initial condition for the model.
Changes in the [Cl] slopes at depth, simulating
di¡erent in situ inputs of chloride, have little ef-
fect on the ¢nal LGM salinity.

4.3. The shape of the bottom boundary condition

From Fig. 5 it is clear that the shape of the
bottom water boundary condition has a ¢rst-or-
der e¡ect on the modeled pore £uid pro¢le. We
construct our 125 000 yr of bottom water history
from a Paci¢c benthic N

18O record (V19-30) [18]

Fig. 7. E¡ect of a ‘kink’ or ‘turn back’ in the measured chloride pro¢le on modeled LGM bottom water salinity. (A) Several dif-
ferent initial conditions used to model the e¡ects of increasing [Cl] at depth in the pro¢le but retaining a turn towards fresher
values just below the LGM peak. Gray lines represent various slopes and depths of the ‘kink’. The black line represents an over-
all lowering of the salt content of the sediment initial condition. (B) Resulting pro¢les from the initial conditions in panel A. The
maximum chloride concentrations for all gray-line initial conditions are within analytical error of each other. The largest e¡ect is
for the lower overall salinity content of the sediment, but we have strong constraints on this value from the deeper part of the
pro¢le.
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and the coral record of sea-level history for the
past 30 000 yr [19,20]. In addition, we follow the
work of Chappel and Shackleton [21] to subtract
out the competing e¡ect of temperature variability
from the sea-level signal in benthic N

18O. This
change assumes that all of the deep-water cooling
happens at the isotopic stage 5e/5d transition and
that all of the deep-water warming occurs at the
isotopic stage 2/1 transition. The altered benthic
and coral records are then scaled to represent [Cl]
variability as shown in Fig. 8. At the maximum
sea-level lowering implied by the corals we assign
our maximum percentage increase in local chlo-
ride concentration. For the black line in Fig. 8
this [Cl] increase is 2.7% greater than the modern
bottom water value of 19.31 g/kg. For the same
shape of the bottom water history, di¡erent
LGM^modern amplitudes are imposed above
and below a best-¢t increase (gray lines in Fig.
8). For a sediment column equivalent to Site
1063 the resulting model pore water pro¢le is
the black line in Fig. 9. If we did not subtract
the e¡ect of bottom water temperature from the
benthic N

18O values the shape of our bottom
water [Cl] would be the gray dashed line in Fig.
8. This curve increases the mean bottom water
[Cl] at about 110 000 yr ago, or about 40 000 yr
before the correctly adjusted curve. Exposing the
sediment column to saltier waters for a longer

Fig. 9. Model results for the two di¡erent shapes of Fig. 8
and a glacial^interglacial amplitude of 2.7%. The uncorrected
curve is clearly saltier and has a greater [Cl] at the LGM
peak. These features are due to the much longer exposure of
pore £uids to salty bottom waters in the case where the tem-
perature e¡ect on benthic N

18O is not accounted for. The dif-
ference between these two curves represents about 0.3% in
the absolute value of reconstructed LGM bottom water [Cl].
However, pro¢les ¢t with the incorrect forcing would still
have the correct relative salinity changes.

Fig. 8. Shape of the bottom water boundary condition, the chief forcing of the pore £uid model. Solid lines are a combination
of the coral sea-level data for the last 30 000 yr and the deep-water temperature record of Chapell and Shackleton. Gray solid
lines are the 0.3% deviation from the black line’s glacial^interglacial amplitude of 2.7%. The dashed gray line scales [Cl] to the
benthic N

18O record of V19-30 uncorrected for the e¡ects of bottom water temperature change. This incorrect forcing shape ex-
poses the pore £uid to salty bottom waters about 40 000 yr earlier than the more realistic black solid line.
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period of time pushes more chloride into the mod-
el pro¢le and leads to larger modeled [Cl] peaks
for the same amplitude of the forcing function
(dashed gray line in Fig. 9). In our ¢rst work on
Site 1063 [11] we did not use the corrected curve
and reported an LGM salinity that was about
0.2% too high (which is an 8% larger model am-
plitude). For our latest compilation of pore £uid
pro¢les [12] we corrected this oversight.

4.4. E¡ective di¡usivity

The di¡usion coe⁄cient for chloride ion in sea-
water is about 1.18U1035 cm2/s at 5‡C [22]. How-
ever, electrical gradients, bioturbation and other
unmodeled processes, in addition to the porosity,
tortuosity and temperature e¡ects that we do con-
sider, lead to di¡erences in sediment di¡usivity
from this open ocean number. To account for
this variation, we assign a separate di¡usion co-
e⁄cient for each of our sites by exploiting the fact
that the distance a di¡usive process will move
material is independent of the size of the forcing.
So, we can use the depth of the [Cl] peak to con-
strain Deff and then use the measured amplitude
and Deff to determine the bottom water salinity at
the LGM. This calculation assumes that we have
accounted for all of the non-di¡usive in£uences
(described above) on the depth of the [Cl] peak.
Analytical errors and general scatter in our pro-
¢les both lead to uncertainty in Deff and therefore
directly to uncertainty in LGM salinities. These
e¡ects in Site 1063 are shown in Fig. 10. A best-
¢t Deff is 2.9U1036 cm2/s (black line). Keeping
everything else about the model the same, this
value has been increased by 120 and 150% for
the gray lines and decreased by 50 and 70% for
the gray dashed lines. Given the anomalously low
[Cl] at 25 m both the 120 and 70% changes are
still reasonable ¢ts to the data. For Deff values
that are too low, the shallow points at 20 and
15 m are too far from the model curve. For Deff

values that are too high the model peak falls be-
low these two data points. In general we ¢nd that
scatter in the pro¢les leads to about a 30% un-
certainty in Deff and a 0.1^0.3% uncertainty in the
LGM salinities. These errors are included in our
reported values.

5. Discussion

5.1. Overall uncertainty in salinity reconstruction

The overall e¡ect of the model sensitivities
enumerated above is to impart a quanti¢able level
of uncertainty to the LGM salinity from each
measured deep-sea pore £uid pro¢le. The largest
sources of error are the value of Deff , the scatter
of the data points in the pro¢le, and the shape of
the bottom water boundary condition. However,
this last e¡ect has an interesting feedback with the
choice of Deff . The modeled pro¢le is sensitive to
the timing of the glacial maximum. Moving the
LGM peak of the forcing function back in time
deepens the modeled pore £uid peak and would
seem to require a larger glacial^interglacial ampli-
tude to ¢t the data. Both of these features arise
from the longer time the model has to di¡use
away the LGM signal. But the implied larger am-
plitude from the model is actually o¡set by the
decreased Deff needed to match the model depth
with the data. A smaller Deff means that a smaller
model forcing is necessary to ¢t the measured

Fig. 10. E¡ect of the e¡ective di¡usion coe⁄cient on model
¢ts. Deff can vary by about R 20% for any given pro¢le be-
fore the depth of the [Cl] maximum does not match the
data. This variation in Deff is included in our estimates of
LGM bottom water [Cl] uncertainty.
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pro¢le because the signal does not di¡use away as
rapidly. These two e¡ects compensate for each
other and the result is a reconstructed LGM bot-
tom water salinity that is very similar for both the
early and the late LGM scenarios. This balance
between Deff and the modeled amplitude also
holds true for pro¢les of N

18O [10].
Three previously published pore water pro¢les

can demonstrate how the largest sources of error
translate into an overall uncertainty in the LGM
bottom water salinity (Fig. 11). These three pro-
¢les were all used to generate the T/S plot for the
LGM [12], they have di¡erent levels of scatter in
the data and they have di¡erent Deff s in their
models. Pro¢les are ordered from least precise to
most certain in Fig. 11. The largest absolute un-
certainty is at Site 1093, but this is also the South-
ern Ocean location with the largest glacial^inter-
glacial salinity change. Site 981 (Fig. 11, left) has
a large degree of scatter in the samples, which
translates into about a 10% relative uncertainty.
Individual points with low [Cl] like the one at
72 m are clearly artifacts from sampling because
there is no way a di¡usive water column could
retain such a large gradient in salinity over
1.5 m. This pro¢le was measured at Caltech
long after the cruise collected the pore £uids.

The V5-yr time lag is probably the largest source
of [Cl] change.

In contrast to Site 981, Site 1123 has a very
tight pro¢le in the upper and lower portions, out-
side of some clear low [Cl] £iers. This coherence
leads to a relative uncertainty of about 5%. How-
ever, at the LGM peak there is a decision to be
made. Gray lines in Fig. 11 (right) represent
R 0.2% changes in the model’s glacial^interglacial
amplitude. We could have ¢t a family of lines
through the fresher points at the LGM peak
and reported a smaller salinity, but this strategy
would leave the data around 20 m too salty. In
this case, the sampling at sea would have had to
evaporate some samples and freshen others. We
choose to model the saltiest points and assume
that there was a slight problem with drying the
squeezers in-between samples on this cruise. As
we have recently collected some Equatorial Paci¢c
pro¢les (Leg 202) that also show at least a 4%
increase in the LGM salinity (J.F.A., unpublished
data), this choice seems to have been the correct
one.

Relative uncertainty at Site 1093 lies between
the two others. This pro¢le has a clear evapora-
tive enrichment of chloride in several of the upper
points. The shipboard data show a roughly linear

Fig. 11. Three pro¢les of [Cl] that show the e¡ects of scatter in the data and model uncertainties. (Left) Site 981 from the Feni
Drift. (Middle) Site 1093 from the Southern Ocean south of the Polar Front. Gray crosses are shipboard data that have larger
individual uncertainties (not shown) but a consistent overall trend. Open circles are Caltech data that are clearly a¡ected by
evaporation post-shipboard measurement. (Right) Site 1123 from the Chatham Rise.
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increase in [Cl] from the sediment^water interface
to the LGM peak. Our Caltech data agree with
the shipboard results everywhere except the upper
part of the pro¢le. Clearly these samples must
have evaporated between sealing at sea and trans-
port to our lab at Caltech. Even with the extreme
care taken by the shipboard scientists, evapora-
tion from glass ampoules occurs in some samples
on virtually every ODP leg. However, outside of
these sampling artifacts, Site 1093 has a relatively
tight distribution of data. The scatter at the LGM
peak translates into a larger relative uncertainty
than at Site 1123 because Deff is larger for the
Southern Ocean site. At Site 1093 the depth of
the [Cl] maximum is 15^20 m deeper than all oth-
er sites. A deeper peak in the pro¢le demands a
larger Deff and therefore a modeled LGM salinity
that is more sensitive to scatter in the data.

After all of this discussion of possible problems
in the model, it is important to note one fact. The
three most important contributions to our mod-
eled uncertainties at a given site are scatter in the
data, the choice of Deff , and the shape of the
bottom water boundary condition. However, the
¢rst-order signal of di¡erences in LGM salinity
between sites, that drives many of the conclusions
in our previous work [12], is determined by the
data, not the model. Our measured pro¢le ampli-
tudes, from LGM peak to modern bottom water
value, are the most important parameters for set-
ting the modeled LGM salinity. Our freshest site
(1063) has the smallest measured change, while
our saltiest site at the LGM (1093) has the largest
amplitude in the data. As a rule of thumb, you
could take the measured v[Cl] and multiply by
two to get the LGM salinity change. The model
is important for estimating uncertainties in this
number, and getting better accuracy, but the prin-
cipal signal is set by the data.

5.2. Using the pore £uid data without a model

In some sedimentary environments it is tempt-
ing to use the pore £uid data from the upper
portions of the pro¢le to constrain the LGM bot-
tom water N18O and salinity without resorting to a
sediment column model. With a very high sedi-
mentation rate one might expect that the LGM

bottom water signal could be ‘trapped’ at depth in
the sediment before di¡usion could work to
dampen the signal [23]. But this interpretation
misses the point that pore waters and sediments
at the same core depth are not the same age.
Di¡usion and advection begin the instant the
ocean is converted from bottom water to pore
£uid. As long as porosity is interconnected, the
N

18O and [Cl] signals ‘feel’ the surface. This e¡ect
is demonstrated in Fig. 4B. For very large sedi-
mentation rates (5 m/kyr) there is a 10-m change
in the depth of the [Cl] maximum, but a very
small change in the chloride concentration at
that maximum. For a forcing that increases [Cl]
by 1 g/kg there is only about 0.28 g/kg of signal
left after 20 000 yr (Fig. 4B). Di¡usion is still
working to e⁄ciently dampen the signal in this
case.

Plots of [Cl] versus N
18O for a single core show

the trends in [Cl] and N
18O of the local bottom

waters through time, including the e¡ects of dif-
fusion and advection. Given that the deeper por-
tions of the core are e¡ected by both the bottom
boundary conditions and reactions in the sedi-
ment, Duplessy et al. [24] suggested using the
[Cl] vs. N18O trends in the upper sediment column
to extrapolate to the LGM end-member without
using a 1-D model. Using the data from Site 1063,
they found larger values of N

18O and [Cl] for the
LGM than an earlier paper of ours that included
a sediment di¡usion model [11]. This extrapola-
tion approach can lead to large errors in sedi-
ments where there are multiple processes occur-
ring at di¡erent depths. An extrapolation of the
[Cl] versus N

18O plot for Site 981 is presented in
Fig. 12. The modern and modeled LGM bottom
water values are shown in dark gray and con-
nected by a dashed line. Extrapolation lines
from the data just above and just below the
LGM peak in the data are shown as long black
arrows. Duplessy et al. imply that the intersection
of these two lines leads to a better representation
of the LGM bottom water conditions. At Site 981
the upper trend line comes close to ‘pointing’ to-
wards the modeled LGM answer, but is clearly
a¡ected by the fact that the trend near the peak
LGM data is di¡erent from the trend near the
core top. If we used just the shallow values,
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then the trend line would miss the modeled point
by a large margin. Below the LGM data peak the
trend line is determined by the separate shapes of
N

18O and [Cl] at depth in the core. The [Cl] ‘turn
around’ discussed above is absent in the N

18O
data. This leads to a very steep line that cannot
represent the LGM bottom water characteristics.
These features lead to an intersection point that is
clearly unrealistic for the LGM. While the sepa-
rate evolution of N

18O and [Cl] after the LGM is
an interesting open question, a 1-D model is
needed to accurately determine the LGM bottom
water values.

6. Conclusions

Modeled salinities of the LGM bottom waters,
as derived from pore £uid measurements, are in-

sensitive to sedimentation rate, the choice of ini-
tial condition and porosity variations. Results are
sensitive to the choice of di¡usion coe⁄cient, the
shape of the bottom water forcing function and
the scatter in the data. In general the data show
an increase of about 1.5^2.0% from the sediment^
water interface to the LGM peak at several 10s of
meters depth. Measurement errors of around
0.05% (2c) therefore translate into about a 30:1
signal-to-noise ratio, or better. Measured pro¢les
are sometimes a¡ected by both evaporation and
freshwater addition during the sampling and stor-
age prodedures, but these e¡ects are readily ap-
parent and can be eliminated from the modeled
data set. Given the combined data and model
uncertainties, the overall error at any individual
site varies between 2 and 15% (or 0.1 and 0.5%
where the mean ocean change is 3.5%). This is
comparable with the uncertainties in N

18O recon-
structions [10].
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