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1 Introduction

Some questions in linguistics have persisted through hafstseoretical changes. The conflict
between affixless and morpheme-based theories raisesamsest this type. In its contemporary
incarnation, at least two significant objections that haserbraised against affixless theories are
that they (i) render the interface between syntax and maoglyocopaque, and, (ii) have serious
difficulties with the analysis of blocking (e.g. Halle (1990loyer (1992), Marantz (1992), Halle
and Marantz (1993), Embick (2000), Embick and Halle (20@jybick and Marantz (2008)).
Nevertheless, the tension between morpheme-based ani@ssftkeories is as relevant as ever
(see 83). My objective here is to develop a further line oiargnt in favor of morphemes, and

against affixless theories; one that also opens up new questi the study of morphophonology.

*Some of this material was discussed in my Spring 2012 seratrenn, and | thank the participants for a number
of important comments, suggestions, and corrections. Khafso to two reviewers for a number of detailed and

helpful comments that have greatly improved the paper;retatpt having the space to address their points in full.
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Non-affixal morphological alternations— that is, phonological al&gions that are
morphologically triggered or targeted— are often takenrtavide evidence for affixless theories.
In this paper | will develop an argument for the opposite ¢tasion. The argument is based
on the observation that morphophonological changes beas\vé they have amorphological
locus i.e. they operate in a way that is expected if they are lindedctly to a morpheme
that has a position (hierarchically and linearly) within amplex word, and act in a way
that is (phonologically or morphologically) local to thatorpheme. This aspect of non-affixal
morphology is a component of a broader theory of morphoplogizal locality, one that is
based on morphemes and the principles governing their csitigoo into complex objects (see
Embick 2010, to appear). Crucially, to the extent that theemrtheory of morphophonological
loci follows from a morpheme-based theory of morphologgngicant generalizations about
morphophonology are missed in affixless frameworks.

Ideas along these lines have been advanced in differensforrthe literature. In my view,
however, these points have neither been fully appreciatadjeveloped in sufficient detail. In the
pages that follow | will first outline a generalized theorymbrphophonological loci in 82, and

then illustrate difficulties for affixless theories in 83; &ncludes.

2 A Morpheme-Based Theory of Loci

The empirical focus of this paper is on different types otlewitly non-affixal alternations, of the

types illustrated in (1-3).German Umlaut is vowel fronting triggered by several morphs that

1| say “evidently” here because if autosegments can be therexps of Vocabulary ltems, then at least some of

these alternations could be treated with “normal” Vocalyulasertion (see section 3).
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have nothing in common, as far as the synchronic grammamisezoed (see e.g. Lieber (1980,

1987) Kiparsky (1996); Wiese (1996a, 1996b) ; Embick andéH&005)):

1)
basc umlauted gloss mor phosyntactic feature
lauf-en  lauf-t ‘run’ 3sg present verb
Huhn  Huhn-er ‘hen’ plural

Vater  Vater-chen ‘father  diminutive
Europa europé-isch ‘Europe’ adjective formation

hoch hoch-st ‘high’ superlative

In the Arawakan language Terena, first person singular lzegbby progressive nasalization
(from left-to-right), with (simplifying somewhat) the sgmd stopped by obstruents, which become

pre-nasalized (see Akinlabi 2011 and references cite@}her

(2)
3sg 1sg gloss
anne dine ‘sickness’
emadu emal ‘boss’

owoku dvd"'gu  ‘house’

wurifo TWi?i"30 ‘to ride’

take Ndaki ‘arm’

paho  "baho ‘mouth’

In the Ethiopian Semitic language Chaha, verbs suffixed wighthird singular masculine
object marker (3sgM.OBJ) show labialization of the rightimabializable consonant (Banksira

(2000), Rose (2007)). Than morpheme is analyzed as a “case” affix that precedes 3sgM.OBJ,
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so that the middle column is derived frommRoOT-“CASE”"-3sgM.OBJ (3sgM.OBJ position is

marked withA):
3)
without obj. 3sgMasc Obj. gloss
kotofo kotofWo-n-A ‘chop’
nokoso nokVoso-n-A  ‘bite’
K'osoro k'Wosoro-n-A  ‘erect’

My primary claim is that essential generalizations aboatldtality of alternations like those
seen in (1-3) follow directly in a morpheme-based theory,nmi in an affixless theory. An initial

statement of the observation to be explained in this wayvisrgin (4):

(4) Morphophonological Locus(ML): A morphophonological rule triggered by morphee

behaves as if the effects of the rule are local to the posdfot

The wording in (ML) assumes that there are morphologicadigditioned phonological rules: that
is, that the identity of morphemes is available in the phoggl such that phonological processes
may be triggered by certain morphemes, or apply to some reanph and not to others. See 83 for
some further discussion of this point.

The importance of Morphophonological Locus has surfacdteniterature in some different
forms. For example, Lieber (1987), who develops a theoryhictlwvthe exponent of a morpheme
may be (or include) an autosegment, emphasizes that thityozamutation processes (among
which she includes German Umlaut) follows from the positba morpheme in a complex word.

Other observations along these lines can be found as®vwébwever, these observations have

2For example, Salanova’s (2004) study of truncation poimtstie role of morphemes in constraining

morphophonological changes. Elsewhere in the literatilme,idea that various morphophonological changes are
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not, to my knowledge, been organized into a general the@ydmphasizes the centrality of the

morpheme for non-affixal morphology.

2.1 Morphemesand M orphophonological L oci

Morphemes play a defining role in explaining MorphophonaalbLocus. A starting point in
the theory of this effect is the idea that in a morpheme-basedry,“words” are realizations of
morphemes combined into syntactic structure; | will asstina¢ these are complex heads of the

type schematized in (5):

(5) [ vRooTW] X]Y]

Morphemes arranged in a structure like (5) are linearly mdian the PF component of the
grammar; this gives them a linear position with respect th@dher. With this in mind, my claim is
that the generalizations stated as Morphological Locuan@pccounted for by the Morphological

Locus Theorem (6):

(6) Morphological Locus Theorem: A morphophonological change triggered by morpheme

X is phonologically or morphologically local t8.

The rest of this section shows how (6) follows as a theoremtieary with (i) morphemes, along
with (ii) morphological and phonological locality conditis on operations.
With respect to (ii), some care must be taken to explain whynfékes reference to both

phonologicaland morphologicallocality; this is a key theme throughout this section. Fag th

effected by autosegments etc. that must be either prefixalftixal can be found in Akinlabi (1996) (Akinlabi (2011)
calls this property “directionality”). Along the lines mued by Lieber, Wolf (2006) employs constraints that force

mutations to have a locus, and argues against affixlessomaref OT morphophonology on this basis.
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moment, it can be seen how (6) accounts for the basics of.(lh3)e case of German Umlaut,
the affixes triggering the fronting process are suffixes.sTthe fact that the process applies to the
final vowel of Europato derive the adjectiveuropé-isck i.e., that Umlaut applies locally “from
right to left’— follows directly2 With Terena 1sg, the change is triggered by (or is the expasfen
a prefixal agreement (AGR) morpheme: [AGR [Noun/Verb.. §g(&e.g. Akinlabi 1996, 2011, Wolf
2006); this explains why nasalization has the locus thatesdAlthough there is no “overt” prefixal
material before the verb with 1sg, there is an overt 1pl AG&ipmwith vowel-initial words, and
2sg AGR is marked morphophonologically from left-to-rigistwell (Ekdahl and Grimes (1964));
there is thus clear motivation for prefixal AGR. Finally, theabla 3sgM.OBJ morpheme originates
in a suffixal position, where other object morphemes ocdw;fact that it labializes locally from
right-to-left is therefore expected.

The MLT (6) is at the core of a morpheme-based theory’s magshbnological predictions;
and, as simple as it is, it cannot be formulated straightfodly in an affixless approach (83). Of
course, there are some different auxiliary theories thatrine combined with the MLT to account
for certain types of phenomena that have been noted in #ratiitre. For example, the infixation of
a morpheme will result in that morpheme not being in its loasislefined by the MLT. However,
as noted by Halle (1990), infixes are prefixes or suffixes treasabsequently moved; in my view
either morphologically (see Embick and Noyer (2001), Ekl{2007)) or phonologically (see
e.g. Halle (2001) the overview in Yu (2004)). The positionimfixed morphemes is therefore
expected to be local to their original position, as definedh®y MLT. Effects that are perhaps

similar because of their relation to phonologically-defirabjects are found with reduplication

3See also Lieber (1987) and Wiese (1996a) for this point. Boresdiscussion of the phonological locality of this

process in forms lik&/ater-chersee e.g. Kiparsky (1996).
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and other prosodic phenomehalthough | cannot examine these phenomena here, they bighli
the importance of taking the MLT as part of a theory that ipooates both morphological and

phonological representations and locality conditidns.

2.2 Locality

The MLT specifies that morphophonological changes havewsldgeyond this, there must be an
additional theory of the precise locality conditions undgrich such alternations occur. Building
on earlier work (see below), | hypothesize that there are kimds of “morphophonological”
alternation in the broad sense. One is subjeahtophologicallocality, which | take to be the
concatenation (=immediate linear adjacency) of morphethesother type obeyphonological
locality (e.g., adjacency in autosegmental represems)tio

As a first step, some terminology is in order. Morphophonigiaigalternations havériggers
(the cause of the alternation) atargets (the object that undergoes the phonological change).
Moreover, both targets and triggers can be eitmerphologically(M-) or phonologically(P-)

defined. M-triggers are seen in (1-3), where specific morg@semduce the change; M-targets

4with reduplication, this is sometimes analyzed with theaitleat “heads” are targeted; e.g. Aronoff (1988). Other
phenomena that are worth examining in this connection wevthugmentation” of the types seen in Classical and

Modern Greek; it is also possible thge- prefixation in German patrticiples could be analyzed in thesas.
5In fact, morphological and phonological locality are onlgripof the picture. For reasons discussed in Embick

(2010) with reference to allomorphy, syntactic localitygtheory of phases, Chomsky 2000, 2001; see Marantz (2000,
2007, 2012) and Embick and Marantz (2008)) also plays a nodeitain morphophonological interactions. However,
integrating such considerations into morphophonologibabry presents numerous complications, as stressed by
Lowenstamm (2010) with reference to the Level 1/Level 2idision in English affixes. See as well Marvin (2002,

2012).
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are found when a particular set of Roots or morphemes undedfparzge (while others do not)
and, moreover the set cannot be defined phonologically. kample, German Umlaut applies
to e.g.laufenrun in the 3sg present tense to produi&ef-t; but e.g.kaufen‘to buy’ does not
undergo Umlaut (3sg presehkauf-). Or, for example, Spanish diphthongization occurs under
stress, yielding alternations likgensarto think’, piénso‘think-1sg’; but it only applies to certain
targets like v/PENS, and not others (comparensar ‘tauten’, with 1sgtensg.® P-targets and
triggers are defined in purely phonological terms, i.e.hait reference to the specific morphemes
involved.

In these terms, Embick (2012) hypothesizes that there are distinct types of

morphophonological alternations:

(7) a. Morpheme/Morpheme (M/M) Rules): Rules that have an M-Target and and M-Trigger.
=-Operate in terms of morphological locality/Cannot skip niames.
b. Morphophonological Rules (M/P) Rules): Rules that have either an M-Target or an
M-Trigger, with the other component being phonological.

=-Operate in terms of phonological locality/Can skip morpheme

Starting with M/M-Rules, Embick (2010) builds on earlier on proposing that contextual
allomorphy- crucially, the suppletive type effected byVoeabulary Insertion operation— requires
the concatenation of morphemes. More precisely, a morph¥nwan have its allomorphy

determined byY only when it is immediately adjacent ¥: i.e., whenY X or X"Y. Building

5The relationship between affixation, stress, and diphtizatign in Spanish is quite complicated. For example,
there are well-known cases in which certain affixes thatcafftress do not affect diphthongization; see Bermudez-
Otero (2006) and references cited there, as well as Embk2j2for some comments from the perspective of the

framework discussed here.
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on this proposal, Embick (2012) observes that the M/M-Rul@3 {equire information about two
morphemes in exactly the same way. For example, in the Enghst tense, the Rool/SING
appears asangwhen it is local to the past tense morpheme T[+past]. In diatethis to happen,
both v/SING and T[+past] have to be visibses morphemes.e., as the specific Root and morpheme
that they are, in order for the change to appl.a way that covers both M/M-Rules and contextual
allomorphy, theMorpheme Interaction Conjectule/pothesizes that all processes referring to two

morphemes as morphemes are subject to the same lineatyjawaldition:

(8) Morpheme Interaction Conjecture (MIC): PF Interactions in which two morphemes are

referred toas morphemesccur only under linear adjacency (concatenation).

Calabrese (2012) provides a compelling analysis of a cadledf effects in the Italian past
tense called th@passato remotadhat illustrates the effects of concatenation in M/M-Rul€Ekis
tense shows a number of irregular verbs with stem allomotipdiyis restricted to the 1sg, 3sg, and

3pl forms; (9) illustrates with a small sample of such verbs:

9)

inf. 1sg 239 3sg 1pl 2pl 3pl
(&) ‘come’ venire ¢hni  venisti ¥hne venimmo veniste  ewhero
(b) ‘move’ mwovere mSsi mwovésti mése mwovémmo mwoveste oBEero
(c) ‘put mettere  misi  mettésti  mise mettémmo  metttéste emis

(d) ‘see’ vedere vidi  vedésti vide  vedémmo vedéste videro

The 1sg, 3sg, and 3pl forms of these verbs show changes tethetem, whereas the rest of

the person/number combinations show the stem form thatirefon other tenses (cp. the infinitives

"Note in addition that for this to occur, the T[+past] morpheamd+/SING also have to be in the same phase-cyclic

domain; see Marvin (2002) and Embick (2010) for discussion.
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venireetc.). The relevant changes are triggered by the past teaggheme T[+past], and apply
only to certain verbs, making them M/M-Rules in the classiiiraabove. Calabrese shows that
traditional explanations, which rely on (essentially detipe) allomorphy driven by stress, fall
short in explaining the distribution of regular and irregyustem alternants. His argument is that
the irregular stem alternants are found only in the 1sg, 8sd,3pl because it is precisely these
forms that have no theme vowel. According to this analy$ient there are two morphological

representations underlying the two type of Passato Remibterretic (10a) and thematic (10b):

(10) a. Athematicy/RoOT-T[+past]-AGR: 1sg mwov-s-— missi

b. Thematic\v/RoOOT-THEME-T[+past]-AGR: 2sg mwov-e-J-sti— mwovesti

The representations in (10) abstract away from certainildettaat play an important role in
Calabrese’s treatment (e.g., Tense and AGR fuse in thenaatitsj. The key point for present
purposes is that the rules that derive irregular stem altpinpare constrained to apply only when
the Root and T[+past] are adjacent. As Calabrese demonstifaitekocality-based view accounts
for stem allomorphy and a number of other morphophonoldgitects seen in the Passato Remoto
forms in a direct and constrained way; a significant advanee alternatives in which stem choice
is determined by paradigmatic structure, or global phogickd properties.

Moving past M/M-rules and the MIC, for the M/P-Rules (7b) whast issue is the idea that
locality defined in terms of phonological representatiomy tme morphologically “non-local”; i.e.,
may skip morphemée&Thus, even though such rules are triggered by specific morpseor target

specific morphemes, they obey the locality conditions tpatyato phonological rules. This is an

8Carstairs-McCarthy (1992) highlights the importance ofotphologically non-local” interactions along these

lines, with an illustration from Zulu palatalization. Sde@Hyman et al. (2008) for some related phenomena.
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important observation, as it highlights the fact that sudbg are “part of the phonology”, despite
their morphological conditioning.

A first illustration of the “morpheme-skipping” effect care lrawn from Banksira (2000),
using the process of labialization in Chaha (recall (3) apoVais process labializes the first
potential target to the left of the 3sgM.OBJ morpheme, whassatipn is symbolized withoA
below? In the following examples, labialization affects the matgfive morphemep in (11a),
skips benefactiver to labialize 1sg subjecki in (11b), and skips benefactive and 3sgM.SUBJ
-@in (11c) to labialize the medial consonant of the root. Nbotg &ll of these examples include a
final tense morpheman which, even though it is phonologically a possible targdabfalization,
is to the right of the 3sgM.OBJ morpheme, and therefore navgeted; this is a good example of
Morphophonological Locus, since right-to-left labialime starts from the object morpheme, not

e.g. from the right edge of the word (labialized elementdatdfaced):

(11) From Banksira (2000:284, 296-7)

a. kofot -xi B A -m  — Kofot-Xi-w-o-m
open-1SG.SUB -MAL -3SGM.OBJ-TNS

‘I have opened (something) to his detriment.’

b. kofot -xi -r -o/\ -m — kofot-x"i-r-o-m
open-1SG.SUBJ-BEN -3SGM.OBJ-TNS

‘I have opened for him.’

c. kofot-@ -r -9\ -m — kof"oto-G-r-o-m
open-3SGM.SUBJ-BEN -3SGM.OBJ-TNS

‘He has opened (something) for him.

9Banksira treats 3sgM.OBJ astJ, where the /U/ component contributes [round] and [highjfess that are spread

to the left. See his book for other important details coniceythe phonology of labialization.
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A second example of skipping morphemes can be seen in soheetdiaf Italian, which show
a process callethetaphonythe raising of a stressed vowel when the following syllateatains
a high vowel. For an overview see Maiden (1991)), and, forpth@nological change(s) effected,
Calabrese (1999, 2009). In certain dialects of Italian, @alywa appears post-tonically. In some
of these dialects, the second person singular agreemenA@R) affix— which historically was
(metaphony-triggering)i, as in Standard Italian— continues to trigger metaphong;istshown in

(12) for the dialect of Ischia (the left columns show Staddégalian for comparison):

(12) Metaphony triggered by AGR (Maiden 1991:15&nt/kandsing’

St. Italian Ischia, Campania
pr.ind. impf.ind. pr.ind. impf.ind.
1sg canto cantavo kand kandaw
2sg canti cantavi kendo kandevo
3sg canta cantava kand kandaw
There are two observations to be made here. The firstis thatising is a morphophonological
change triggered by the 2sg AGR morpheme. The second idihgarget of the change need not
be morphologically adjacent. The imperfect indicativaridancdevo consists of four morphemes:
a Root, a theme vowel (underlyingly /a/), a past tense morghepand the 2sg AGR morpheme
-o: [[[ VKAND a] v] o]. The change that is effected by metaphony triggered by Z38 Ahen, is
not restricted to adjacent morphemes. Rather, it skips thetpase morpheme; that is to say, it

obeysphonologicallocality, and affects the autosegmentally adjacent theomesl/
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In both the Chaha and the Ischia examples, the morphophanaladpange may be realized
on a morpheme that is not morphologically concatenated tv@hrigger of the change. Rather, it

is realized on an element that is phonologically local tottlyger.

2.3 Synopsis

The theory outlined in this section hypothesizes that mopplonological changes in the broad
sense might be the result of rules that have distinct lgcabhditions: M/M-Rules, which apply
to concatenated morphemes; and M/P-Rules, which operatens iof phonological localit}?

The full range of predictions of this approach remain to beegtigated. Moreover, there
is more work to be done on the precise nature of integrategpatogical and phonological
representation, in which specific morphemes and their lirdations play a role (along the lines
investigated in e.g. McCarthy (1981) and subsequent worlshduld be stressed, however, that
while many alternative formulations of morphophonologjiogality may be considered, the core
fact to be accounted for is that there am@melocality conditions that regulate the application of
morphophonological alternations. That is, Morphophogal Locus must be accounted for, and

theories are deficient to the extent that they allow stermgimg and other morphophonological

191t js also conceivable that certain alternations might altybe triggered in both ways. With respect to German
Umlaut, a reviewer makes the important observation thatendgértain affixes trigger the change in a target-specific
way (recall examples in 2.2 above), other affixes appeardgdr it regularly. These are called “Umlaut variable” and
“Umlaut conditioning” respectively in Lieber (1987:10@ne possible line to investigate is that Umlaut is an M/M
rule with the former class of affixes, but an M/P rule with thttdr. As the reviewer notes, further complications arise
because of apparent cases of optionality in the Umlautsydteany case, much remains to be said about this process

with reference to the M/M versus M/P rule classification, dtsiderations of space rule out further discussion here.
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alternations to be triggered in an unrestricted way. Thikésessential theme of the next section,

where comparisons with non-affixal theories are undertaken

3 Some Pertinent Comparisons

At the outset | noted that non-affixal changes are often takbe problematic for morpheme-based
theories, and as evidence for affixless theories. The redsothis are supposed to be clear: e.g.,
whereasedin the past tensplayedof play looks like a morpheme, the change seersangfrom
singdoes not; not in any obvious sense, anyway. By this last cornhmaean that it is probably
true that if we look only at the formsang(or at the formssing and sangtogether), it might not
be obvious whysangshould be analyzed as containing (at least) the two morphef&NG and
T[+past]. On the other hand, if we consider the syntacticessic fact thasang(like e.g.play-ed

is used for “past tense of/SING” only in a subset of past tense clauses in English— i.e., if we
consider its relation to clausal syntax, and interactioitis Wwto-C movement, negatiodp-support
etc.— the need to treaingas consisting of/SING and T[+past] at some level of analysis is much
clearer. On this point, see Chomsky (1957:58), which is fichmi¢h reference to Hockett's (1954)
discussion of how morpheme-based theories might handlafixal alternations.

In any case, although the idea that morpheme-based théaweddifficulties with non-affixal
alternations is familiar, explicit arguments that elaterand develop this point are not always
easy to find. Anderson (1992) provides a useful point of esfee, as it is a sustained attempt
to motivate and develop a theory that dispenses with morple(ior inflectional morphology,
anyway). As justification for this move, Anderson argued thahe class of contributors to the

form of complex words looks more like the set of changes madehlonological rules than it does
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like a lexicon of listed word-like elements” (1992:72). ealizing, the conclusion is that, “Since
a process-based approach naturally accommodates affixbtibnot vice versa, the alternative we
should prefer is to explore a theory of morphological preess (1992:68).

It is important to note that this argument concentrates emgtiestion of whether non-affixal
alternations can be reducedtoto to affixation. This is, in my view, somewhat misleading. What
is at issue is this. In a theory with morphemes, an appareothyaffixal alternation like German
Umlaut could, in principle, be treated in one of two waysheit(i) (morpho)phonologically, with
a list of morphemes that trigger a fronting rule; or, (ii) wesertion of autosegments, so that, for
instance, Umlaut-triggering morphemes are those whosenexjis begin with the feature [-back]
(see e.g. Lieber 1987). In the latter case, the need for “hadggically triggered phonological
rules” is avoided; instead, morphemes plus “normal phamglproduce what look like non-affixal
changes. For convenience, the generalized version of gee(ty approach— one which replaces
morphologically-conditioned phonological rules withengson— will be referred to as%@cabulary
Insertion Only(VIO) theory. In these terms, Anderson (1992:68) critisizeeber (1987) (and
others) on the grounds that while certain non-affixal aliéoms might lend themselves to a VIO
analysis, others (subtractions, exchange rules, chdits)sbannot be treated in affixal terms. It is
for this reason, Anderson concludes, that an affixless yhsoequired.

It is important to note that the correctness of the VIO apghos irrelevant as far as
the main argument of this paper is concerned. The reasonhieri$ that the argument
centered on Morphophonological Locus can be framed eitheterms of a theory with
morphologically-triggered phonological rules (as in gat2), or in terms of a theory with VIO
(since the inserted autosegments etc. will have their locasmorpheme that has a position). For

the rest of this section, then, the question to be addresseddan all “morphological changes” in
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the broad sense be treated affixallyidtead, it isdo morpheme-based or affixless theories provide
the basis for the correct theory of morphological and mongtanological locality?The status of
VIO will be left for another occasioft

| will speak generically of affixless theories in addressihg locality question, so that the

argument is intended to apply to a wide range of approath®shematically, affixless approaches

1Regarding VIO for M-Triggers, Bye and Svenonius (to appe@selop something along the lines of Lieber’s
(1987) program (although other assumptions that they mbkatansertion at non-terminals might complicate the
predictions about Morphonological Locus; see Fn.15 beld} not clear at this point that VIO extends naturally
to all of the phenomena treated with morphologically candiéd phonological processes. Beyond the question of
how all M-Triggers can be reduced to Vocabulary Insertiofiurgher question for VIO is how to account for the
properties of MTargets Recall from section 2.2. that processes like German UnaadtSpanish Diphthongization
apply to some morphemes, and not to others. lllustratink thi¢ latter, the morphemes undergoing this process could
be identified morphologically (e.g., with diacritics, asHiarris 1969), or phonologically (by making the underlying
phonological representations of diphthongizig@eNs and non-diphthongizing/TENsdistinct, as in Harris (1985)).
To the extent that “abstract” phonological solutions areatways available (or correct) for M-Targets, the theorif wi

require phonological rules that make reference to specifiphemes.
12For example: there are several affixless approaches wiikehAhderson, follow the lead of Matthews (1972),

Aronoff (1976), and others; e.g. Pullum and Zwicky (19913 &tump (2001). With respect to stem alternations in
particular, there is also the “morphomic” approach adveddty Aronoff (1994) (also a continuation of views from
Matthews (1965, 1972)), which also has connections to diegh(e.g. Maiden (2004); see many of the papers in
Maiden et al. (2011)). Many of these movements separatestileas from broader architectural questions concerning
syntax, semantics, phonology etc. in such a way as to maksasital comparisons difficult (although see Embick
(1998), (2000) and Embick and Halle (2005) for some disaumssf Aronoff’s approach).

On the more experimental side, work in the “words and rules!’ elated frameworks seems to assume something
like Anderson’s view of what it means to be formed by rule; seg Pinker (1999), Pinker and Ullman (2002),

and the discussion in Embick and Marantz (2005). Furtheldafieterms of theoretical perspective, Seidenberg and
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derive the forms of words by operations that apply to repreg®ns consisting of Roots and

matrices of features like (14); compare the structured dexngf morphemes in (13):

(13) (14) i
[ VROOT +W] +X] +Y] W
VROOT| +X
+Y

In the affixless representation in (14), all of the featumresesually “close” to each other, and
to the Root. This is a defining property of such a theory. Witk th mind, the claim | will now

develop is stated in (15):

(15) Affixless theories make no predictions about the Itgalbf morphophonological

interactions, because the MLT (or something similar) cabedormulated in such theories.

Comparison with the theory of 82 is important for understagdil5). Take, for concreteness,
an instantiation of (13)/(14) in whicWV is Aspect,X is Tense, and is Agreement; this is the
typical structure of a verb in many languages. Assume furtth&t these are suffixesy/ ROOT-
ASP-TNS-AGR. The theory of section 2 says that in complexdésns which there are overt
realizations Aspect and Tense, a morphophonological ngigdred by e.g. 1pl AGR might not be
able to affect the Root. If it is an M/M-rule, then it is predidtthat no change to the Root will

be possible, period, because such rules require the cortaie of morphemes. If the change is

Gonnerman (2000) and Hay and Baayen (2005) are representtamples of approaches that seek to eliminate

morphemes in more radical ways.
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effected by an M/P rule, then it could only affect the Root & #xponents of Aspect and Tense are
not themselves phonological targets (or phonologicalk#es) of the chang®®

The point of (15) is that these types of predictions cannahbée in a theory that eliminates
morphemes. There are at least two ways of making this pagttiecise, corresponding to two
different ways of analyzing non-affixal changes in affixléssories.

A first type of analysis employstem insertion Anderson’s (1992) treatment of irregular
inflection and stem allomorphy holds that esgngis a (suppletive) allomorph (“stored stem”) of
V/SING; the [+past]-specified stesangbeats the default stegingwhen v/SING is bundled with
T[+past]}* Stem insertion has serious problems with blocking, as d&ediby Halle and Marantz
(1993). The further point raised by (15) is that it makes ipassible to formulate a local theory
of Morphophonological Loci: since all of the features araiaty local in representations like
(14), any feature (or any subset of features in a representite (14)) could potentially trigger
stem allomorphy of a “non-affixal” morphological type. Tiiea that certain changes cannot occur
because of the distance between the trigger and targettdaafmmulated. Thus, in this approach,

there are not expected to be any effects of morphophonealbigicality in languagé?

131f the M/P rule is iterative, it could apply to intervening pect and Tense, and the Root as well.
14The same kind of stem insertion could be at the heart of Ma{@@f4) and related treatments of stems, although

it is difficult to tell, since an insertion mechanism is noesified.
15This argument also applies to approaches like Siddigi (Ra@8ich treats stem allomorphy of tlseng'sangtype

by fusingnodes in structures like {f' SING V] T[+past]]; this creates representations like (14) proiMocabulary
Insertion. Some theories that allow insertion of phonalabimaterial at non-terminal nodes are subject to this
argument as well (see Bye and Svenonius (to appear) forerafes), to the extent that the relevant non-terminals

contain feature bundles like (15).
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A second way of reasoning through (15) is as follows. Theodlilee Anderson’s (e.g. Stump
2001, although it differs in other ways) use blocks of rutesgell-out feature bundles like the one
in (14). In Anderson’s formalization, theseord formation ruleWFRs) are phonological rewrite
rules. So, for example, the plural of an English noun dkgis formed by taking the representation
dod+pl] and rewriting it with the rule /X/+pl—=/Xz/ that adds /z/. Suppose now that rather than
treating non-affixal changes with stem insertion, as dsedsbove, such changes were treated
with rewriting rules. Again, the question is as follows: iffeatures are equally close to the Root
and to each other in representations like (14), then whyldhmorphophonological changes ever
show any sort of locus? The representation in (14) makes at@npal interaction among features
possible, thus allowing every conceivable trigger/targtdraction. So, “local changes” could be
analyzed by manipulating how the rule blocks are orderetiigeByy, By, and B, be rule blocks
realizingW, X, andY, it would be possible to say that the featirériggers a change that applies
to the output of By and Bx to the Root by stipulating the block order (i\B (ii) Bx, and (iii)
By. But this order in no way follows from (14), where, as stressieadve, all features are equally
close to each other. Thus, it would also be possible to orddock B,” sensitive toY first (since
Y and the Root are visible to each other in (14)), such that amitggered by the feature
would apply to the Root even when there are overt reflexa&/, 0K, andY in that order. More
generally, the morphosyntactic representation (14) dag¢place any constraints on the order
of morphophonological rule blocks, making any set of intéoms possible. In short, affixless
theories may manipulate rule blocks to account for loc&ralitions, but only because they allow
for completely non-local alternations as well.

Another way of making this point is as follows. In an affixleggproach that employs rewrite

rules, such rules are not expected to have the locality ptiepeof phonological rules, because
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they are morphological; i.e., triggered by features inegpntations like (14). But since there are
no morphemes, they do not have morphological locality priogeeeither. Anderson (1992:45-6)
seems to be aware of this issue, but does not, in my view, gurffig acknowledge its implications,
viz. the predicted absence of any locality effects in mogstamology.

In summary, to the extent that extremely non-local effeéthe type outlined above are not
found, then “non-affixal” changes are problematic for affed theories. Given the observations
about Morphophonological Locus outlined above, the buafgaroof must be on advocates of the
affixless theories to show either (i) that there are in fadtaaly non-local morphophonological
changes in the world’s languages, or that (ii) there is agttiorward way of accounting for

morphophonological locality in an affixless theory.

4 Conclusionsand Further Directions

The basic claims of this paper are that (apparently) noraffnorphological changes (i) have a
Morphophonological Locus in a word that determines wheey ipply, and (ii) that the correct
theory of such Morphophonological Loci follows from a moegphe-based theory, but cannot be
derived in an affixless view. Within the general frameworkassSumptions that | have adopted
here, there are different approaches that can be takendswha locality of morphophonological
operations. At a minimum (and putting to the side the quasifoeducing everything to Vocbuarly
Insertion), there are M/P-Rules that show the locality cbons characteristic of phonological
operations. Such rules connect with important developsgngenerative phonology, in which
morphologically-conditioned phonological rules are teghwith other “normal” phonological

rules (Halle 1959 and related work). For reasons that camwigéitthe type of information found in
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(suppletive) contextual allomorphy, | hypothesized fartim section 2 that there might be another
type of rule, the M/M-Rules, which, because they make refeén the identity of two morphemes
as morphemes, require morphological concatenation.

There are many additional topics to be addressed in a morepretvansive theory
of morphophonology. Fundamental representational questabout how morphological and
phonological information is accessed in the PF componamtect with other substantive questions
about the division of labor between Vocabulary Insertiod gre phonology (leading, for example,
to the question of how much “non-affixal” morphology can bdueed to the former). Whatever
specific directions these latter lines of investigation the, general point that defines the present
work is that the morpheme is indispensible for understapdow syntax, sound, and meaning are
connected in language. In in this | echo Halle (1990), a ptpihas launched so much productive
work because of its insistence that the morpheme in all adiiteensions must be at the heart of

morphological theory.
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