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1 Introduction

An essential question for many theories of grammar is howpti@nological
properties of a complex form relate to the phonological @spntations of its
constituent parts. A working hypothesis (with an analoguéh@ semantic side)
is that the phonological form of a complex expression ischéfé not only by
the phonology of its individual parts, but also by the way imeh the complex
form is assembled. Determining (i) the division of laboneen these two com-
ponents of the theory, and (ii) specifying how informatidiroat combinatorics
affects phonological representations are two major gdaissearch in this area.
Althoughitis in principle compatible with a number of difést assumptions
about the operation of the phonology, Distributed Morplggls centered on the
idea that investigations of phonological form are inexhiy linked to the theory
of morpheme composition. In particular, a consequenceeffsumption that
morphemes are syntactic objects that are combined in syntrivations is
that part of the theory of phonology interacts with broadsues in syntactic
derivation, like phase-based cyclicity. Lowenstamm’srgavork (2010, 2012)
develops important insights on this theme. The main focug2010 paper is
the observation that there gyama faciedifficulties in reconciling phonological
effects attributed to cyclic derivation with recent thesrithat posit the cyclic
spell out of syntactic structure. My goal in this paper isdoHl at the nature
of these difficulties. Although I will work towards a diffemeset of conclusions

* Aspects of this material were presented at McGill in May o®d20my Fall 2012 seminar
at Penn, the CRISSP lecture series in Brussels in the sunfr@éda, and the F-MART reading
group at Penn in June of 2013; thanks to the participantsdipfhl discussion. The author’s
research is supported by the Eunice Kennedy Shriver Nafiostiute of Child Health & Human
Development of the National Institutes of Health under Ahvidumber RO1HD073258



2 EMBICK

from those advanced by Lowenstamm, the overarching theddressed below
are inspired by his ideas in ways that | hope are clear throutghe discussion.
Lowenstamm (2010) argues that theories with cyclic spetllig@a Marvin
(2003) and Embick (2010a) are incapable of accounting fttepas of stress
placement in English morphology. This argument is basedhenassumption
that these theories employ a versiormpbise impenetrabilitipy which stress in
spelled out domains is inalterable. For convenience, thergéposition at issue
will be referred to a®®hase Impenetrability for Phonolodi1P):

(1) PIP: The complement of a phase heads inaccessible to computation
(=cannot be seen or altered) for phonological computattathexnext
phase heagd outside ofr and beyond.

Lowenstamm’s position is that two assumptions producelprod with PIP;
these are(Al) that derivational exponents realize (cyclic) categorfiriieg
heads, as in Embick and Marantz (2008) and references tited;tandA2)
that the cyclic domains of phase-based theories are iggtithe phonological
cycles of Chomsky and Halle (1968) (SPE) and related workst\bhis paper
is devoted to eliminating (A1) and (A2), by reworking the défon of phases
in a way that allows for the derivation of stress shift whilaintaining PIP.

This paper develops another response to difficulties with Pargue that
it is PIP that should be abandoned, at least as stated in \{i)J. propose that
phonological representations in cyclically inactive damsaare visible to certain
phonological computations, and may even be altered. Inramgatic form,
| will suggest that potential changes to cyclically inaetphonological repre-
sentations are limited in a way that is embodied in the dividietween cyclic
and non-cyclic (including with the latter phrasal or phoyrsactic) phonologi-
cal rules. A key idea at work here, which is addressed at vafmints below, is
that phase cyclic locality interacts with parochial prdjgs of the PF interface,
so that concerns of the latter sometimes override the fomranited ways.

The approach that | develop allows (Al) to be maintaineds Thimpor-
tant to the extent that (A1) makes correct predictions abgciic domains for
allomorphy (and allosemy; Marantz 2013), as opposed to yieeccdomains
posited in Lowenstamm’s approach. My view is that Lowenstésrtheory al-
lows for PIP-compatible phonology in a way that is probleamé&r the the-
ory of domains for allomorphy/allosemy, but it is not pos$sitp undertake a
point-by-point comparison of these predictions here. kétbpect to (A2), the
idea that cyclic spell out domains correspond to SPE cysksgjon 5 advances
the argument that this identification of domains is untegalwhether or not a
phonological cycle is triggered on the domain defined by &iqdar morpheme
appears to be unrelated to whether or not that morpheme li€ aythe sense
of phase theory. In articulating this point, | draw on workndan the theory of
Lexical Phonology, which (interpreted in the frameworkiamsd here) provides
numerous examples of mismatches between phonologicalleasgycles.

Draft revised in September, 2013



¢-CYCLES AND PHASE CYCLES 3

2 Phase Cycles andln)activity

The theory of phases in Embick (2010a) is based on the assmtpat cer-
tain morphemes- including the “category-defining” heads, a, etc.— define
the domains that are cyclically spelled out (cf. Marantz2Z@D07; Embick and
Marantz 2008). While Embick (2010a) is focussed on PF, anallomorphy in
particular, the (strong) hypothesis that the same domaesstevant for mean-
ing is explored in work by Marantz (2013) for allosemy (costml effects on
polysemy)! Moving to particulars, this theory holds that a domain defibg
cyclic headr is spelled out when another cyclic heads merged into the struc-
ture. When this happens, non-cyclic morphemes’, etc. that are on the spine
between: andy are spelled out along with, as shown schematically in (2):

(2) Schematization of cyclic domains

a. Step 1: cycligg merged with [X [ Y [ z vVRoOT ... ]]]

b. Step 2: cyclic domain centered er= [ X [ Y [ x vVRooOT ... ]]]]
sent to interfaces.

In addition to defining spell-out domains, this theory alefites which subdo-
mains aranactivefor computation in later cycles. The specific claim of Embick
(2010a) is that when a higher cyclic head likes spelledoutinfy [ X [Y [z [

RooT ... ]]]II, the complement of the inner phase head inactive (cp. Chom-
sky (2001)). For convenience, the part of the theory thandefivhen elements
are (in)active is summarized in (3):

(3) AcCTIVITY COROLLARY (AC): In|[ .... 2] ... y], x andy cyclic, the
complement oft is notactivein the PF cycle in whicly is spelled out.

With reference to (2), the AC specifies that in the PF and LHResyim whichy
is operated on, the Root (and other material in the compléonfer) is inactive.
The AC implements a version of the Phase Impenetrabilityd@mm that
refers to the specific concerns of PF. To understand whates rout, a defini-
tion of what it means to bén)activeis required. Looking at contextual allo-
morphy, Embick (2010a) proposes tlaativemeandgdentifiable as a particular
morphemeBY this definition, when material becomesctive its identity as a
morpheme (i.e., as a particular functional morpheme, ot)Rzam no longer be
referred to. With respect to PIP, the pointis that inactieenal in the sense just
defined possesses a phonological representation. Anardlyidthe phonologi-
cal representations of inactive material act inert for all PF computation— this
is my take on Lowenstamm’s observations about stress shihglish deriva-
tional morphology, and on the cases to be examined in se8tion

1For some related questions in derivational morphology sseEmbick (2012b) with refer-
ence to some questions raised in Lowenstamm (2010).

Draft revised in September, 2013



4 EMBICK

Before looking in more detail at phonological (in)activitlyis important to
be precise about two sets of predictions that derive fromAtbefor (i) contex-
tual allomorphy, and (ii) morphophonological alternagofhese predictions are
essential because to the extent that they are correct, logythat aspects of PF
operate in ways that are predicted by a theory with phaseebssell-out.

For contextual allomorphy, witlr, y cyclic andY and W non-cyclic in
[[[[ vVRoOT W] ]y ]Y ], the ACTIviTY COROLLARY says that the com-
plement ofz— i.e., the Root andiV’— are not active in the cycle whenandY
are operated on. Thus, the theory predicts that contexioat@rphy aty (or at
Y’) could not make reference to the identity of the Root, or orttorphemé?l’.
This prediction is discussed in detail in Embick (2010a).

The AC also makes predictions farorphophonologicatules: i.e., phono-
logical rules whose trigger or target is a particular morpheor set of mor-
phemes.Because a morphenié must be referred to in these rules, AC predicts
that they can apply only in a cycle in whidli is active. With reference to (2-3),
then, there are the following predictions:

(4) Predictions of the AC for morphophonology

a. Outery orY cannot undergo morphophonological rules triggered by
the presence of a particulgfRooT or by the morphem&’; and

b. InnervRooOT, W cannot undergo morphophonological rules that
are triggered by the presencedt’ .

Some other predictions derive from AC as well. In particutas predicted that a
particular rule or morpheme cannot beextteptiorto a phonological rule unless
that Root or morpheme is active in the cycle in which the rylpli@s. So, for
example, the fact thaibesityis an exception to the Trisyllabic Shortening rule
of English is compatible with this predictionity realizes a Root-attached
morpheme, so that the RogfOBESE is active in the cycle when the shortening
rule applies. What is predicted not to occur is Root excegatiity to a phonolog-
ical process associated withwhen Root is separated fromby another cyclic
heady, as in [[[VRoOT...]y ] ... x].

The two sets of predictions just reviewed both require esfee to particular
morphemes as morphemes (i.e., to morpheme identities).eksiomed earlier,
a crucial point about the AC, which is touched on in Embick1(@8) but not
examined in detall, is that activity operates in termsmarphologicalidentity,
not in terms of phonological representations. That is, ingthn the ACTIV-
ITY COROLLARY precludes the phonological representation of inactivesmedt
from being visible to altered by later phonological compiota

2Rules of this type are calleReadjustment Ruléa Halle and Marantz 1993 and related
work; see Embick (2012a,2013a) for a view that identifiesdigtinct types of morphologically-
conditioned phonological rules.
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3 Phonological Behavior ofl nactive Material

In the terminology of section 2, Lowenstamm’s observatansutatomic atom-
icity, etc. show an inactive element (the RgOATOM in atom-ic-ity) that is not
totally inert for phonological computation. In principlénere are two ways in
which an element that is inactive could play a role in PF cotafion. One would
be for that element’s phonological representation to bibi$o a PF process in
a later cycle. The second way would be for the inactive eléism@honological
representation to be altered in a later phonological cytamples of each type
are presented below. A question that arises throughoutisiceigbion concerns
the nature of the processes that affect inactive matendlyndat representations
they refer to or alter. As noted by Marvin (2013), the strelsgting effect seen in
Englishatomicityetc. involves metrical representations (cf. also New€lD@).
To the extent that this does not involve deletion of metrgtalicture, but in-
stead involves e.g. the shifting of prominence that is redliin a higher level
of metrical organization, it is a relatively weak countexmple to PIP as stated
in (1). The reason to dwell on this point is that the exampfgzhonologically-
affected inactive material that are presented below apjpeawolve relatively
“automatic” processes. | will return to this theme at the ehthis subsection,
and advance the hypothesis that phonological changesdtov@anaterial must
be part of the non-cyclic (or phrasal) phonology.

One place to look for interactions involving inactive maers the (inner)
edge of a cyclic domain. It seems that in DP subjectsTike man holding the
large orange catproperties of the final segment of this phrase are visible in
later cycles. If an auxiliaryi{asor is, contracted form /z/) contracts onto this DP
(The man with the large orange cat’s been waiting for an hptire auxiliary
is devoiced to /s/. This is a simple observation, but it shtved an inactive
element’s phonological properties are visible to latenaiogical computations.
In this same type of example it is also possible for the inadinal element to
be altered. If the verb following this subject DP is vowelkiad, as in[The man
holding the large orange cat] attacked the senatbe final consonant afatmay
be (optionally) flapped to produce /keeAgain, this is a simple observation, but
this instance of flapping would be impossible if PIP held.

While these two examples are from the phrasal phonology gfigim | sus-
pect that many examples of PIP-violating alternations au@d with tonal inter-
actions, sandhi effects, etc., but | will not pursue thig liere®4

Inside of phonological words we find counterexamples to RiRtated in

3Including phrase-level metrical effects like tRéaythm Rulef English (e.g. Hayes (1995),
and Marvin (2013) for its relevance to phases). The wordHfirimmary stress of the wordamboo
can be shifted to the initial syllable in particular phrasahtexts (e.gsixteen dpanese &mboo
tableg. The stress shift occurs only after the stress of the eptirase is calculated, at which
point the Rooty/BAMBOO is inactive in the sense of section 2.

4Similarly, the prosodic effects seen in templatic morphglof the type seen in Semitic
languages would be a rich area for investigation of the plugyoof inactive material.
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(1) that are parallel to the cases outlined above. For exampladdition to
the stress-shifting effect that is noted by Lowenstamms ilso possible for
flapping to occur in words in which the context for the rulevsitable only in
a later cycle. Agentive nominalizations provide one enuinent of this type. It
can be assumed (see Alexiadou and Schaefer (2007) andnedereited there)
that truly agentive nominals involve an(realized aser) that attaches outside
of a Root that is first categorized with [[v/R0OOT ¢] ... n]. Thus, the fact that
/t/-final Roots likev EAT, vHIT etc. is flapped ireat-erandhitt-er is a further
example of a change to an inactive element.

Vowel and consonant harmony phenomena provide a host obphema rel-
evant to phases and inactivity. Schematically, PIP makesntain predictions
for harmony in [[[/RooOT x] y] W], wherex andy are cyclic. The first is that
the Root should not be able to trigger harmony on the expsnaing or W/
(whereas an overt exponent:otould trigger harmony on). The second is that
y should not be able to trigger harmony that affects the R@bitsology. There
appear to be counterexamples to each of these predictidtmuigh 1 cannot
look at structural details, each of the examples employémibappears to have
the structure of true category-changing/[RoOT «] ... y], and shows harmony
between the complement ofandy in ways that are precluded by FAP.

A first example, drawn from Turkish, shows harmony triggelogdnactive
material affecting a suffix. | take the examples in (5) aresatilyes derived from
nouns [/ROOT n] a], on the basis of the transparent relationship of the atgct
to the noun. The affixes are-slz‘-less’, and-(s)Al, ‘pertaining to N’ (Kornfilt
1997:454); then in these examples is null:

(5) a. merhamet ‘pity, compassion’; merharsét ‘without compassion’
yagmur ‘rain’; yagmursuz ‘without rain; dry’
b. kamu ‘the public’; kamwsal ‘public’
bilim ‘science’; bilim-sel‘scientific’
0z ‘self’; 6z-el ‘private’

A second example of an inactive Root triggering harmony ense the
Cushitic language Ts’amakko (Rose and Walker 2011, citimgpS2005). The
language shows sibilant harmony, so that the causative saiis realized asaf
when the stem contains palatoalveolar fricatives or aftés. In (6), the glosses
indicate syntactic causatives, which involve twbeads [[/RoOT v] ... v] (see

e.g. Marantz 2007, Embick 2010). The outerrealized asas underlyingly,
shows harmony triggered by the inactive Root in (6c¢):

(6) a. bas‘do’; bass‘make somebody do’

SNote that in assessing the predictions in the text, itematias to be taken into account; if,
for example, im/RooT-z-y, harmony proceeded from the Roottpand then frome to y, it
would not be a counterexample to PIP, sinds active in the cycle in whicly is operated on.

Draft revised in September, 2013



¢-CYCLES AND PHASE CYCLES 7

b. zad ‘slaughter’; zag’'as‘make somebody slaughter’
c. tf'ur ‘throw’; tf’'ur-af ‘cause to throw’

In (5-6) changes ar&iggeredby inactive material. There also appear to be
cases in which it is the inactive element that is changed mhdenmony. One
case is found in the formation of “gerunds” in Turkana (NdpDimmendaal
1983). The gerund suffixe (1993:297sqq.) induces harmony to its left, in some
cases affecting the (boldfaced) Root. If, as seems playdibése gerunds are
[[vVRoOT v] ... n], then this is a case of an inactive element being chafided:

(7) -1muj ‘eat’; e-k-imuj-e ‘way of eating’
-cil-1-c1l ‘scratch’; e<il-i-cil-e ‘way of scratching’

Another domain to look for the phonological manipulationirdictive ma-
terial is with copying (reduplication) and “displacemeptbcesses (metathesis,
infixation). With a particular focus on reduplication, Bextin(2010) adduces a
number of examples in which it appears that the phonologicai of a redupli-
cant is provided by (i.e., copied from) a phase-cyclicatigative element. This
copying from inactive material would not be possible if PEtch

A pertinent case that involves both copying and infixatiofioisnd in the
Austroasiatic language Jahai (Burenhult 2005). Jahai hemvanalizing affix
that is used for a number of meanings that seem to requfBgoT ] ... n];
Burenhult reports in addition to the “gerundive” meaningdbject nominals;
(ii) instruments; and (iii) locations. This morpheme has the exponent with
disyllabic Roots (8c), anehC for other bases (8a,b); the -C- component of the
latter is copied from the final position of the base:

(8) V — ‘Act of V-ing’ etc.

Verb Noun Gloss

a. ap np-cip ‘go’l*act of going’
sam nm-sam ‘hunt’/‘act of hunting’

b. jhit j-nt-hit  ‘smoke’/*act of smoking’
tboh  t-nh-boh ‘beat’/'act of beating’

C. ckwik c-n-kwik ‘talk’/‘act of talking’

kajil  k-n-ajil  ‘fish’/*act of fishing’

5The grave accent in the forms in (7) marks a low tone. Dimmah@ports that affixation of
the gerundeis accompanied by an obligatory low tone on the second vofileostem, if the
stem (=Root+close affixes) consists of more than one moiia.i¥lanother instance of inactive
material being altered phonologically.

’Another possible case of changing an inactive Root’s pramyak found in Assamese (Indo-
Aryan), which has regressive harmony for [+ATR]. Assameas & number of suffixes with
[+ATR] vowels that trigger harmony (i.e., change from [-AT® [+ATR]) in vowels to their
left (Mahanta 2007:97ff.). Although some of the examplexicelevant to the concerns of this
section, more detail about the structures underlying thlesiations is needed before it can be
concluded that harmony operates across cycles in the relesy.
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In the (8a,b) examples, the inactive Root’s final consoragbpied onto the
nC affix; in the (8b,c) examples, the affix is infixed into the ihae Root. More
generally, infixation and copying processes could reveakatgleal about how
much phonological structure is still active across cycbaibdaries, but no gen-
eral examination of such effects has yet been undertaken.

In summary, the results of this section show that there adently several
different types of phonological computation that acceskadter the representa-
tion of material that is inactive in the cyclic sense.

4 Towards a Revised PIP

The conclusion suggested by sections 2-3 is that PIP agista(@) does not
hold. The question is how to replace PIP in a way that maistatrong pre-
dictions about phase-cyclic domains and phonology. Onegdahe theory |
will propose is the idea that cyclically inactive elemenéngot be identified
as particular morphemes (section 2). A second part is @ideat the types of
phonological rules that see or affect inactive represimsat These ideas to-
gether comprise the revised PIP (rPIP):

(9) (rPIP) Material that is phase-cyclically inactive

a. has avisible phonological representation, but cannwmieheified as
a particular morpheme; and

b. may be seen or altered by non-cyclic or phrasal phoncbgides,
but not by cyclic phonological rules.

Regarding (9b), something remains to be said about why golicand cyclic
rules should differ with respect to inactive material.

The idea that cyclic phonological rules may not affect ina&ctnaterial can
be approached in a few steps. The driving idea is that PF tgseom cyclic
domains— i.e., those defined in section 2 above— and thatqgylebnological
rules are triggered by particular morphemes within thosealns. Inactive ma-
terial from earlier cycles is not present when this happand,therefore cannot
be affected by cyclic phonological rules. The details o$ ghioposal can be il-
lustrated with (10);, y are phase-cyclic, and” is not:

(10) [[[vVRooTz] W ]y]

According to the theory outlined in section 2, wherns merged, a cyclic do-
main centered on— [[v/RooOT x] W]- is sent to the interfaces to be spelled
out. This object is linearized, and then Vocabulary Insertakes place at the
individual morphemes from the inside-out. When Vocabulasgrtion occurs at
thex morpheme, a phonological cycle applies if this morphemég@xponent)
are cyclic. Then Vocabulary Insertion appliesidt and, again, there is a pass
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through the cyclic phonology if this morpheme or its expdreiggers cyclic
phonology, otherwise there is not. (For the assumption ltbét phase cyclic
heads liker, and non-phase-cyclic heads liké can trigger cyclic phonology,
see section 5). Since the RootandlV are all present and active in this domain,
cyclic phonological rules triggered kyor 1 could in principle affect the Rodt.

When later structure triggers spell out of the domain cexaten phase-cyclic
y, the Root is (by the ATIVITY COROLLARY) inactive. A strong hypothesis is
that the PF cycle centered grcontains only the active objects: in this example,
x andW (which have already undergone Vocabulary Insertion),@leith y it-
self. The phonological representatidrof the inactive material- the Root in this
example—is placed in a buffer that is accessed when the pdgional contents of
the entire M-Word is integratetiSince inactiveb-representations are linearized
with respect to outer morphemes, thdhat is buffered also possesses a link
that indicates where it is to appear linearly; for conveoerthis is shown with
respect to the linearly adjacent active morphemérasor x>.

It can be seen that (9b) derives from the assumption thatcayeimains con-
tain only active morphemes, along with the assumption tieatyclic phonology
applies in such cyclic domains. In terms of (10), the idedé& tyclic phono-
logical rules triggered by occur in a phase-cycle in which the only other active
elements are and¥/. Thus, only phonological material afor I/ could be af-
fected by cyclic phonological rules in thecycle. In this way, inactive material
(like the Root in (10)) is precluded from being changed bylicywles.

This leaves non-cyclic (and phrasal) rules, which can affeactive mate-
rial. Concentrating on the former, in a theory with cyclidaron-cyclic rules, a
natural idea is that the non-cyclic rule block applies tactral objects that are
entire complex heads: i.e., tMeWordin the sense of Embick and Noyer (2001)
and related work (cf. Embick 2010b, 2012a). The rules in tve-cyclic block
apply across-the-board. This means that they may affeceddda or cyclically
inactive phonological representations. The idea thateyamtic rules can affect
the phonology of embedded morphemes is not novel; it is amitapt compo-
nent of the theory of morphophonology that has been apptiediwide range
of phenomena (see Halle and Nevins (2009) for a recent disxmjs What (9)
adds to the picture is the observation that the acrossdhedbapplication of
M-word-level non-cyclic rules may affect inactive matéri&

8] say “in principle” here because whether or not a rule in anuhogical cycle triggered
at W could affect the Root depends on some further assumptiomg &trict Cyclicity (Mas-
card (1976) and others) and related notions. To a first aqupiation, the proposal in (9b) derives
part— not all- of what is typically associated with Strictdligity, but it is beyond the scope of
the present discussion to look further at this.

%0One way to implement this view would be to treabas a pointer to a buffered phonological
representation. At this point, however, little in the prasgiscussion hinges on the details of a
particular implementation, so | will not pursue one here.

10Beyond the M-Word, other domains might be relevant for thgliagtion of phrasal pro-
cesses; see Pak (2008) for a concrete proposal in a framdéikeike one adopted here.
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Non-cyclic rules apply to an integrated representation ¢basists of all of
the phonological material in the M-Word. In an M-Word thahtains only one
cycle, like [[\VRooT z] Y], all of the morphemes are active when the M-Word
boundary triggers the non-cyclic phonology. When thereasatthan one cyclic
domain, as in (10), a step bhear integrationtakes place. Informally, in inte-
gration the buffere@-representations are putin a single sequet¢ed,>...J,,.
The non-cyclic rules apply across-the-board to repretientaof this type-!

The approach is summarized in the steps in (11-13), withreate to (10):

(11) Spell out of cycle centered an

a. Active morphemes: Roat, W
b. Vocabulary Insertion: applies to these morphemes

c. Cyclic Phonology: triggered hy or W (or their exponents) if that
is what those morphemes/exponents are specified to do.

(12) Spell out of cycle centered gn

a. Inactive material: phonological representation of tbetRp. Stored
with a link to its linear position w.r.tz.

b. Active morphemest, W,y
c. Vocabulary Insertion: applies o

d. Cyclic Phonology: triggered by or y's exponent if they are speci-
fied as cyclic.

(13) M-Word:

a. Linear integration:All material in a single linear representation.
b. Non-Cyclic phonology applies.

The rPIP theory relaxes PIP in a way that allows for limite@pdlogical in-
teractions involving inactive material. It makes some clag@dictions for allo-
morphy and for phonology. For the former, it is predictedt thlaonologically
conditioned suppletive allomorphy at a morphemeshould not be conditioned
by an inactive phonological representatibnFor the latter, it is predicted that a
cyclic rule triggered byM could not refer to an inactivé in its context. | will
leave these predictions and other aspects of the revisedytfar future work.
Before concluding this section, a few words are in order eamagwhythe
strong version of PIP does not hold. In my view, the reasothiisris because of
parochial concerns of the PF component, which effectivelriade the cyclic

11Since some morphemes are active at the M-Word boundarygginesentations that undergo
the non-cyclic phonology contain some active morphemedditian to the®’s for inactive
material. This allows, for example, active morphemes torlggiérs or targets for morpheme-
specific processes in the non-cyclic domain (see Embick2@drsome discussion).
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part of the theory in a limited way. More specifically, | cocljere that PF over-
rides phase cycles in certain ways because of the fact thatitbnological rep-
resentations from distinct cyclic domains must be integtanto a single linear
representation for the purposes of serial realizationahtrme. In principle, the
phonological representations of different phases®,...®,, could be separated
from one another, if, for example, the grammar had an exterteaface that did
not require serial realization. However, the nature of ttiea PF interface is
such that these representations must be linked in a sequeanaing across-
the-board phonological rules after the distinct domaingheeen assembled can
be seen as a concomitant of the linear integration requinethé®

5 Phase Cycles an@-Cycles

The last section notes that cyclic phonological rulesraeassociated exclu-
sively with phase-cyclic morphemes. This point requiresghier elaboration.
In order to avoid confusion in the discussion to come, | wilitshguish be-
tween the phase-oriented and phonology-oriented notibogdlicity with the
labelsphase-cyclidor the former ands-cyclic for the latter. There are two sub-
hypotheses to consider for how these two notions of cyctdeeb one another:

(14) Hypotheses connectingcycles and phase-cycles

a. All phase-cyclic morphemes apecyclic morphemes.
b. All ¢-cyclic morphemes are phase-cyclic morphemes.

My position is that both hypotheses in (14) are false, antidyeic phonology
is specified on a morpheme- or exponent-specific basis. Teamthat there
are some phase-cyclic morphemes that aresrotclic, and some-cyclic mor-
phemes that are not phase cyclic. | will illustrate each ekéhpoints in turn,
drawing on conclusions that appear earlier in the phono&dditerature, and
synthesizing them with the phase-cyclic aspects of theryhadopted here.

121n addition to linear integration, there is another factbplay in this discussion. In partic-
ular, it appears that PF chunks phonological representtido phonological words, which, in
the normal case, correspond to M-Word boundaries, as diedus the main text; this is the
domain to which non-cyclic rules apply. There is nothingaitbe theory of phase-cycles that
requires this kind of chunking. It is brought about eithecdogse of a property of PF (e.g., per-
haps because M-Words are privileged in linearization, asusised in Embick 2007, although
this privilege itself requires explanation); or becausthefproperties of some other system.

13Since it is specific to the particular (serial) apparatuslabke for human speech/sign, the
hypothesis that “linear override” can allow inactive eleneto be accessed is restricted to PF.
Linear override should not take place at LF (although, ofrseulinear order might play an
important role in “meaning” broadly construed, since itysla role in information structure).
However, other types of “LF-specific” relations might ovder cyclic concerns in their own
way; see, in particular, Marantz (2013) for the idea thatradlaf “semantic adjacency” at LF
plays a role analogous to the role that linear adjacencys@aPF.
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The argument against (14a) adapts Halle and Vergnaud's/j1&8serva-
tions about Levell/2 effects in English. It appears to becdme that different
exponents of the same cyclic head can be either cyclic ofFootexample, the
-ity exponent ofn triggers cyclic phonology, whilenessdoes not. This kind of
behavior goes against (14a), since it appears that some-gliakc exponents
are ¢-cyclic, while others are not. This argument relies on theaithat then
morphemes realized agy and-ness(along with every other type of category-
defining morpheme that is realized with either Level 1 or L&@xponents)
are syntactically identical in all relevant respects. I€auld be shown that the
n’'s that are realized as “Level II” exponents likeesswere attached in differ-
ent ways, or had different inherent properties, then it wodt be necessary to
conclude thatp-cycles are triggered by particular exponents. It is noarcte
me that such a re-analysis could be successfully executsebver, a detailed
examination of this point goes beyond the scope of this work.

With -ity and -ness(and many other examples from English derivational
morphology), the instruction to go (or not to go) into the layphonology is
associated with an exponent. Whether or not morphemesoaseceived of pre-
Vocabulary Insertion) can be specified in this way, so thatjristance, a mor-
phemem triggers cyclic phonology, in a way that is independent ef thoice
of allomorph form— is an open question that is worth investigating. Nothing
precludes this from happening, but | have no examples otypks.

Points relevant to (14b) have also been examined in thalisz, in ways
that can be connected with the concerns of this section.Xample, Kiparsky
(1982:146) suggests that lexical rules, which apply cadlyjcmight be restricted
to domains defined by the lexical category labels N, A, andubsgquent in-
vestigations in Lexical Phonology, like Booij and Rubac®g4), argue con-
vincingly that restricting cyclic phonology to lexical egory morphemes is not
possible; they argue that any morpheme could (at least intipte) trigger a
pass through the cyclic phonology. The same conclusioraished in more re-
cent work in this area, such as Halle and Nevins (2009) ane&N@p13), which
implement analyses in whichcycles are triggered by different morphemes that
are not phase-cyclic. The general conclusion to be drawn fthas line of work
is clear:¢-cycles can be associated with morphemes that are not jglgake-

To conclude, it appears that whether or not a particular domsaubjected
to a pass through the cyclic phonology is determined by esptsn(and perhaps
morphemes), as a type of go/no-go specification. This mdeigphase-cyclic
morphemes ang-cyclic morphemes are not the same. However, the theory of
phases determines which morphemes are active in a givea af/ElF, in a way
that restricts possible phonological interactions in sweays, as outlined in the
last section. Exploring these predictions in connecticimwther cyclic theories
(e.g. stratal theories, Kiparsky 1982a,b and subsequerk; wo theories with
the Strict Cyclicity Condition) is an important topic forttue research.
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6 Conclusions

The key observations in Lowenstamm’s (2010) analysis ofiEmgnorphology
and phonology are (i) that PIP does not hold in a theory thfihele phases
along the lines of section 2; and (ii) that phase cycles amahplogical cycles
are not related in the simplest possible fashion- i.e. tigenfor such a theory.
My view is that (i-ii) do not call for a reworking of phase-diccdomains; rather,
they indicate that part of phonology broadly construed teiheined in ways that
directly reflect phase cycles, while other aspects of pragoteflect interactions
with PF-concerns, which can override phase-cyclic logatiimited ways.

With reference to phase impenetrability in particular, pinenary argument
of this paper is that phonological material that is inaciivehe phase-cyclic
sense can nevertheless be involved in limited phonologimalputation. In my
view, the departure from PIP that is called for results fréma way in which
grammatical patterns in language reflect the interactiotieefp properties like
phase cyclic domains, with relatively superficial propestimposed by the par-
ticular properties of the PF interface; and those relatecepresentations of
linear order in particular. As argued in Embick (2010a)géin representations
sometimes restrict possible interactions. For exampliadrcase of allomorphy,
where morphemes that are active in the phase theoretic aem$gpothesized
to see each other only when linearly adjacent (concatepatesl PF-specific
property (concatenation) narrows down potential intéoastwithin a cyclic do-
main. For another part of PF— the aspects of phonology talohan the core
of this paper— | conjectured above that linear represeamsillow more interac-
tions than would be expected from a phase theory alone. fgjadlgi | suggested
that it is the fact that phonological representations froffieient cyclic domains
must be integrated into a single serial representationishrasponsible for the
phonological visibility of cyclically inactive material.

Many details of the current approach could be revised andniead in differ-
ent ways that could be explored empirically. However, tleaithat grammatical
patterns arise from the interaction of different (“deeptadsuperficial’) sys-
tems is indispensable to this line of research; and the iguest exactly which
linear relations are employed in different parts of PF, an they interact with
syntactic and phase-cyclic concerns, is of central impogdor this part of the
theory of grammar.
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