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ABSTRACT

Thefinite statetransduce(FST)approactl] hasbeenwidely
usedrecentlyas an effective and flexible framework for speech
systems. In this framework, a speechrecognizeris represented
asthe compositionof a seriesof FSTscombiningvariousknowl-
edgesourcesacrosssub-lical and high-level linguistic layers.
In this paper we usethis FST framework to explore somesub-
lexical modelling approachesand proposea hybrid model that
combinesan ANGIE [2] morpho-phonemienodelwith alexicon-
basedhonemenetwork model. Thesesub-lical modelsarecon-
vertedto FST representationand canbe corveniently composed
to build the recognizer Our preliminary perplity experiments
shaw thatthe proposechybrid modelhasthe advantageof impos-
ing strongconstraintgo thein-vocakulary wordsaswell asprovid-
ing detailedsub-leical syllabificationandmorphologyanalysisof
the out-of-wvocalulary (OOV) words. Thusit hasthe potentialof
offering good performanceand can betterhandlethe OOV prob-
lemin speechrecognition.

1. INTRODUCTION

Currently typical corversationakystemsarebuilt for specificdo-

mains,with a predefinedvocatulary for the domain. Usually the
recognizeis constrainedby astrictlexical network generatedrom

the vocalulary. Eachword in the vocalulary is representedy

a pronunciationnetwork andthesenetworks are combinedinto a
singlelexical network. While sucha schemeprovidesstrongsub-
lexical constraintgor in-vocalulary words,therecognizemusually
suffersgreatperformancealegradatiorwhentheutterancesontain
OOV words. This problemdemands betterbalancedsub-leical

modelling approachthat can accountfor both the in-vocalulary
andOOV words. In this paper we will try to integratesub-leical

morpho-phonemictructuredescribedby the ANGIE [2] system
into therecognizerandcomparet with severalothermodels.Sim-
ilar architecturecan also be usedto incorporatehigherlevel se-
manticknowledgeinto the recognizerresultingin a uniform rep-
resentatioracrosdifferentlinguistic hierarchicalayers.

In this work, we will mainly focus on the word to phoneme
sub-leical structuremappings.ln orderto facilitatethe construc-
tion and exploration of different sub-lical models,we usethe
FST recognizerframavork. It canintegrateacousticsegmenta-
tion, applicationof acousticmodels, contet-dependentelabel-
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ing, applicationof phonologicalrules, lexicon, languagemodel
and potentially high-level linguistic knowledgeetc. into a single
weightedFSThy composingaserieof FSTs.By constructinglif-
ferentsub-leical modelFSTsand composingthemwith the rest
of the FSTsin therecognizeronecaneasilybuild the recognizer
with differentsub-leical models.

We haveimplementedan ANGI E [2] morpho-phonemicodel
anda novel hybrid modelwhich combineshe ANGIE modelwith
a lexicon-baseghonemenetwork modelby constructingan FST
with an in-vocalulary branchand an ANGIE OOV branch. The
sametopology for the hybrid modelwas usedin [4] exceptthat
the OOV branchis now modeledby ANGIE morpho-phonemic
rules. We have comparedthe ANGIE-basedmodelswith some
othermodelsincluding a simplelexicon-baseghonemenetwork
model, a phonemenetwork modelwith fillers anda phonemen-
gram model. We also demonstratedhe feasibility of using this
flexible FST frameavork to constructifferentsub-leical models.

In thenext sectionsye will describehe FSTframewvork, and
theconceptandimplementationsf thedifferentsub-lecical mod-
elsusingsucha framework. Perpleity resultsof thesemodelsare
thengiven. Finally, conclusionsandfuturework arepresented.

2. THE FINITE STATE TRANSDUCER FRAMEWORK

In this section,we will first introducethe FST framework for the
completerecognizerandthenelaborateonthe FSTrepresentation
of sub-lical models.

2.1. Recognizer Architecture

The speechrecognizernwe useis the MIT sumMmIT [6] segment
basedecognitionsystem.Therecognizes searctspacas defined
asthefollowing cascad®f FSTs:

SoAoCoPoLoG 1)

whereS istheacousticsegmentation:A is theapplicationof acous-
tic models,C is the context-dependentelabelling, P represents
the phonologicalrules, L is the lexicon, and G is the language
model. The compositionsS o A andC o P o L o G areusually
precomputedand optimized,andthe compositionof S o A with
C o Po Lo G is computedon-the-flyby the decoder Thusthe
decodemonly seesa single composed” o P o L o G FST, allow-
ing veryflexible constructiorandmanipulatiorof bothsub-l&ical
modellingandlanguagemodelling.



2.2. Word to Phoneme Level Sub-lexical Modelling

To more clearly explain the word to phonemelevel sub-leical
modelling,we canfurtherdecompos¢helexicon FST L described
aborve into thefollowing two FSTs:

L=MoV @)

where M is the phonemdevel sub-leical model, which defines
the phonemelevel sub-leical structures,and V' is the vocalu-
lary FST. The phonemeéevel sub-leical model could be a sim-
ple lexicon-basedhonemenetwork model, a phonemenetwork
modelwith fillers, aphonemer-grammodel,oranANGIE morpho-
phonemicmodel, for example. No matterhow the sub-leical
modelsareconstructedthey will berepresentetby a singleFST
M. V is constructedirom the recognizers vocalulary, which
mapssequencesf phonemego words. It hastwo branchesthein-
vocahulary branchandthe OOV branchwhichallow thephoneme
toword mappingfor ary arbitraryphonemesequenceslheweights
for thesetwo branchesare assignedo reflectan OOV penalty
Throughoutthe work in this paper the weight (A, shavn in fig-
urel) for in-vocahulary branchis choserto be0.95,andtheweight
for OOV branchis assignedo 0.05. Theseweightsdefinethe op-
erationpointof therecognize(falsealarmrateandOOV detection
rate).Figurel givesthetopologyof thevocalulary FSTV.

Fig. 1. Thetopologyof thevocalulary FSTV'.

3. SUB-LEXICAL MODELLING

In thissectionwewill introducesereraldifferentsub-leical mod-
els. As we see theneedto modelOOV wordsis onedriving factor
in exploring thesemodels. Anotherkey point hereis the needto
derive sub-lical structuresof the new words. This information
is crucial for the effort of automaticallyincorporatingnew words
into therecognizer

3.1. Lexicon-based Phoneme Network Model

This is the simplestmodel,andis the typical modelfor mostdo-
maindependenspeechrecognitionsystemswith a predefinedso-
cahulary. It providesthe strongestrestrictionon the acceptable
phonemesequencefor therecognizerlt performswell if theuser
usesin-vocalulary wordsonly. However, therecognizeperforms
significantlyworsewhenOOV wordsareincluded.

3.2. Phoneme Network Model With Fillers

In orderto allow OOV wordsin the recognizerone approachs
to usephonemsdfillers to model and detectthe OOV and patrtial
words, with uniquefiller pathfor eachphoneme.This is similar
to anothermodelfor OOV words [4], in which a bigram model
is usedin the OOV branch. This model acceptsary arbitrary

phonemesequencehroughfillers, which arealsousedin a stan-
dardkeyword spottingsystem.Theoperatiorpoint(thefalsealarm
and OOV detectionrate) can be controlledby a penaltyfor de-
tecting OOV words. It canalsoprovide phonemehypothesisse-
quencedor OOV words,thusallowing a subsequenpostproces-
sor to further hypothesizethe sub-leical structureof the OOV

word. Althoughthis approacimaintainstight constraintover in-

vocahulary words, the phonemdfillers do not represenary sub-
lexical morpho-phonemi&nowledgeby themseles,andthe con-
straintsfor OOV wordsaregenerallyloose.

3.3. Phoneme N-gram M odel

Anotherfeasiblecompromises to build the sub-lexical modelsus-

ing solelystatisticaknowledge.For example we canusephoneme
n-grammodelsto modelboth the in-vocalulary and OOV words.

With alargeamountof trainingdata statisticaimodelscancapture
theunderlyingsub-lecical morpho-phonemi&nowledgeby learn-

ing the probabilitiesof differentphonemeconnectionsCompared
with thephonemdiller approachthismethodcanbettermodelthe

OOV wordsandpartialwords,becausét learnsstatisticallyabout
thelegitimatephonemesequencesandassigndifferentprobabil-

ities for differentconnectiondasedon thetraining data. The dis-

adwantageof this approaclcomparedo the previousfiller model

is thatit alsorelaxesthe constraintgor in-vocalulary wordsatthe

sametime.

3.4. ANGIE Morpho-phonemic Model

In this work, we will focus on the solution wherethe morpho-
phonemidknowledgeis encodeaxplicitly into thesub-leiical mod-
els. we use ANGIE hierarchicalrules to model the sub-leical
structuresof words. ANGIE is a stand-aloneapplicationdevel-
opedin our group, which incorporatesmultiple sub-leical lin-
guisticphenomendincluding phonology syllabificationandmor-
phology)into a singleframework for representingpeectandlan-
guage. It hasrecentlybeenusedto supportflexible vocatulary
speechunderstandingB]. Figure2 illustratesthewordto phoneme
partof the ANGIE sub-leical hierarchy As we cansee,theword
“introduce”is comprisedf a stressedoot, anunstressedoot fol-
lowed by anotherstressedoot. The lower layersshav the syl-
labification and the phonemes. To incorporateANGIE into our
FST framevork, we use an FST representatiorof the morpho-
phonemicrules. Thusthis sub-leical modelitself knows about
the sub-leical word-to-phonemdierarchy The FST representa-
tion of morpho-phonemiculesis trainedusingthe samestandard
FST training tool usedto train othertypesof sub-lical models.
Herewe canseethe uniform FSTframevork providesgreatflexi-
bility of constructingtrainingandevaluatingdifferentsub-leical
models. Comparedo the phonemen-gram models,this ANGIE
modelprovidesstrongerconstraintfor bothin-vocatulary words
and OOV words, due to the combinationof low level linguistic
knowledgeandstatisticallearningfrom large amountsof training
data.Forin vocalularywords,thismodelis still morerelaxedthan
thelexicon-basegphonemenetwork model. However, it is a better
balancéor in-vocalulary andOOV words.

3.5. Lexicon and ANGIE Hybrid Models

We alsoinvestigateda novel idea of combiningthe ANGIE sub-
lexical model with the lexicon-basedphonemenetwork model,
which hasthe potentialto maintainthe strongconstraintprovided
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Fig. 2. The ANGIE hierarchicalstructureof theword “introduce”.
Thebottomlayershavs the phonemdabels.

by the lexicon phonemenetwork, aswell asto imposerelatively
tight constraintover the OOV words. The detailsof the model
implementationgrepresentedh the next section.

4. FST IMPLEMENTATION OF SUB-LEXICAL MODELS

Now we will give the detailedconstructionof FST M mentioned
in equation(2) for differentphonemdevel sub-lecical models.Af-
ter constructingM, we cancomposet with the restof the FSTs
to build a recognizerconseniently Theremay be computational
issues however, becausesomesettingsof M may resultin non-
linear increasein the size of the composedFST. We will then
needto compromisehe compleity of M accordingly The FSTs
aretrainedusinga straightforvard EM algorithmfor simplefinite
statenetworks, or aninside-outsidelgorithmfor recursve transi-
tion networks (RTNSs), suchasFSTsbuilt from ruleswrittenin the
form of acontet freegrammar

4.1. Lexicon-based Phoneme Network M odel

The lexicon-basedhhonemenetwork modelis equivalentto our
currentsuMMIT baselinesystem. Only phonemesequencethat
form legitimatein-vocahulary words areallowed. Figure 3 gives
thetopologyof FST M for this model.

Fig. 3. Thetopologyof FST M for the lexicon-basedphoneme
network model.

4.2. Phoneme Network Model With Fillers

The phonemenetwork modelwith fillers is our first attemptto ad-
dressthe problemof OOV words. It hasanOOV branchthatcon-
tainsphonemdoopsto acceptarbitraryphonemesequencesThis
branchis essentiallyequivalentto a phonemeuni-grammodelaf-
tertraining. Theotherbranchis the sameasthe phonemenetwork
modelmentionedabore, which acceptsn-vocalulary wordsonly.
Figure4 givesFST M’s topology for this model. Note thatit is
similar to the topologyof FST V' shawn in figure 1. The differ-
enceis that M is a trainednetwork, andit modelsthe sub-leical
phonemestructuregatherthanthe phoneme-to-wrd mapping.In
practice they canbedirectly combinednsteadof composing.

Fig. 4. Thetopologyof FST M for the phonemenetwork model
with fillers.

4.3. Phoneme N-gram Model

The phonemen-gram model tries to model both in-vocalulary
wordsandOOV wordsby learningthe phonemeconnectiorprob-
abilitieswithin a shorthistory contet. Thisis theequivalentFST
representationf thewidely usedn-grammodel.Notethatsmooth-
ing is representedy properweightedback-of arcs, which are
usedto alleviate the sparsedataproblem. Figure5 gives an ex-
ampleof thetopologyof FST M for the phonemebi-grammodel.

Fig. 5. Thetopologyof FST M for thephonemer-grammodel.

4.4. ANGIE Morpho-phonemic M odel

The ANGIE mopho-phonemidierarchyknowledgeis written in
theform of a contet free grammar However, the underlyinglan-
guagespecifiedby the grammatris actually a regular languagen
this case. The contet free grammaris compiledinto an RTN,
whichis anaturalrepresentatiofor contet freegrammarsCom-
piling into RTNs alsomalesit easietto dealwith real contet free
languagesvhennecessaryThe compiledRTNs arethentrained,
and composedvith other FSTsof the recognizer Figure6 illus-
tratesthis model.

<word>:
<pre> _<sroot>_<uroot> <sroot> <dsuf>
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Fig. 6. The topologyof FST(RTN) M for the ANGIE morpho-
phonemicmodel.

4.5. Lexicon and ANGIE Hybrid Models

We alsopresentherea novel approachof combiningthe lexicon-
basedhonemenetwork modelwith the ANGIE morpho-phonemic
model. Sincethe lexicon modelhasthe strongestonstraintover



in-vocalulary words, and ANGIE model can betterhandleOOV
words, we constructan in-vocalulary-only branchusingthe lex-
icon modeland an OOV branchusing the ANGIE model. This
is similar to the phonemefiller model setting mentionedabore,
expectthatthe OOV wordsarenow modeledby ANGIE morpho-
phonemiaulesratherthanthe phonemeuni-gramfillers. Figure7
shaws thismodel’s topology

Fig. 7. Thetopologyof FST(partiallyRTN) M for thelexiconand
ANGIE hybrid model.

5. CORPUSAND EXPERIMENTAL RESULTS

The sub-leical modelsdescribedabove aretrainedandevaluated
in the JUPITER [5] Englishweatherdomain. Thetraining setcon-
sistsof phonemdranscriptionsf 99,062utterancesandtheinde-
pendentestsetconsistf phonemdranscriptionof 2,443utter

ancespf which 2,297utteranceslio not containOOV words.

We have evaluatedthe sub-lexical modelsin termsof perple-
ity resultson the full testsetandits subsetwhich containsonly
in-vocahulary words. The perpleity numbersare obtainedusing
anFSTbasedool which essentialljcomposesheinput phoneme
stringswith different sub-lical FSTs, searcheshe mostlikely
path,andthencomputeshe averagelog probability perphoneme.
Tablelshaws theresults.

-lexi Perplexity on Perplexity on
S-ledca Test Setwith | Test Set without
OOV Words OOV Words
Lexicon-based
PhonemeNetwork oo 2.638
Phon_eme_\letwork 9.344 > 643
with Fillers
Phonemdi-gram 6.334 5.955
ANGIE
Morpho-phonemic 3.733 3.654
Lexicon and
ANGIE hybrid 3.602 2.843

Table 1. Perpleity resultsof differentsub-lical modelson the
full testsetandits in-vocalulary-only subset.

Fromtheresultswe seethatthe lexicon-basedhonemenet-
work modelhasthelowestperpleity numberonthein-vocalulary-
only testset. However, it fails to modelary OOV word. Thus,on
the testsetcontainingOOV words, its perpleity is infinite. The
phonemenetwork with fillers modelhasa high perpleity onthe
OOV testset, dueto its inadequateability to make use of sub-
lexical structuralinformation. The phonemebi-grammodelscan

model both in-vocalulary and OOV words, but it hasa signifi-
cantlyhigherperpleity onthein-vocahulary testsetthanthe pre-
vious two models. Our ANGIE model successfullyreducedthe
perpl«ity on bothtestsetswith or without OOV words. Finally
the proposedexicon andANGIE hybrid modelis ableto combine
thebenefitsandhasa betteroverall perpleity result.

6. CONCLUSIONS AND FUTURE WORK

Thiswork describedn this papershavs thefeasibility of incorpo-
rating ANGIE sub-leical linguistic knowledgeinto speeclrecog-
nition usingthe FST framavork. The advantagef usingANGIE
sub-leical linguisticknowledgeincludebetterconstrainbver OOV
wordsandthe ability to analyzethe sub-lecical hierarchyof OOV
words,whichis absenfor phonemdill or phonemen-grammaod-
els. This ability is quite usefulin mary ways. For example, it can
leadto easyhypothese®sf new word spellingsaccordingthe sub-
lexical analysis,and help automaticallyincorporatenewv words.
We alsoseethatthelexicon andANGIE hybrid modelhasanover
all betterperformancahanothersettings.

In this paper we shavedpreliminaryperpleity resultsfor the
proposedanNGlE-basedsub-leical models. Futurework include
theevaluationof their speectrecognitionperformancealongwith
theirrecever operatingcharacteristics.

It is alsovery interestingto explorethe useof similar FST ar-
chitecturesat higherlevels of the languageprocessinghierarchy
For example we cantry to incorporatesomenaturallanguagepro-
cessingprocedureglirectly into the recognizerratherthaninter
facingthe speeclrecognizeranda separataaturallanguagepro-
cessingmodulewith an N-bestlist. This resultsin atightly cou-
pled speecthrecognitionand naturallanguageprocessingystem,
wherethe high-level linguistic knowledgeis incorporatedat very
early stagesof speechrecognition. However, sincethe linguis-
tic phenomenat higher levels are much more complicatedthan
at the sub-lical level, properadaptationsnay be necessaryor
usingthe FSTframework.
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