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Abstract: We demonstrate robust and precise frequency domain chiodigpersion estimation
based on offline data and simulations. The blind, least cexitylalgorithm allows fast acquisition

suitable for digital coherent receivers in switched neksor
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1. Introduction

Polarization-division multiplexed (PDM) quaternary peashift keying (QPSK) modulation at 112 Gbit/s is widely
considered in product development for long-haul transpemdue to its increased spectral efficiency and its compat-
ibility with the existing 10G/40G architecture. In combiiwen with coherent detection receivers incorporatingtaigi
equalization, full compensation of all linear channel innpeents of a linear or weakly nonlinear optical fiber chan-
nel can be achieved [1]. This allows for uncompensated tnégssson with digital chromatic dispersion (CD) com-
pensation instead of optical compensation by means of idiggecompensating fiber (DCF). Given the long impulse
response of uncompensated links, frequency-domain (RB) fihplementation offers low complexity implementa-
tion with a large degree of parallelization [2].

Although the value of CD does not change largely during tra@ssion, in switched networks a fast and reliable
initialization of the CD compensation is vital. As FD CD coemsation is typically regarded as the first key stage of
digital equalization and synchronization, a slow estiorafirocedure clearly delays the initialization of all subse
guent processing blocks. A large CD estimation error may éxa&d to a total failure of the digital coherent receiver,
as the time-domain (TD) 2x2 multi-input multi-output (MIM@lter with only a low number of taps will not con-
verge [3] and the digital timing-recovery cannot acquirekiag [4].

Blind (non-data-aided, NDA) digital CD estimation has beemonstrated based on monitoring TD MIMO filter
taps converged to the minimum mean square error (MMSE)isal{] or by a "best-match-search" looking for the
minimum cost function based on the constant-modulus algar{CMA) after scanning throufh potential CD filters
[3]. The first method is limited by the number of filter tapse #econd method is prone to the sampling instant and
the modulation format. In [6], the cost function has beengfarred into the FD which makes the estimation inde-
pendent from the timing phase and the modulation format.

In the following, we present an improved FD CD estimationmoet which reduces the implementation com-
plexity tremendously compared to [6] and subsequentlydpap the estimation time significantly. To our knowl-
edge this is the least complexity and most precise NDA CDregton algorithm for digital coherent receivers. The
performance is demonstrated over a wide range of combinauhehimpairments with simulated and experimental
long-haul transmission data of 112 Gbit/s PDM-QPSK modlutat

2. Auto-Correlation Based Frequency-Domain Chromatic Dispersion Estimation

The receiver architecture follows the typical intradynbe@nt demodulation with polarization-diverse optial-
hybrid, ADC stage and subsequent digital equalization gndlwonization (Fig. 1, left). Blocks of signal spectra
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Fig. 1. Front-end with polarization diver$®°-hybrid, ADC (2 samples/symbol) and Tab. 1. Table of random channel impairments including
digital equalization including FD CD compensation (102thpkes FFT). the statistical distribution.
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Fig. 2. Exemplary magnitude of ACklog{|C(fs)|} averaged over 10 signal blocks for residual CD = 0 ps/nm and ps/nm (left) and CT
magnitude for variations of DGD and polarization angleltjg

R.(f)andR,(f) from both polarizations are loaded into the CD estimatiackl

It is well known that residual CD limits digital timing recexy [4]. Reversely, we can monitor a matching or non-
matching CD compensation by observing the properties diithieag recovery. This leads to a highly precise and
robust CD estimation with a low-complexity implementatabarived from the Godard timing recovery, which can be
described in the FD by the auto-correlation (ACF) of the memésignal spectra evaluated in a bandwisitlaround
the clock tone (CT) at the Baud-rafge = 41 /7 (symbol duratiori’)

B/2

ClfuB) = [ R~ FIR(F+ 104 ®
—-B/2

whereR(f) andR*(f) define the spectrum and its complex conjugate respectiVelAE it has been shown in [4]

for a channel governed by CD, the CT magnitude can be estihgte

sin(Y2BFf,)
YA fs

with 1 = —DA?7 /¢, whereD refers to the residual CD\ to the carrier wavelength ando the speed of light, while
S(f) refers to the transmitted base-band signal without chadisrtions. Clearly, Eq. 2 scales with{i) suppress-
ing the CT magnitude for increasing values of residual ChOs Talso the reason why digital timing recovery only
works for low values of residual CD.

The properties of the ACF may now be employed in a best-maafch, filtering a received signal spectrum
R(f) by a range of potential CD compensation functiéfisy ;(f) with R;(f) = R(f) - Hep,i(f). Evaluat-
ing different areas ofC'(f5, B)|, two cost functions can be defined. Averaging either on coreptsfs # 1/T or
fs = 1/T, the minimumJe p min [i] OF the maximum/cp q.[i] indicate the best matching CD compensation filter
respectively. Two examples of the ACF for CD=0 ps/nm and QIB3=Hs/nm are given in Fig. 2, left. Given a match-
ing CD compensation filter with zero residual CD, it can beasbsd that the CT af;, = 1/7 becomes maximum
and disappears for CD values above 500 ps/nm. Similarlyabplies for areas witlfi, # 1/T vice versa.

However, it has been also also shown in [4] that the CT madaitsi prone to polarization effects, to the polar-
ization angle in particular. Figure 2, right, depicts the @&gnituddC(fs = 1/T)| with respect to the differential
group delay (DGD) and polarization anglé. Combinations of half-Baud DGB = T/2 with § = /4 + n - 7/2,

n € IN, suppress the CT magnitude. This worst-case can be avoydeithier using an adaptive SOP filter or sim-
ply by averaging on a row of fixed SOP pre-filters. As even higirder polarization-mode dispersion (PMD) results
in regular CT magnitude patterns, only a few SOP pre-filtegg@quired, which can be realized by simple linear
combinations of the received signal spedirg /) andR,(f) to yield R(f). Furthermore, averaging on independent
estimations of several signal blocks improves the estomatvhere signal blocks do not need to be adjacent.

The minimum search has been applied in [6]. Although robstitration performance has been demonstrated
over a wide range of combined channel distortions, the loskgie-average ratio (PAR) of the cost functidfp in
required an alarm to increase the number of signal blockferaming at low PARs. In contrast, the new method
based on the CT magnitude p ... provides a much better distance between estimations ofmatohing and
matching filter conditions, shown in Fig.3, left. At the satime, the implementation complexity is reduced tremen-
dously as only one ACF componentfat = 1/T needs to be computed. Furthermore, the required number of op
erations can be reduced by optimizing the paramBtdyy optimizing the scanning range and the step width for all

|C(fs =1/T,B)| = S(B/2=[5)S"(B/2+ [s)| )
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Fig. 3. Cost functions/c p min aNdJc p mae Of Minimum search and maximum search respectively for aralamith 20000 ps/nm residual
CD (left) and histogram of estimation error with both methidor 5000 random channel evaluations (right).

potential CD compensation functiofig-p ;( f), by computing only parts of the complex ACF, and by applyime t
sign-algorithm, which results in a multiplier-free ACF. @tthe filtering proces®R;(f) = R(f) - Hep.i(f) requires
complex multiplications, which can be processed in pdrdlie to the FD implementation.

3. Estimation Performance

We evaluate the performance with respect to the estimation &canning through CD compensation functions

Hep i(f) has been applied in a range-682000 ps/nm with a stepwidth of 200 ps/nm and 100 ps/nm bassitho
ulations and offline data respectively. For simulation§®6hannels have been randomly generated by distributions
given in Tab. 1 (see also [6] for details). The estimatiowefor Jcp .:» Proves a standard deviation (std) of 103
ps/nm and a maximum error of 400 ps/nm. Under identical cmrd, the improved estimatiof: p ., Shows a
standard deviation of 74 ps/nm with a maximum deviation & @8/nm. Various offline experiments with WDM
transmission summarized in Tab. 2 have been carried outreludts demonstrate excellent precision and robust esti-
mation, even in the nonlinear transmission regime at laagadh powers.

channel description captures| std mean min max
# [ps/nm] | [ps/nm] | [ps/nm] | [ps/nm]
100G PDM-QPSK & 10G OOK, 1200km SSMF+DCF 22 48 4 -100 +100
100G PDM-QPSK & 10G DQPSK, 900km SSMF+DCEF 24 50 108 0 +200
100G PDM-QPSK & 40G DQPSK, 1200km SSMF+DCF 48 46 8 -100 +100
100G PDM-QPSK WDM, 1200km SSMF (w/o DCF) 30 39 8 -100 +100
100G PDM-QPSK WDM, 1500km SSMF (w/o DCF) 82 55 80 -200 +100

Tab. 2. Estimation performance from offline experimentddanch powers from -2 to +5 dBm with OSNR values from 15 to 2Irel&pectively.

4. Conclusion

We demonstrated reliable and precise FD CD estimation isgmee of linear and nonlinear channel distortions
based on simulations and offline experiments. A maximunmegion error of£200 ps/nm was achieved with a
worst-case standard deviation below 75 ps/nm. At the sameg the cost function based on the clock-tone magni-
tude reduces the implementation complexity tremendoiisig allows for a fast estimation without large delays
suitable for the initialization of the digital coherent edeer in switched optical networks.
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