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Abstract: We compare fixed-grid network architectures withriafale-spacing OFDM based
solutions. We show that capacity gains can reacto §®% but are strongly affected by physical

and topological constraints of transparent netwarid traffic statistics.
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1. Introduction

Due to the increase of traffic and the limited nembf wavelengths per fiber, spectral-efficieningmission
techniques are required. A first step towards eaingnthe spectral efficiency of a network is torgase the data-
rate per wavelength in combination with multi-levebdulation formats, such as presently availabla06Gb/s
products over 50GHz channel spacing grid. The gereration of optical networks is expected to acoodate a
large variety of services ranging from low-capadiike voice) to high-capacity (for instance 3D witrahigh
definition television). The payload transported dyhannel may thus be only a fraction of its capadihis is
especially the case in transparent networks whesenging is performed only when a connection is tm@d1].
Hence, to provide spectral efficient solutions wavén to consider the transported payload versusraqaired
spectral window.

The introduction of new modulation technologieli®rthogonal Frequency Division Multiplexing (OFDM)
enabling the parallel transmission of data on gdarumber of low data-rate subcarriers, opens uppsgspectives
for optical communications like grid-less transrnuss[2]. Thanks to OFDM, a finer channel granularf{sub-
carrier) is provided and the channel width does degiend any more on the constraints of a used(gddally
50GHz) but on the capacity requirement of the deim&xamples of bandwidth-variable transponders @ods
connects are proposed and demonstrated in thatliter [2]. In the following we call elastic-chanrggacing the
capability to manage signals with different bandiil with central frequencies no longer alignedtios 50GHz
grid; otherwise we talk about fixed grid.

In this work we firstly propose a new impairmenteaes routing and spectral allocation algorithm, #reh we
compare the performance of elastic-OFDM versugdfigpacing 40Gb/s channels. In this work we show Hoav
advantages of elastic-OFDM depend on transpareming constraints (i.e. spectrum continuity and bl
impairments) and on the traffic matrix charactérsst

2. Proposed routing algorithmsfor elastic channel spacing

2.A Physical model

We consider optical OFDM transmission systems vetibcarriers spaced by 10GHz. Each subcarrier is
modulated in Binary Phase Shift Keying carrying b5 The maximum number of subcarriers per chaimel
obtained by considering the physical impairmentuodng along the path. We assume that the perfocenard
transmission systems is only limited by two factg¢isthe accumulation of Amplified Spontaneous Esion (ASE)
noise, as a signal propagates along a transmigisionand (ii) the finite maximum power availablerfeach
channel. Under these assumptions, the channetrbit4@te (BER) is solely determined by the sigimahoise ratio
(SNR) seen by each of the subcarriers. If we assamilentical length for all fibre spans and ideatiErbium
doped fibre amplifiers (EDFA) exactly compensatfogthe span losses, the SNR measured in the bdtiuwef a
subcarrier is given by [3]:

S\leB = Phannel,dBm _10|0910(Nsub) - NFg _10|0910(Nspan) ~Lg _10|091o(100mv (&)

Cl
where N, the number of subcarriers, MRhe noise figure of the EDFA (6dB)sfN.the number of fiber spans in
the transmission link, ds the optical loss of each span (100km-spans wittB2@ss), h the Plank constant (Jxs),
(Hz) the central frequency of the chanrilthe subcarrier spacing (Hz) angRneasmiS the maximum available
channel power at the input of each span, and t®rfd000 is used to normalize the dBm. We $61.R) 4emt0
0dBm, whatever the distance [4]. A connection issidered feasible if SNjg> RSNR (BER, format) where
RSNR;s(BER) is the required SNR to ensure a reference BiiBr propagation. RSNR (9.5dB for BPSK
modulation and 1® BER) depends on the format chosen to encode tlzeatathe subcarriers and can be derived
from digital communication textbooks, e.g [5].
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2.B Routing and spectral allocation routine

The proposed algorithm handles demands sequentiaty jointly searches for the path and the spectral
allocation associated to a connection demand, whitémizing the global spectral window per link. Teduce the
amount of used spectrum, we sort the demands befoteng. The ordering strategy considers the pcodd the
demand capacity by the number of links composimgstiortest path. Therefore we firstly route demaedsiring
more spectrum in the whole network.

To solve the spectrum allocation problem, we ghbt 4THz-wide C-band transmission window in 400 H2&
wide slots and create a Boolean vector per link w0 elements; the value ‘1’ indicates that tlue isl occupied,
‘0’ otherwise. Between each pair of source-destmanhodes we consider k-shortest pre-selected paifitis k=3.
High capacity connections that are too long fongparent transmission are split into two or moratigoious
connections. Moreover, [2] suggests the use ofaadgband (GB) separating OFDM channels in ordenitimize
the penalties due to both filtering functions aimel thannel cross-talk. While in transparent netwoiricreasing the
GB width allows to pass through a larger numbefiltdrs, hence through more intermediary nodesppaque
networks, GBs are needed just to isolate chanmeta £ach other at the receiver end. Thus, GBs anerglly
smaller in opaque scenarios than in transparemiasios. In the following we investigate the maxim@B width
such that the elastic channel spacing is stilr@gttng compared to a fixed one. The bandwidth cfannel is given
by the width relative to the total number of sulbiems plus the width of the GB. Naturally, if a tegpt is split in
several connections (because the distance to biigigeo long), a GB is associated to each of theated
connections.

The fixed grid algorithm also performs the sameisgrand routing approach than the previous oné,thu
minimum number of channels is now obtained by tghkime ceil of demand capacity divided by the chadaga-
rate (40Ghb/s). The transparent reach of the 40GtHsNnel is 2400km supposing that all channels ardutated
with Polarization Division Multiplexing BPSK formatvithout dispersion management and with coheretgation

[6].

3. Results

To investigate the advantages of elastic- versulfchannel spacing we consider both opaque andpaaent
networks. We gradually introduce the constraintatinee to the transparency, i.e. first the speot@ttinuity and
then physical impairments. At the same time we stigate the impact of guard-band width on speeffitiency
for both network types. The presented results ataimed considering a 21-node, 37 bi-directional-lhetwork,
whose characteristics are summarized in Table LkAhortest paths are shorter than 2400km. Thesidered
traffic matrices have 420 uni-directional demandihthe following statistics on the channel capa¢Baussian
distribution): average capacity demands of 20, # @0Gb/s and standard deviation of 5, 10 and 20Gdw a total
of 9 types of traffic matrices summed up in TableR2sults are obtained by averaging the routingltesf 100
traffic matrix draws.

Table 1. Characteristics of the studied network.  Table 2: Average traffic loads (Tb/s) of the different niegs
obtained for the different channel capacity disttitns.

min | average | max Standard deviation
o=5 o=10 0=20
Link length | 139] 294 567 5 m=20 8.6 8.7 10.1
Path length | 139] 985] 2316 2| m=40 17 17 17.2
m=60 25.7 25.4 25.5

To perform the comparison, we compute the maximpecisal window over all links required to route all
demands for both elastic- and fixed-channel spadingig. 1(a) we report the relative reductiorspéctral usage of
elastic- versus fixed-channel-spacing networksg &sction of the guard-band. We first observe thdépendently
of the traffic assumption, the gains observed foaque networks are higher than for transparent ddm be traced
back to the spectrum continuity constraint in tpewent networks which tends to fragment the trassiwom
window. When no GB is considered, the gain duehtodlastic channel spacing is around 50% when\beage
channel capacity is low (m=20Gb/s); this is maitiye to the poor filling of fixed 40Gb/s channelsilwhtthe OFDM
solution better adapts the channel width to itsigey. On the other hand, if we increase the aveciganel
capacity, the fixed 40Gb/s channels are bettezdiind the interest of elastic channel spacingedses to 35%
(m=60Gb/s). But to account for filtering effectsevntroduce a GB which increases the spectral awup of
OFDM channels. We observe, still on Fig. 1(a), tinat elastic channel spacing solutions remain rmeresting
than fixed ones as long as the GB is narrower $hsubcarriers.

The standard deviation of capacity distribution litle impact except for cases when the fixed 4@Githannels
are poorly filled, that is for m=20Gb/s and to aafier extend for m=60Gb/s.
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Relative reduction of spectral usage of elastic- versus fixed-channel-spacing networks
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Figure 1. Relative reduction of spectral usage of elastarsus fixed-channel-spacing networks, as a funatiothe guard-band
width and demand capacity distributions (averag@®n40, 60Gb/s and standard deviate®, 10, 20Gb/s). .

With the introduction of physical constraints, weeck for each demand that the covered distancansgarently
feasible for a single OFDM channel and split thended in two or more connections otherwise. The géiglastic

architectures versus fixed ones for this caseasvahin Fig 1(b). Comparing with Fig. 1(a), we ob&ethat opaque
scenarios are almost unaffected by physical canstrbecause of the short link lengths. This is thet case for
transparent networks where long transparent trasssoms are required and a single OFDM channel ¢aased
to transport high capacity demands. Splitting dessaimto several channels is penalizing when a reva-B

separates the OFDM channels. This penalty is esheevident with the increase of the average cbhnapacity,

because more high capacity demands covering lastgridies are generated, thus increasing the nurhbegured

GBs. For transparent networks the elastic chanpetisg is more interesting than fixed-grid solutiamly if the

GB width does not exceed the limit of 2 subcarrgms (i.e. 20GHz). This limit matches the minimetmannel

spacing recommended in [2] as a result of curreohriological constraints on filtering. This undeek the
challenges associated to the successful implenm@mtaf elastic channel spacing in transparent aptietworks.

For low demand capacity the elastic-channel spaisiran average 7% more interesting than fixed (ammesult

with or without physical constraints), while forghi demand capacity such interest drops to 5% (sgaRfo w/o

physical impairments).

4. Conclusion

In this paper we compare the spectrum efficiencglasgtic-channel spacing versus standard fixed KE)®nes.
We have shown how the interests of elastic-chaspating are strongly dependent on the traffic apsonms and
physical impairments. If no guard-band is requiretiveen OFDM-channels, opaque and transparent riefaave

similar gains, decreasing from 50% to 35% when dapacity demand goes up because fixed 40Gb/s clsanne

become more efficiently filled. On the other haiidyuard-bands are introduced and physical conggaire taken
into account, the elastic channel spacing remaiterd@sting in opaque networks if guard-bands doexaseed
30GHz, while for transparent networks it has tabthe most 10GHz.
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