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Abstract: The continuing need to reduce transmission costesl the requirement for higher spectral
efficiency in optical communication systems. Weieg here the use of Bandwidth-flexible ROADMSs as
one of the enablers of higher capacity systems.
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1. Introduction

Deployment of Reconfigurable Optical Add Drop Mpléxers (ROADMS) in the Core, Metro and, ultimatdtylge
networks is now recognized as providing networkrafmes with significant OPEX and CAPEX reductions.
Furthermore, the never-ending demand for more effettive transmission (lower $/Mbit/sec/km) isuing the
introduction of coherent modulation formats anddeenetwork operators must carefully plan potefR@ADM
deployments to ensure that they are forward-cormlgatvith a diverse range of future modulation fotsrend
corresponding channel bandwidths. This paper wavs@me of the options available to network opesatothe
area of advanced ROADM functionality, focusing articular on recent developments in the area aftfle
frequency grid architectures.

To give some perspective here, it is worth nothveg when the ITU grid was first proposed in thel r8i0s, the
concept of a high-bit-rate dense WDM channel watNRZ at 2.5 Gbit/sec in a 200 GHz channel. Siheatthe
median channel spacing in network deployments hagpedd; first to 100 GHz and more recently to 50zGH
Simultaneously, the channel data rates have rampéa the currently-deployed 40 Gbit/sec with fetextensions
to 100 Ghit/sec and beyond. The introduction dfezent modulation transmission techniques suchuas-D
Polarization Quadrature Phase Shift Keying (DP-QP&i Orthogonal Frequency Division Multiplexing
(OFDM), means that it is now possible to transmid Gbit/sec within a 50 GHz channel but beyond ploigt we
will need to start ‘opening-up’ the channel bandbidgain to accommodate the 400 Gbit/sec (and higignals of
the future.

A flexible frequency grid network therefore reasrthat the optical channel bandwidth and cengéguiency can
be varied in some manner to optimize the overafiopmance of the network [1]. This may be to allose
stacking of high-bandwidth signals with differemtta rates, to adjust the transmission channel bigltidto
accommodate varying channel bit rates or to oveecdiffierent levels of impairments in the systerm éample of
this is the “SLICE" network architecture from NTThieh was recently demonstrated [2].

An additional aspect that is often overlookechesttas bandwidth consumption continues to doweeygwo
years or so [3], spectral efficiency becomes irgiregy important as operators seek to maximizectreying
capacity of their installed plant. The abilitygack additional channels onto a fibre also provitiesoperator with
incremental revenue opportunities for low capitgdenditure — a feature which requires a level etiBility not
currently deployed in optical networks.

2. Flexible Bandwidth ROADMSs

In a network, the available optical bandwidth faclk transmission channel is limited by the chabaedwidth of
the ROADM s in the network, (due to their channitfing characteristics) hence the need for Banthwilxible
ROADMSs. For current and future ROADMSs, this prithameans that the Wavelength Selective SwitcheS®)V
which form the core switching element of the ROARK& capable of supporting flexible channel allanati

The key to a bandwidth-flexible ROADM is the atyilto independently control the centre frequenay an
channel bandwidth of the Wavelength Selective Swit'SS) which sits at the heart of the ROADM. Eorrent
networks, this is, typically a 9x1 WSS, althougli A¥SS are used in some smaller nodes whilst 2x1 W8S
gaining traction at the network edge.
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First generation WSS (typically based on ME [4] and/or Liquid Crystal [S}echnologies) allocate a sing
switching element (pixel) to each channel which nsethat the channel bandwidth and centequency are fixed :
the time of manufacture and cannot be changedriicee In addition, many designs of f-generation WS!
(particularly those based on WE technology) show pronounced c in the transmission spectrum between ¢

channel due to thlimited spectral fill factor’ inherent in theskesigns. This prevents the simple concatenatic
adjacent channels to create a single broader chs
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Figure 1Channel Spectra for an LC-based WSS showing ability etol one (LHS) or both (RH:!
edges of the channel with 1 GHz resolution

Second generation WSS, based_aquid Crystal on Silicon (LCoS) [6] or 2D MEMS megaxel matrix
switching arrays [7] permit dynamic control of chahcentre frequency and bandwidth throug-the-fly
modification of internal pixel arrays via embeddsedtware. The degree ofontrol of channel parameters can
very fine-gained. For example, the ability to independe .
control the centre frequency and either u- or lower-band-edge | 111\
of a channel with better than 1GHz resolution il.@O<-based ., “wl
WSS is shown in Figure 1. ‘ \

Control of the channel bandwidth and position witHZ:
resolution has been utilized in many research [aipgestigating
the requirements for fute optical networkssee, for example [8]) :
and is particularly attractive when combined with precise ' 1
spectral control available through OFDM modulatiormats. ; l
However, in a practical netwoektrad«~off must be made between . .. 5
the degree of flexibility offereth terms of channel position a
bandwidth and the comply of managing thnetwork. Whilst Figure 2 Channel shap for a Flexibl-bandwidth LCoS-
this remains an area for further studghannel bandwidth based WSS showing by to increment bandwidth i
granularity of 12.5 GHz ((Figure 2) likely to be sufficient to 12.5 GHz step
meet future channel bandwidtienagemerrequirements.

3. Add/Drop (Colorless/Contentionless/Directionless) Architectiues

In currentlydeployed ROADMS, the core switching functions avkuarless and automated, but the Add/D
functionality generally involves some form of coted component (typically an AWG on the drop side3é¢parat
the non-express wavelengths onto wdiiial fibres. These fibres must then be manuadiynected to appropria
transmitters or receivers. A goal of meproposechetwork architectures is to remove the fiswavelength per port
allocation due to the AWG @orless)whilst automating the manual patchingtloé Drop and Add pori
(Directionless) and doing this without introducing/drocking points in thiAdd/Droparchitecture
(Contentionless). Hence the ter@DC Architecture”. In this way, the network operator’s goal of ‘@éouch”
network reconfiguration can be realiz (Figure 3).
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Figure 3Current (LHS) anexemplar CDC (RHS) ROADM Architectures.
For clarity, only the Drop section of the ROADMsisowr

There are many different proposed architectureimplementing the CD®Vavelength Switching and Routil
Fabric on Add/Drop ports in ROAD& all of which involve tradeffs in terms of channel count, size, cc
complexity and levels of contentipand a cmplete analysis of these trad#s is beyond the scope of this pa
However for all the various architecturethe requirement for flexible channel allocation liap that any filte
arrays,multiplexer/demultiplexer moduleor WSS which sit within th Wavelength Switching and Routing Fat
on the Add or Drop paths of the ROADM must alsaapable of supporting flexible channel centre feggny anc
bandwidth allocation.

4. Other Considerations

The discussion here has focused on the requirerfar the wavelengtlselective elements in a flexil-grid
ROADM as these will be the first part of the flelelyrid network that has to be deployed to ensueenetwork is
future-proofed. However full rolbut of flexible grid networks will also require ditional component developmer
including scanning optical channel monitors capaibleandling polarization multiplexed signals witarying
bandwidths and signal formategether wittsignal (and local oscillator, for coherent systelasgrs capable
operating at the finer frequency increments impbgdlexible grid architectures (6.25 GHz for 1251z channe
increments and 12.5 GHz for 25 GHz channel incras)

5. Conclusions

Flexible allocation of Optical Bandwidth is an immpant enabler 1 achieve maximum spectral efficiency and he
costeffective delivery of data in the next generatidfiexible optical transport networks. The optidafrastructure
that is being put in place over the coming yeatkhei the legacy networks of the it generation of the hig
bandwidth transmission systems and so it is impottadefincand implement the flexibleandwidthROADMs
required for these networks part of the next generationoptical transport hardware.
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