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Abstract: Using the PARSEC benchmark suite running on a@2-Bistributed Shared Memory
computer system, photonic component and intercdimmeaetwork characteristics required for

reduced overall power consumption are determined.
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1. Introduction

Power consumption of processor chips has becorieatri With the rapid development of silicon phaitss [1],
polymer waveguides in standard PCBs [2], and 3Bgiration [3] technologies in recent years, photowtworks
highly integrated within a chip multiprocessor (CMRave been envisaged [4]. Recent advances pouaird 2 - 4
DRAM layers on top of a multi-core substrate, redgahe power required to talk to DRAM, but onlyakable to
relatively small memory systems1(GB). Such modules could then be used to prodargell systems, with each
module adding computation, memory and communicateabilities (Fig. 1). Under these conditionsmekes
sense to use a distributed shared memory (DSM)itectlre [5] in which each core has local memorgrst
through a global address space. Communicatiors fakee directly between the local memories of eack with
message sizes of the order of 8 — 32 B (i.e. ombecdine). This is an extremely challenging apglan for
photonic interconnect in which, due to the lackpedctical optical memory, end-to-end paths mustdtep for
small packets. This paper investigates the reougints of photonic switching for reducing overallwen
consumption in multichip DSM machines based on rzalyais of memory traces from a simulated 32-co8VD
machine running the PARSEC benchmark suite. Whtlere DSM machines of this type may consist ofiands
of cores, the analysis of 32 cores (at the linitd tan be modeled using full-system software sitiod) gives an
insight into the traffic characteristics of thiss$ of computers.
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Fig. 1. Network of 3D integrated chip multiprocesswith distributed shared memory?mmunications
We consider a centralized photonic switch thus miring the number of optical switching elements #etce
power consumption compared with distributed switghiSetting up circuits on a per message basibdas shown
to reduce energy efficiency where message sizdswr€l0s to 1000s of bytes) [6] as in the DSM calsestead we
consider two approaches (1) A dual network comgjstif a photonic circuit switch for large data flowombined
with an electronic packet switched network [7]; {#&)e division multiplexed (TDM) access to a swifebric using
short fixed time slots [8-10].

2. Methodology

In this work, we assess the benefits of photonimvokks for DSM systems by analysis of the commuidca
patterns generated by running the PARSEC benchsustdk [11] on a simulated 32 core x86 system rupfimux.

PARSEC contains 12 algorithms covering financialjieeering and scientific applications designed darallel

processing on future multicore systems. Full ¢t the simulation parameters and cycle accuremory trace
generation were described in [12]. All communizatbetween cores is memory to memory using 32BgiackA
zero-latency infinite bandwidth crossbar intercarinwas used to assess the interconnect requirematitsut

simulating specific network schemes.

For the circuit switching case, the memory tracesendivided into time intervals and the circuit figaration
which maximizes the traffic over the circuit switalas determined. This approach gives an upperdounthe
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benefits of introducing circuit switching withoussuming any particular scheduling scheme. Timervats from
300 clock cycles (120 ns at 2.5 GHz) up to the &ldjorithm run time were used. For each algorithnthe
PARSEC benchmark, the total traffic carried ondieuit switch, total switch on-time and total sstitng activity
were recordedA lower bound on the total energy of the netwonk ba given by:

Erevork = Narait (Eeng + Esuiten _tora (N- Ncircuit)Epkt (1)
where Engand B are the photonic end-point and electronic packstork energy per packetsfch wwis the total
switch energy, N is the total number of packets Bigd.i is the total number of packets routed onto theudir
switch. For the TDM case, it is assumed thatralffit is carried over the photonic network (N =;dy). For
switch technologies which operate using currergdtipn, Eyich = twich PswichWhere $yicn is the total length of alll
circuits and Ry iS the on-state power per path. For switches hvhpcesent a capacitive loadgkn =
2-Nswicer Eswich Where Nyich is the total number of switching operations agghdzis the energy of a single switching
operation. The photonic network is compared withedectronic 2D packet switched mesh network wittalt
energy, Eework= N'Ep. The energy per packet is given by:

Epkt = Erouter [tlH min +1]+ E|ink DHmin (2)
where Eur and E, are the energies per packet of the routers ardratéc links respectively and i is the
average minimum hop count for the network. A 6&%s chip-to-chip electronic transceiver specificdkesigned
for low power in 90 nm CMOS consumed 2.1 pJ/bif] [dBile a 5-port router design optimized for lowvger and
speculative single cycle routing in 90 nm CMOS coned 0.46 pJ/bit [14]. We can therefore estimaig.E 118
pJipkt and Ry = 537 pJipkt giving f: = 2.9 nJ/pkt for the 32 node network. We congerely assume that the
photonic end-point power per packet is equal tat thfathe electronic transceiver (537 pJ/pkt), adilgv
acknowledging that future integrated devices wduce power), many functions of a transceiver (@ERDES,
clock recovery) are required in both cases.
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3. Results

Fig. 2 shows the minimum and maximum average enpggybit across all 12 algorithms in the PARSEC
benchmark for both current injection and capacitwétches as the time on which circuit decisiors r@made is
varied. The current injection case assumes artata-power of 1.2 mW, consistant with a Clos switsing ring
resonators sized to allow transmission of 16 wangthess with 250 GHz spacing [15]. For the capactase, a
switching energy of 100 pJ is assumed, consistéhtelectro-optic Mach-Zehnder switches [16]. Hoee lower
energy capacitive switches do not substantiallpgkahe results as the overall energy is dominayettie photonic
end point and packet switch energy. Higher powdtch technologies such as SOAs substantially eseethe
overall energy in the current injection case. alt be observed that circuit decisions must be roadmicrosecond
timescales or less to obtain significant and cdastsenergy advantage over packet switching. Naifstant
energy advantage can be obtained in the static c@kese results are not significantly changed $iggi2 or 3
nodes per core. It is notable that for the shoiisuit decisions times, the mean number of ptcker circuit
interval is small (varying over 1.0 - 3.2 betwedgodathms). The maximum peak circuit bandwidth edyed is a
challenging but achievable 97.3 Gb/s (for the xabrithm). The presence of the circuit switctowb the peak
electronic bandwidth requirement to be reduced®y 74 % depending on algorithm considered.
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Fig. 3. shows the average energy per bit for TDMhasslot time is varied. If we assume a minimuot sme
for the 32B packet of 6 ns or 15 clock cycles (pssor clock rate of 2.5 GHz, optical bit rate of X0 Gb/s, 50%
coding overhead and 1 ns switching time), the &ffedandwidth per port is 43.7 Gb/s. Ideally ewtrinjection
switches require on-state power of around 10 m\thisrntimescale. However, SOA devices (200mW pén fii])
can also have energy advantage over packet switclnethe capacitive case, switching energies ofiad 10 pJ
ensure that the overall energy is dominated btitepoint. Low latency in the TDM case resultsririmter-arrival
times (IAT) being substantially less than the siote. As shown in Fig. 4, all algorithms have I#san 5% of
packets with IAT below 15 clock cycles with the egtion of X264 and streamcluster. However, itagahle in
X264 that a very high percentage of adjacent packet to the same destination. An analysis ohtimaber of
packets in each 300 cycle interval (Table 1) shinaswhile peak bandwidth requirements per portlmamery high
(e.g. 112 packets per interval for Streamclust@38 Gb/s), 90 % of intervals have no more than éketa with
X264 again providing the greatest challenge.
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Fig. 4: PARSEC benchmark cumulative distributiohgter-arrival times

4. Implicationsfor Future Photonic Networks

Our results show that with appropriate switchinghtelogy, both the circuit switch and TDM techniguzman
reduce power consumption compared with an elearpacket switched network. For circuit switchirggcuits
must be setup on microsecond timescales to rolatee proportion of the traffic onto the circuitigsh. For DSM
traffic we do not see long-lived flows that made ttechnique attractive for supercomputers with iseiiond
timescale switches [7]. Obtaining the latency Hfieré circuit switching on microsecond timescalegjuires an
efficient scheduler. Given that on average onB/fdackets are transmitted in a single time inteatahe shortest
timescales, it is unlikely that real time networlomitoring could efficiently detect circuit requiremts. It is an
open question as to whether circuit requirementsdcbe efficiently detected by the compiler or pargmer. The
results assume ideal circuit decisions and non-idebeduling will reduce the energy advantage. TV
technique has attractive energy properties, ewaengbur conservative assumption of equal powerwopsion for
electronic and photonic transceivers. The disaggnof TDM is the relatively high latency, demeatig the
importance of minimizing the slot time through ieasing bit rates, reducing clock recovery and $ivite times
and jitter control. The low IAT observed for algbms with high proportions of same destinatiorfficaindicate a
requirement for supporting short circuits{0s of ns) within the scheduling algorithm of aM Detwork.
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