OSA/OFC/NFOEC 2011
OThR4.pdf

Adaptive Classified Cloning and Aggregation Technique for
Delay and L oss sensitive Applicationsin OBS Networks

Shavan Askar, Georgios Zervas, David K. Hunter, Dimitra Simeonidou
School of Computer Science and Electronic Engineering, University of Essex, Colchester CO4 3SQ, UK
Email: skaske@essex.ac.uk

Abstract: An adaptive classified cloning and aggregatiommégue is introduced for deployment
with Optical Burst Switching. Simulations show up ¥4% reduction in loss rate over
conventional cloning for applications with specifielay and loss requirements.

© 2011 Optical Society of America
OCIScodes. (060.4250) Networks; (060.2330) Fiber optics comitations

1. Introduction

Contemporary Internet traffic tends to be burstgause of the increased prevalence of triple-playises (i.e.,

data, voice, and video) and web-based multimedpicgtions. OBS is ideally suited to such trafficdarepresents
an easy evolution from optical circuit switchingitehproviding much of the improved granularity asisded with

optical packet switching. However, contention imaor problem which prevents the deployment of GR8vorks

[1]. Burst assembly plays a major role in thistadetermines the characteristics of OBS trafficsthffecting burst
loss probability and burst transmission delay Rjr this reason this paper proposes an adaptigsifid cloning

scheme, which leverages the advantages of cladsifaning while deploying adaptive aggregation,oier to

provide superior loss rate and ETE delay for apgiims which require it.

2. Basic Cloning Scheme (BCS)

In BCS, one or more cloned bursts can be made &ach original burst and sent simultaneously; if onenore of

them reaches the destination, the original bursbisidered to be successful. If more copies ademéa particular
burst then it is less likely to be lost. Howevenibre copies are made overall, more cloned trédfiadded to the
network, which then actually increases the ovepadibability of cloned bursts being lost becausethaf class
isolation characteristic of BCS. Furthermore, agitiinks will on average be carrying twice the amig load. A

comparison between retransmission recovery andngahowed that cloning avoids both the need fgdduffers

and the increased delay associated with the egistittansmission mechanism [3].

3. Adaptive Classified Cloning and Aggregation Scheme (ACCS)

The Adaptive Classified Cloning scheme introduaethis paper coexists with an adaptive aggregdagchnique,
resulting in superior performance over classicahitlg in terms of both delay and loss rate, thusaaning overall
network performance. The ACCS Ingress node in Eiduconsists of two buffers; the primary buffer rmggtes
both best effort (BE) and high priority (HP) padkewhile the secondary buffer accepts high pridftypackets only
[1]. The aggregation parameters adopted by eadglessghode depend on the loss rate incurred atotfeenodes; a
notification is sent to all edge nodes if the lost® increases or decreases by a certain valué¢hen there is a high
loss rate, shorter bursts are preferred while Iphgests are generated with low loss rates. Asebgu it can be
shown that there is a low loss rate when the nétigolightly loaded, so that longer bursts can beagated and still
yield acceptable performance. However, generatingdr bursts will increase the delay indefinitdiyg the delay
is limited by a hybrid aggregation technique witmaximum aggregation delay of 40 ms. The ingresterapplies
admission control by dropping best effort packdtshe incoming load exceeds the ingress node’scaiféd
bandwidth when the offered load is high. For theppse of demonstrating the ACCS concept, the badttiwi
available for each ingress node is calculated ugiadollowing simple load balancing equation:

n

n n
BE; = Z Utilize(E, E;, L)/ E Z Utilize(E,, Ey, L)
j=1 k=1

j=1
In this equationn = total number of edge nodes; =Engress node number i, utilize(, L) = 1 if the path from E
to F traverses link L, otherwise it is 0, BEbandwidth available to ingress node i over link
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Figure 1. ACCS ingress node

Dijkstra’s shortest-path algorithm is used to dmiee the shortest path for sending bursts to tthestination.
Once the BEvalues have been calculated for all the links fagithe path, the lowest value is taken as the that
can be transmitted. Only packets for delay andiss kensitive applications will be placed in theoseary buffer.
Core nodes send notifications to all edge nod#if link loss rate exceeds the upper loss thidskedue (LTU) or
is lower than the lower loss threshold value (LTd9,shown in Figure 2.
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Figure 2. Flow chart depicting the operation of A&ZC

The length of the generated bursts will depend hen NLR (Network Loss Rate) value, motivated by the
reasonable observation that with a higher percentddpigher priority (HP) traffic, the loss ratelmvde higher even
when applying ACCS. Thus the upper and lower lbssshold values will be decided based on the ptagenof
higher priority traffic; the upper/lower loss thnesd value will be LTU/LTL" if the percentage of higher priority
traffic is less than 20%, while it is LTULTL" otherwise.

4. Resultsand Analysis

This section compares the performance of ACCS, B68& STD (standard OBS) using ns2 simulations. & th
interests of brevity, the best loss rates for B@8 &TD are compared with our proposed ACCS schdre.
illustrate our concept we have chosen L¥L0.02, LTU = 0.025, LTL" = 0.03, LTU'= 0.035, T1 = 0.5 s anti=
0.01. The loss rate values take into account btinsiisare dropped by the ingress node becausescddmission
control strategy. Simulations took place on an @8enNSF network with 10 Gbps link bandwidth [1], @BS
control plane supporting JET (Just Enough Time)ilevhurst generation is described by a Poissorrildigton.
Both HP and BE traffic is distributed over the netlwequally; for instance if HP percentage is 30#nt all the
ingress nodes will receive 30% of HP and 70% of tBdific. Figure 3 shows packets’ average ETE delay,
comparing three BCS scenarios (1 ms, 20 ms, amdsAime- based aggregation) and ACCS. Our propssleeime
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outperforms even the 1 ms BCS scenario (which tedést ETE delay performance of BCS scenarioshwine
utilization exceeds 29%; the ETE delay is slighghgater (although easily low enough for practiogbldyment)
when the utilization is under 29% because ACCS ggee longer bursts under light loads. The ETE Yeldh
BCS increases not only with increasing aggregatiore, but also because of the extra offset timeaiired to
provide the necessary isolation between HP andr&8fict To provide class isolation in BCS, the effsime is set
to five times the average generated burst lengshthis increases, the offset time increases albmhwincreases the
ETE delay. However, our scheme outperforms BCSims$ of loss rate. It is also important to show houch
additional traffic will be incurred due to the igétion of BCS and ACCS for different HP percentaghkies (when
HP is 10% and 30%). Figure 4 compares the additivaffic added for the different schemes compaedhe
standard OBS network utilization in order to obsettve exact increase in the network traffic. Ounesge adds less
traffic to the network than BCS; 90% and 70% lesemthe HP percentage is 10% and 30% respectiB&lR
double the whole traffic with no considerable losduction as shown in Figure 5. However, the nédtwatitization
shown in Figures 3,4, and 5 represent the origiredfic utilization without cloning in order to pvale a fair
comparison. For instance, in Figure 5 when the agtwatilization is 40% then this means that thesloate of
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Figure 5. Loss rate comparison of
different schemes

Figure 3. Packet ETE delay
comparison

Figure 5 shows the loss rate for AP2 (higher pijgpackets) and AP1 (best effort packets) whenyapglSTD
(standard OBS), BCS and ACCS. Because it is exgdbi@ applications with special requirements Wwal used
increasingly in the future, we have assumed thatpekets constitute 30% of the total traffic, irdiidn to the
10% scenario. Figure 5 shows that ACCS outperfdd@S, especially at high network utilizations, fart 10%
and 30% HP traffic. However ACCS with an HP ratiol®@% performs better than with 30%, as the comant
probability of HP packets increases. Figure 5 shthas BCS improves upon the loss rate of STD, lomverges
with STD as network utilization increases, while @& minimizes the loss rate, even at higher utitbzet The only
disadvantage of ACCS is the increased loss of Riegia, although BE applications don’t have loss cainstraints.

Figure 4. Extra incurred Load

5. Conclusion
This paper presented an adaptive classified closgigme which supports real time applications hizae delay

and loss requirements. ACCS benefits from an adapéiggregation technique that changes its paraseter

depending on the network loss rate, in additioadmission control which is implemented within eatjress node.
Simulation results show the superiority of our preed scheme over BCS and STD in term of packetd€l&y and
loss rate; an average of 74.5% and 52% loss rexdtuistiobtained when compared with BCS, when trefi®? and
30% HP traffic respectively, while minimizing patkeTE delay.
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