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Abstract: Future packet transport networks need to cope weigidly growing Internet traffic.
Hybrid architecture approaches combining limiteelce#onic with massive optical switching can

help to overcome the severe cost, energy and siiglédsues.
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1. Introduction

The rapidly growing Internet traffic will be furthdriven by the development of optical high-speeckas for a
large percentage of households (cf. for examplétheésuideline for Next Generation Access: all Ewaip
Citizens should have 30 Mb/s access until the 2820) together with the evolution of interactivelanobile
broadband services as well as the increasing \ddatent distribution over the Internet. The averag#ic growth
over the next 10 years will reach a factor of 16€oading to recent forecasts and based on measntgmereal
networks over the last years; at selected hot dixetéarge Internet exchanges, traffic is evenldimg each

year [1,2]. Future packet transport networks neexbpe with challenging requirements in terms afatuility and
in particular energy efficiency. Some key strategiad solution approaches will be described inghjser.

2. Challengesfor futuretransport networks

The expected traffic growth is not only challengingterms of scaling up the network infrastructimeorder to
simply carry the amount of data. This may sound iie have to progress the technology as we didepast, but
100 times more traffic means that we will need coogles with a total capacity of 100-150 Tb/s arel kiby
guestion won't be if we could achieve this techiycdut if we could do it in a cost and energyieént way.

The cost per transported bit needs to be reduadatically in view of the stagnating revenues afrapors.
Their networks are currently being transformed frigeparated SDH/SONET and IP backbones towards ogen/e
packet transport networks while IP and packet basedces become more and more dominating. Proceptse
entire packet traffic electronically with large i®uters according to today’s way of operation wattainly raise
strong issues in terms of complexity and energysaoption.

The evolution of electronic processing speed Isfetiowing Moore’s Law, but recently more by deping
multi-core and massive parallelization rather thaising clock frequencies accordingly. Furthermasigling down
the feature size of CMOS technologies won't resutelated power savings like in the past becafisecoeasing
problems with leakage currents. Finally, the thigqug of memories as essential prerequisite fanigh-speed
electronic packet processing and buffering is beixigapolated to grow by a factor of only 15 ov@rykars. Thus,
scaling up today'’s electronic nodes to the needab is absolutely not straightforward. Massiveajiel
deployment of equipment could possibly cope withttiaffic increase, but energy will then becomerttest critical
factor, since the energy consumption of routemsvézall increasing with throughput, despite ofiaprovements in
semiconductor technologies. A study from Japanefample, on the evolution of all-electronic IP tenbackbone
networks shows that by 2020 routers will consum@%®f the nation’s total energy generation in 2G88s
becoming unsustainable [3].

3. Packet network ar chitectures and solutions

Since scaling up electronic router based architestwill most probably not meet the cost and engagyets in
2020, we must consider new approaches first tocediectronic packet processing to the bare mininjush one
single processing instance (classification, headgrection, table look-up, scheduling, etc.) focreand-to-end
flow and then exploit transport techniques basegtwtonics offering a remarkable energy saving mae
However, it is well accepted that optical technigaee not suitable for complex signal processisggas well as
large storage and buffering needs, but show ttexiefits in the field of circuit switching and wagabth

routing [4]. This seems to be a contradiction ® tequirements of transporting IP based multi-Gigadcket
streams. But one can easily discover that 80-90¢heofraffic in a core node is transit traffic whiisn’t generated
or terminated in this particular node and thustethie no need for electronic packet switching/nogitbperations



OSA/OFC/NFOEC 2011
OTuPL.pdf

required to forward the packets to the next nodkthe traffic can be bypassed in the optical doragiplying much
less complex and less energy hungry circuits.

Still, a large variety of packets carrying fromeavfbytes up to a few kilobytes of data are entettregmetro and
core network where at least a fraction needs orbeessed and packet switched as long as it'sfficieat to put
this traffic onto an optical circuit or an entir@avelength channel. Processing lots of tiny andadeilength packets
is an extremely complex and energy hungry tasksTive can use traffic aggregation into large, fibedyth
macro-frames according to destination and senlassat the edges of the network and can reduakhea
processing complexity by at least 2 orders of ntagei inside the core and the energy consumptioalafed line
cards by 30% [5]. This will also minimize the depieent of complex Deep Packet Inspection mechanisrise
core.

Video content as being expected to play a domiraatin future will also benefit from transportlarge
containers or even optical circuits since it canmmestly characterized as large, contiguous chuhkisia.

The resulting network architecture ideally pusHeslactronic packet processing towards the bordétke
network, preceded by aggregation stages, andatsstiie core as far as possible to optical cimwitching
techniques with a limited amount of energy effitieracro-frame switching, thus following the strateg switch
traffic at the lowest possible layer.
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Figure 1: Long term network architecture vision

The architecture vision (fig. 1) unveils a potehtitncking point for end-to-end energy efficierdarisport, namely
the interfaces between administrative or vendoraloswhich perform hand-over today on IP/MPLS leVéhen
aiming at a single packet processing entity foheswd-to-end flow and allowing L1 and L2 serviceg( video)
directly entering the network without IP layer mapp then we need to consider introducing novedristomain
interfacing approaches on L2 (aggregated packedsts, circuits) or even on L1 (switched wavelengths

The architecture vision is relying on integratedl2Lswitching capabilities in order to shift thaffic between
electronic packet/circuit switching and opticalkdiit switching blocks back and forth along the ptilough the
network in a flexible way according to the traffiemands and the most cost and energy efficientgcahmeans.

Fig. 2 depicts the structure of an integrated jel./node scalable for an overall throughput beyb®@ Th/s and
consisting of an electronic agnostic switch sugpgrinacro-frame and circuit switching as well gshatonic
switch for handling wavelength channels. The slrach technology is determined by the networlokogy and
the traffic demands. Although nearly all these éangdes will have to handle add/drop traffic on L2, and L3,
there is no IP routing function foreseen in the®tmnic switching fabric. For cost and energy efficy reasons, we
assume that all IP based packet traffic has begreggted into macro-frames in the access nodei$ appropriate-
on specific line cards of the integrated node le@mtering the core network where it is mappedtembmitted at
the lowest possible layer depending on the requisgdiwidth and the available bandwidth on the tinks. Thus
we can decide for each node, if a certain ingnegBa could just traverse the node on a wavelergdmnel, or a
switched time slot of a wavelength (depending @ndapabilities implemented in the photonic switah)if it needs
to enter the electronic sub-wavelength switching pithe node to be rearranged either on the ldsigcuit
switched containers (e.g. OTN) or on macro-frarvelleNote that an integrated control plane encosipgsall
involved layers is indispensable. With this appipare attempt to get as close as possible to thet efficient
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distribution of traffic over the layers weightiniget granularity of traffic against the granularifytlee different
transport layers on the core links.

The principle of shifting traffic to lower layerslso known as optical bypass- is on one hand iz gtiaicess at
the network design phase when we can optimize eépéogiment of node equipment according to grossaaeer
traffic dependencies in a static traffic demandrirabuch better energy efficiency could be achi by
establishing bypass links dynamically accordingdtual traffic demands. Fig. 3 explains this ppteiusing a two
layer example, an electronic packet layer and a WidkLit layer. Each node keeps track of the badtiwiised by
the packet type flows crossing the node. As soan@estain threshold of transit traffic is detectieel node issues a
bypass request to a decision instance which res@iN®dypass requests inside its responsibilityoregcoordinates
the mutually interfering requests, and initiatess $let-up and tear down of those optical bypassitéirmatching the
most energy efficient traffic distribution. Thismmic bypass provisioning scheme —as part of afulis¢d control
plane or as centralized block- may become an aatons network function for efficient network cont{b].
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Figure 2: Integrated electronic/optical node IFégB: Dynamic optical bypass principle
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The design and dimensioning of this network arciitee with integrated electronic/optical nodes ational scale
arrangements of more than 1000 nodes is a chatigmgulti-layer optimization task. We prepared a hamof
sophisticated heuristics and optimization strated@® prove the potential of the described appraachealistic
network scenarios applying a related dimensionimdy@ptimization tool.

4. Conclusions

The Internet traffic in the year 2020 is expecteddach a volume of 100 times the traffic of todage network
infrastructure will need to carry this volume iretmost cost and energy efficient way, since costbieneed to
decrease dramatically in view of collapsing operdtoevenues and energy consumption is becomingtiaat

factor in the operational cost. Scaling up the tebeic all-IP based approaches will most probahbidy meet the
2020 requirements in terms of cost and in particateergy, so novel architectural and technologscdlitions are
indispensable. We propose to minimize the procgssifort on packet level by reducing it to a singistance, by
aggregation into large macro-frames, and by pusttiegraffic to the optical layer as far as possifihis leads to
transport network architectures with IP routerthatedges only and integrated electronic/opticaicting nodes in
the core exploiting static and dynamic, autonompuesintrolled bypassing techniques for lowest enexgg cost;
novel approaches for inter-domain interfaces onabil L2 need to be considered, as well as efficreags to

transport large video content chunks.
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