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Abstract: We present and evaluate opportunities and chakerfigr packet optical transport of
residential and business data services from actes®re networks. Presented solutions are
evaluated based on sample case studies.
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1. Introduction
The continuously growing bandwidth consumptionha tigital society drives operators to reduce ndtveapital
expenditures (CAPEX) and operational expenditu@BEX). Corporate responsibility and growing eneocggt
furthermore increase the need for energy effidiertsport networks. The Packet Optical Transpotiidek aims at
this goal with the integration of packet switchi(igPLS), TDM switching (ODU), and wavelength switobi
(DWDM) in a single transport network, thus coupli@ndwidth management and transmission functignalit
However, several technological and architecturaliads are available, and the resulting multilayangport
network has many degrees of freedom. The diffaemiinologies have each their strengths and aresgsptitation:
packet switching for aggregation and statisticaltipiexing, TDM switching for efficient grooming anbandwidth
management, and wavelength switching for opticaklsg and energy efficient long haul transmissidiis fequires
careful design and optimization to obtain maximwymesgies with a robust and scalable architecture.
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Fig. 1. Converged transport network. In the mem@aaaccess and backhaul are based on high-capacigyreach
WDM-PON. The Optical line terminals (OLTs) conneetlundantly to high-capacity metro core rings wradain are

redundantly connected to a meshed photonic backiitileRemote node, ONU: Optical network unit, GP@\gabit
passive optical network, MSAN: Multi-service accessle; BTS: Base transceiver station).

Figure 1 shows a reference transport network a@chite based on passive optical access networl WgDM-
PON and GPON, a Metro Core network with degree-2) @nd multi-degree (MD) ROADMSs, and a core network
with 100Gbit/s — 1Thit/s per channel using colaledirectionless, contentionless (CDC) ROADMs tbgetwith

hybrid MPLS/ODU-Switches. In the remainder of thaper, the three network areas will be discussethadne
detail.

2. Passive Optical Access Network

Next-generation access systems will have to probatelwidths in excess of 100 Mb/s per residentiatamer, in
conjunction with high customer count and high maximreach. Potential systems solutions include s¢wveariants
of WDM-PONSs. These systems, however, differ sigaffitly in their cost (capital expenditures) andrgpe
consumption potential. Several WDM-PON conceptscareently investigated in the European funded i&Jearch
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projects OASE [1] and C3PO [2], as well as thegubADVAntage-PON funded by Germany's Federal Miyisf
Education and Research (Bundesministerium fiir Bidgdund Forschung, BMBF). An overview and evaluatdn
WDM-PON solutions including hybrid WDM-PON with igrated per-wavelength multiple access, is givdB]in
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Fig. 2. Simple WDM-PON (64...96 Ch)

The author shows that a simple WDM-PON as showign 2 is most efficient for next-generation accesth up
to 1 Gb/s (sustained) per client and client numbetsexceeding ~320. Access distances of 40...60&mat¢so be
supported. This can be attributed to the inherenplicity of the transceivers and the multiple-agsenechanism
which still can be used for these numbers. Othlettisas — hybrid WDM/TDMA, UDWDM, or active-plus-jgaive
hybrid — exist, but either lead to higher cost @asver consumption, or require active sites whicly mantradict
site-consolidation programs of network operators.

It is essential to clarify carefully the requirentefor next-generation access with regard to pelR{@ent count
and maximum reach. The question if WDM filters allewed in the ODN (instead of power splitters/camelns) also
has to be answered. If in particular client courgsinot exceed ~320, and a passive, filter-based i®Rccepted, the
most efficient solution with regard to both, costlalso power consumption, is a simple WDM-PON.

3. Metro Networks

In scalable metro networks, switching and multipigxfunctionality should be provided on the lowpsssible
layer. The remaining higher-layer functionality sl be concentrated in fewest possible sites faghdst
operational efficiency. Overall, a modular metralearchitecture is desirable which allows a flexibbmbination
of optical bypass, electronic multiplexing/aggrégatand layerl/2 switching functions in a singléwark element.
Fig. 3 depicts a block diagram of such generalizaede architecture [4].
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Fig. 3. Generalized node architecture. In the phiottayer, connectivity is provided by reconfigui@§ROADM) or
fixed (FOADM) optical add/drop. In the electricahykr, colored clients (“alien wavelengths”) can dieectly
connected. Gray or colored clients alternatively ba connected through transponders, groomed byomaers and
add/drop multiplexers (ADM), or flexibly cross-cagted (XC: Cross connect) on ODU and/or EVC layer
(XFP: 10 Gigabit Small Form Factor Pluggable, SFP&mall Form Factor Pluggable (Plus), IF: Inteefpc

On the optical layer, MD- or D2-ROADMSs are usedchbrtain sites with low optical add/drop traffibese can be
substituted by optical filter based FOADMs to sasgpital expenditures (CapEx). ROADMSs do not onlgvide bit
rate transparency, they also support an automatsmhfiguration. This feature simplifies the proweising of new
optical circuits and supports an optical re-routingcase of link failures or scheduled maintenaactons. To
enable more flexible reconfiguration capabilitiédsis desirable that the add/drop ports can rangicackcess any
wavelength from any trunk port. This functionalisysometimes also referred to as a color-less @edtwbn-less
add/drop. On the electrical layer typically a miXI®M circuits as well as packet services is rugnam top of the
photonic backbone. Many carriers ask for hybridke&optical transport platforms (POTPSs) to efficigrtombine
MPLS for business VPN and residential servicesh lgndwidth, premium Ethernet virtual circuit (EV&Jrvices,
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and ODU services for an efficient transport>ol Gb/s leased line services. The current stanzitidn effort of
ODUflex allows a highly efficient co-existence offUS and ODU traffic on the same optical infrastuuet The
merit of such hybrid packet-optical switch architees was evaluated for core networks, and theltsesue
summarized in the next section.

4. Core Networks

Next-generation optical core networks provide tifeaistructure for a reliable delivery of high-caiyapacket and
circuit services. To keep pace with steady traffiowth, Multi-Th/s networks are required in whichcget flows,
time-division multiplex (TDM) circuits and dense vedength division multiplex (DWDM) wavelengths céae
seamlessly transported and switched. Recent pognetsansport technologies, specifically the etiolu towards
cost-efficient colorless, directionless, and cotitarless ROADM architectures, allows such netwdikde built
and operated in a scalable, flexible and automuatay [5]. An important aspect is the design of theltiiayer
network combining these three architectures. Ehg. authors in [6] show that lightpath bypass aarefrom 25%
to 45% in power consumption compared to a non-kg/gasign.

In [7] the authors compared in a case study thifereht node architectures for packet/circuit/wawngth
switches suitable for next-generation optical coeéworks: parallel packet and circuit switch, oagrpacket and
circuit switch, and hybrid packet and circuit swit(~ig. 4). The case study shows that node arcdhites which
integrate packet (MPLS) and circuit (ODU) switchihg means of a single, protocol-agnostic switchrixaire
most flexible in the assignment of circuit and petakaffic, provides the minimum number of optiggkerfaces, and

allows the best exploitation of the available fibapacity.
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Fig. 4. Network node options: a) parallel, b) lagsrc) hybrid packet & circuit switch. Al DWDM chaels are using 100 Gb/s line rate.
5. Conclusion and Outlook

The key for providing cost- and energy-efficientcket transport in Access, Metro and Core netwogkdoi
maximally utilize the benefits of the optical infteucture. Simple WDM-PON in access networks, dedlilfle,
color-less, directionless and contention-less ROADMth integrated hybrid packet / circuit switchesnetro and
core networks are the key building blocks. In fatusoftware-defined optics with gridless channébcaition,
variable data rate, and adaptive modulation, fodwearor-control (FEC), and equalization in combioatwith a
powerful control plane will provide a simplified¢calable and automated bandwidth delivery for paeket circuit
services up to 1Thit/s per optical transport channe
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