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2 Daniel Lassiter

1 Introduction

Adjectives modify nouns and noun phrases directly, and can be predicated
of individuals, propositions, and events. This chapter deals with adjectival
modification of nouns, and predicative constructions involving nouns and ad-
jectives. Given the richness of the subject matter the treatment is necessarily
selective; it is also, regrettably, confined mainly to English. However, it should
provide enough background for further exploration of the literature and points
of comparison for work on other languages. For a thorough empirical survey
of English adjectives and a treatment of their interaction with adverbs, see
Huddleston & Pullum 2002. For a theoretically-oriented survey covering the
same material as this chapter in greater detail (and more), see Morzycki 2013.

Consider, for example, the adjective beautiful. In (1) it is used predic-
atively, serving as the complement of the copular verb to be; the phrase is
beautiful functions as the main predicate of the sentence.

(1) Prague is beautiful.

Looking just at (1), it’s tempting to adopt a very simple treatment: there is
some set of beautiful things in the world, and (1) says of Prague that it is
an element of this set. Officially, then, the denotation of beautiful would be a
semantic object of type ⟨e, t⟩, the characteristic function of the set of beautiful
things. Assuming that the copula is semantically vacuous, the result is (2).1

(2) [∣Prague is beautiful ∣]M = beautiful(Prague)

We might call this the ‘classical’ approach to adjective semantics, because it
is in effect a generalization of the classical theory of concepts traditionally
associated with Aristotle (see Murphy 2002: §2 for discussion).

A number of problems immediately arise with the classical approach. The
first is that adjectives can also be used attributively as in (3), inside a noun
phrase and, in this case, directly modifying a noun. If beautiful denotes a func-
tion from individuals to truth-values, we cannot account for this use without
elaboration.

(3) Prague is a beautiful city.

1 Assumptions and conventions: I use a semantics based on Montague 1973 as mod-
ified by Gallin (1975), where M = ⟨D, [∣⋅∣]M⟩ is a model consisting of a stratified
domain of objects and an interpretation function which maps expressions into
their model-theoretic interpretations. The basic types are (at least) s for worlds,
e for individuals, and t for truth-values, and there is a function type ⟨α,β⟩ for
any two types α and β. D is partitioned into subsets Dα for each basic type α.
For any type β, Dβ picks out the set of model-theoretic objects of type β.

I use italicized words and phrases to refer to natural language expressions, and
boldface expressions to pick out their model-theoretic translations. I will mostly
ignore intensionality, except where it is specifically relevant to a theoretical issue.
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Assuming that city has the usual meaning of a common noun (type ⟨e, t⟩),
it is looking for an individual argument. Since beautiful city is a syntactic
constituent in (3), we expect one to take the other as an argument; but if both
sub-expressions are of type ⟨e, t⟩, neither can take the other as an argument
and composition cannot proceed. §2 will discuss several approaches to this
and related problems.

Second, some adjectives can’t be used predicatively, and so the classical
analysis would clearly be inappropriate for them. For example, the oddness of
(4a) is presumably due to the fact that there is no set of ‘former’ things; yet
(4b) is acceptable. This type of adjectival modification has been one source
of inspiration for the intensional treatment of adjectives discussed in §2.

(4) a. # Al is former. (predicative use unacceptable)
b. Al is a former politician. (attributive use OK)

A further puzzle is that beautiful and many other adjectives are gradable:
they do not appear only in the unmodified (‘positive’) form, but can form part
of various morphologically and syntactically complex constructions which bear
intricate logical relations to each other.

(5) a. Prague is very/quite/sort of beautiful. (degree modifiers)

b. London is more beautiful than Manchester. (comparatives)
c. Of these cities, Barcelona is the most beautiful. (superlatives)
d. Paris is too beautiful for words. (excessives)

Gradability has important consequences for the way that we set up the
semantics, even for simple cases like (1). To see why, consider that — if beau-
tiful picks out a set — then very beautiful should pick out a smaller set (the
particularly beautiful among the beautiful things). The denotation of the com-
plex adjective phrase beautiful but not very beautiful should also be a proper
subset of the denotation of beautiful. Obviously these two sets should be non-
overlapping, and anything which falls into the first should count as more
beautiful (5b) than anything in the second set. It is not at all clear how we
could capture these logical relations among the positive, comparative, and
various modified forms if the basic meaning of beautiful is an unordered set.

Along similar lines, consider (5b). Obviously, if this sentence is true then
it cannot be that Manchester is beautiful while London is not. It could be,
however, that both cities are beautiful, or that neither is. A theory of grad-
able adjectives should be able to capture these entailments across different
constructions involving gradable adjectives (§§3-5).

A much-discussed feature of beautiful, very beautiful, and the like is their
vagueness and context-dependence. There is a vast literature on these
issues. We will treat them fairly briefly, and in a way that emphasizes the
compositional semantics of degree expressions, and their use in communication
rather than broader logical or philosophical issues. See also Chapter 24 of
this handbook for a cognitive science perspective on the semantics-pragmatics
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interface which connects directly with the issues of vagueness and context-
sensitivity discussed here.

§5 discusses scope interactions between degree expressions and quantifiers,
modals, and other operators. In addition to providing a number of puzzles
which are interesting in their own right, the open nature of this topic suggests
that much work remains to be done in integrating degree semantics with other
areas of natural language semantics, and that certain foundational assump-
tions may well need to be reconsidered in order to make progress on these
difficult issues.
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2 Adjective-noun combination

2.1 Kinds of adjectival modification

Clearly, a vegetarian farmer is someone who is both a vegetarian and a farmer,
or (equivalently) someone who falls into the intersection of the set of veget-
arians and the set of farmers. Adjectives like this are called intersective.
By analogy, we might expect that a beautiful city is something that is both
beautiful and a city; that a skilled craftsman is someone who is both skilled
and a craftsman; and that a former friend is someone who is former and a
friend. But these paraphrases become increasingly implausible as we move
down the list, and the last is simply nonsensical. In fact these adjectives fall
into various classes according to an influential typology of adjectives (Kamp,
1975; Siegel, 1976; Partee, 1995; Kamp & Partee, 1995).

Let A be an arbitrary adjective, and N an arbitrary noun. Intersective
adjectives A are those for which the set of things that satisfy AN is simply
the intersection of the set of things that satisfy A, and the set of things
that satisfy N . For example, vegetarian is intersective because the vegetarian
farmers are the vegetarians who are farmers, the vegetarian cellists are the
vegetarians who are cellists, etc. Intersective adjectives thus license both of
the patterns of inference in (6):

(6) Al is a vegetarian farmer; Al is a cellist.
So, Al is a farmer.
So, Al is a vegetarian cellist.

Subsective adjectives are a larger class which include the intersective
adjectives. If A is a subsective adjective, then the set of things that satisfy
AN is a subset of the things which satisfy N . For example, a skillful farmer
is surely a farmer, but whether or not he counts as skillful depends on what
kind of skill is under discussion — if it’s farming skill, yes; if it’s musical skill,
we can’t be sure until we learn more about him. As a result, being a skillful
farmer and being a cellist is compatible with not being a skillful cellist. The
signature feature of (non-intersective) subsective adjectives is thus the success
of the first inference in (7) and the failure of the second.

(7) Al is a skillful farmer; Al is a cellist.
So, Al is a farmer.
# So, Al is a skillful cellist.

Examples of nonsubsective adjectives include alleged, wannabe, fake,
and former. For these adjectives, the set of things which satisfy AN is not
always a subset of the things which satisfy N . In general, then, if A is nonsub-
sective then there will be some things which satisfy AN without satisfying N :
an alleged thief may or may not be a thief, and a wannabe actor probably isn’t
yet an actor. Inferences like (6) and (7) are not generally valid here either.
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(8) Al is an alleged forger; Al is a pickpocket.
# So, Al is a forger.
# So, Al is an alleged pickpocket.

A putative subclass of nonsubsective adjectives are the privative adjectives,
which are marked out by the feature that something that satisfies AN never
satisfies N . The classic examples are fake, counterfeit, false, and the like: the
usual judgment is that a fake gun is not a gun, and a counterfeit dollar is not
a dollar. However, Partee (1995, 2007) argues that there are no truly privative
adjectives, pointing out (among other things) that the question ‘Is that gun
real or fake?’ is not trivial as such an analysis would predict.

2.2 Intensional treatment

One prominent approach to these data is to adopt the Montagovian strategy
of generalizing to the worst case. Instead of treating the simple predicative
use of adjectives illustrated in (1) as basic, we begin with an account of the
most complex cases we can find — such as former — and treat simple uses
as special cases. More concretely, rather than treating adjectives as denoting
the characteristic functions of sets of individuals, we will now analyze them
as functions which take the intensions of nouns as arguments and return ar-
bitrarily modified intensions (Montague, 1970; Kamp & Partee, 1995). For
example, alleged would be analyzed as a function which maps noun intensions
to derived noun intensions.

(9) a. [∣alleged ∣]M = λP⟨s,et⟩λwsλxe[alleged(P )(w)(x)]

b. [∣alleged pickpocket ∣]M = λwsλxe[alleged(pickpocket)(w)(x)]

The point of treating adjectives as functions on noun intensions is to block
inferences like those in (8). Suppose that the meaning of alleged is a function
which maps a noun meaning and a world to the set of individuals who have
been said to be in the extension of the noun in that world. Clearly, nothing
follows logically about whether the individual actually is in the extension, or
about whether the individual has been said to be in the extension of any other
noun. Another way to put the point is this: even if all and only forgers were
pickpockets in our world, we wouldn’t be able to infer from Al is an alleged
forger that Al is an alleged pickpocket. By operating on intensions, we can
ensure that this inference fails, simply because there are alternative possible
worlds in which forger and pickpocket do not have the same extension. By
contrast, if alleged had an extensional and intersective meaning, this inference
would be valid.

The intensional treatment makes room for complex meanings such as those
expressed by former and wannabe, where the relationship between being N
and AN cannot be expressed by simple mechanisms like set intersection. How-
ever, it also makes it necessary to introduce additional mechanisms to ensure
that the valid inferences in (6)-(7) do go through, as well as other entailments.
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The Montagovian strategy is to add meaning postulates which are lexically
associated with the appropriate classes of adjectives. Some informal examples:

(10) a. If A is in {skilled, good, ...} then, for all x, [∣AN ∣]M(x) implies
[∣N ∣]M(x).

b. If A is former then, for all x, [∣AN ∣]M(x) implies that there is some
time t prior to the utterance time such that [∣N ∣]M(x) holds at t.

Probably many more such rules would be needed, given the large and se-
mantically varied adjective inventory of English.

This approach is pleasingly general, but it runs the risk of obscuring in-
teresting details of the meanings of the adjectives in question. For example,
Kamp & Partee (1995) point out that some apparently non-intersective ad-
jectives may be better explained as having context-dependent but intersective
meanings. It would be unwise to draw the inference in (11), for example; but
this is probably not due to tall being non-intersective, but rather a subtle
shift in meaning induced by combining the adjectives with different nouns.

(11) Al is a tall jockey; Al is a hockey player. # So, Al is a tall hockey player.

This, in turn, is presumably related to facts about the different distributions
of heights among jockeys and hockey players, a piece of contextual information
which influences the interpretation of adjectives like tall. Note in favor of this
analysis that the inference is reasonable if we reverse the nouns. Intuitively,
this is because hockey players tend to be taller than jockeys, so that someone
who is tall for a hockey player is probably also tall for a jockey.

(12) Al is a tall hockey player; Al is a jockey. So, Al is a tall jockey.

If this is right, it may be possible to analyze tall as an intersective adjective
after all. The methodological lesson is that we must be careful to hold the
context fixed in applying tests such as (11).

Along similar lines, it may be possible to treat the failure of (7) with
the classic non-intersective adjective skillful as being due to the presence of
an implicit argument specifying which kind of skill is relevant to its inter-
pretation. On this treatment, the failure of (7) would not show that skillful
is non-intersective, but that subtle shifts in its meaning are induced by the
change in the context between the first premise and the conclusion: in other
words, (7) is intuitively invalid because it is interpreted like (13).

(13) Al is skillful as a farmer ; Al is a cellist. # So, Al is skillful as a cellist.

Making this precise would, of course, require an account of explicit as-phrases
as well as their putative implicit counterparts.

Another difficulty for the intensional treatment is that it is not obvious how
to account for predicative uses of adjectives. What is needed is an explanation
of the fact that intersective and subsective adjectives can usually be used
predicatively, but nonsubsective adjectives frequently cannot.
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(14) a. Al is vegetarian. (intersective)
b. Al is skillful. (subsective)
c. # Al is alleged. (nonsubsective)

In an important early treatment, Siegel (1976) argues that the attributive
and predicative uses of adjectives like vegetarian and skillful are really differ-
ent lexical items, even if they happen to be homophonous in many cases. On
this account the problem with (14c) comes down to a lexical gap in English.
Partee (1995) suggests rather more parsimoniously that intersective adject-
ives are listed in the lexicon as simple predicates and operated upon by a
general type-shifting rule in their attributive uses. (15) gives a simple-minded
implementation of this idea.

(15) a. [∣vegetarian ∣]M = λwsλxe[vegetarian(w)(x)] (basic meaning)
b. ATT = λP⟨s,et⟩λQ⟨s,et⟩λwsλxe[P (w)(x) ∧Q(w)(x)] (type-shifter)

c. [∣vegetarian farmer ∣]M = ATT([∣vegetarian ∣]M)([∣farmer ∣]M)
= λwsλxe[vegetarian(w)(x) ∧ farmer(w)(x)]

We could then explain the unacceptability of Al is alleged/former by treat-
ing these adjectives as being listed in the lexicon in the higher (property-
modifying) type, so that they cannot apply directly to an individual.

If adjectives like skillful are really intersective but context-dependent, as
we speculated above, then this treatment may be able to account for the data
we have seen so far. However, there must still be room for lexical restrictions
on the availability of attributive and predicative uses of adjectives, even in-
tersective ones: compare The baby is asleep to the rather less natural (but
attested) the asleep baby.

2.3 Modification of individuals and events

Above we suggested that old and skillful might be intersective after all, once
certain non-obvious features of their meaning are taken into account. Larson
(1998) argues in a somewhat different way that some or all apparently inten-
sional/nonintersective adjectives can be treated as extensional and intersect-
ive. He focuses in particular on the fact that many adjectives are ambiguous
between an intersective and a non-intersective reading, as in the famous ex-
ample Olga is a beautiful dancer. This sentence has two very different readings:

(16) a. ‘Olga is beautiful, and she is a dancer.’ (‘intersective’)
b. ‘Olga dances beautifully.’ (‘non-intersective’)

On reading (16a) the sentence entails that Olga is beautiful, but leaves open
that her dancing could be atrocious; on reading (16b) it entails that her dan-
cing is beautiful but does not exclude the possibility that she is quite ugly as
a person. Many other adjectives display similar ambiguities, including skill-
ful, the showcase subsective adjective in the previous section: Al is a skillful
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farmer is most naturally interpreted as meaning that Al is skillful as a farmer,
but could also be used to mean that he is both a farmer and skillful at some
other salient activity.

Larson points out that the substitution failures that the intensional treat-
ment is designed to account for also occur in similar constructions for which in-
tensionality is not an obvious diagnosis. Note first that, on the non-intersective
reading, the inference in (17) fails.

(17) Olga is a beautiful dancer; Olga is a singer. # So, Olga is a beautiful
singer.

This is quite similar to:

(18) Olga dances beautifully; Olga sings. # So, Olga sings beautifully.

A reasonable diagnosis of the substitution failure in (18) is that manner ad-
verbs like beautifully are modifiers of events. A standard event semantics
(Davidson, 1967; Parsons, 1990) predicts the failure of (18) in simple first-
order terms. Very roughly (letting e be a variable over events, and glossing
over important but mostly orthogonal issues about the choice of quantifier):

(19) a. [∣Olga dances beautifully ∣]M = ∃e[dancing(e,Olga)∧beautiful(e)]

b. [∣Olga sings ∣]M = ∃e[singing(e,Olga)]
c. [∣Olga sings beautifully ∣]M = ∃e[singing(e,Olga) ∧ beautiful(e)]

Clearly, (19a) and (19b) can be true while (19c) is false. Larson points out
that the non-intersective reading of Olga is a beautiful dancer can be treated
similarly, assuming plausibly that the meaning of the deverbal noun dancer
contains an event variable which can be modified by the adjective. The two
readings of this sentence are then generated by allowing the adjective beautiful
to modify either an individual variable or an event variable. The two readings
of beautiful dancer come out as in (20).

(20) a. λx∃e[dancing(e, x) ∧ beautiful(x)] (‘intersective’)
b. λx∃e[dancing(e, x) ∧ beautiful(e)] (‘non-intersective’)

Note that beautiful is a simple predicate in both cases, and differs only in
what it is predicated of; Larson’s point is that we can treat some apparently
non-intersective adjectives as having simple intersective meanings if we make
sure that we are correctly representing their interactions with the meaning
components provided by the the noun.

This line of attack may even succeed with some nonsubsective adjectives.
For example, Larson suggests treating Al is a former teacher as having two
readings as well.

(21) a. ∃e[teaching(e,Al) ∧ former(Al)] (‘intersective’)
b. ∃e[teaching(e,Al) ∧ former(e)] (‘non-intersective’)
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Potentially, the individual-modifying (‘intersective’) reading is not available
simply because it makes no sense: unlike beautiful, former picks out a property
that can only be predicated sensibly of events. This would account for the fact
that only reading (21b) is available, and also for the fact that former cannot
be used predicatively (cf. (14)).

It remains to be seen whether the full range of adjectives can be treated in
this way. Larson points out that some attributive-only adjectives such as mere
and utter are not plausibly treated as event modifiers, and suggests that the
nouns that these adjectives combine with may have still further intricacies.
Non-subsective adjectives such as alleged and fake may also pose challenges
to the approach. Overall, Larson’s approach suggests that it may be possible
to simplify the typology of adjectives while also drawing connections with the
semantics of nominals and the syntax of DPs. However, a good deal of empir-
ical and theoretical work remains to be done in order to make good on this
promise, requiring simultaneous consideration of evidence and theoretical is-
sues from morphology, syntax, semantics, and pragmatics as well as the issues
involving gradation and scales discussed in the remainder of this chapter.
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3 Gradation and scales

3.1 Diagnosing gradability

Many of the adjectives that we have discussed are gradable, including beau-
tiful, old, tall and skilled. Diagnostics for gradability include participation in
comparative and equative constructions; the availability of complex construc-
tions involving degree modifiers and measure phrases; the possibility of using
overt comparison classes. For example:

(22) a. This car is older than that one. (comparatives)
b. This car is as old as that one. (equatives)
c. This car is very/quite/somewhat old. (degree modification)

d. This car is ten years old. (measure phrases)
e. This car is old for a Honda. (comparison classes)

A particular gradable expression may not participate in all of these construc-
tions for principled or idiosyncratic reasons. For example, beautiful differs
from old in not readily accepting measure phrases; presumably, this has to
do with the fact that beauty is not easily measured or associated with con-
ventional units. Extreme adjectives such as outstanding and enormous also
show complicated patterns that are not well understood: consider for example
quite/?very/#somewhat enormous and the contrast in (23).

(23) a. # That house is more enormous than this one.
b. This house is enormous, and that one is even more enormous.

Some of the adjectives we have considered — vegetarian, alleged, wannabe,
and former — fail all of the tests in (22) and are apparently non-gradable.
This is interesting because each of these adjectives is associated with a kind
of meaning which could sensibly be graded. For example, from the nature of
the concepts involved we might expect them to form comparatives with the
meanings paraphrased in (24).

(24) a. Sam is more vegetarian than Al. (‘Al eats more meat’)
b. Bill is a more alleged thief than Mary. (‘More people say this of Bill’)
c. Al is a very former teacher. (‘He stopped teaching a long time ago’)

The fact that the sentences in (24) are quite odd suggests that grammatical
gradability may not be straightforwardly predictable from the nature of the
property that an adjective expresses. It may be necessary instead to simply
supply certain adjectives with an extra argument (degree, comparison class,
or both) which can be manipulated by operators such as degree modifiers
and comparatives. Non-gradable adjectives, then, would simply be adjectives
which lack this additional argument and are listed as properties or functions
over properties (as in §2). This treatment of the gradable/non-gradable dis-
tinction is less than fully satisfying — it would be much nicer to have a uniform
semantic treatment of adjectives in which non-gradable adjectives emerge as a
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special case without lexical stipulation — but data such as (24) provide a cer-
tain amount of empirical motivation for a lexical distinction. We will assume
it in what follows.

Note that gradability is not limited to the syntactic category of adjectives.
In English, gradable expressions occur in various syntactic categories including
adverbs (very/more quickly), verbs (love Sam more than Mary does), quan-
tificational determiners (more water/boys), nouns (be more of an artist than
Bill) and auxiliary modals (You should leave more than he should). See e.g.
Solt 2009; Wellwood et al. 2012; Lassiter 2014 for data, theoretical discussion,
and further references on gradation beyond adjectives.

The existence of far-reaching gradation in natural languages really should
not be a great surprise: most psychologists who study concepts have long since
abandoned the classical assumption that concepts have sharp boundaries in
favor of graded representations of concepts, expressed using (e.g.) probability
theory, fuzzy logic, or vector spaces. See Murphy 2002 for a history of the
transition from classical to graded theories of concepts and a survey of relevant
theory and experimental data, including his §2 on empirical problems for
the classical theory and §11 on the relationship between concepts and word
meanings.

3.2 Modeling gradability with and without degrees

Historically there have been two main approaches to the semantics of grad-
ation. Bartsch & Vennemann 1973 and many following theories proceed by
adding an extra semantic type d for degrees. Degrees are abstract represent-
ations of measurement (such as heights and weights) and come organized into
ordered sets called scales. Formally, a scale is a structure ⟨D,≥⟩, where D is
a set of degrees and ≥ is a reflexive, transitive, antisymmetric, and possibly
connected binary order on D. (I presuppose here some basic concepts from
order theory, at the level of Partee et al. 1990, §3.) As we will see below, some
scales seem to have richer logical structure; but this is the minimum.

On this style of analysis, gradable expressions are provided with a degree
argument which can be bound by operators such as comparatives and measure
phrases. Non-gradable and gradable adjectives thus differ in their semantic
type: the former are (mostly) simple predicates (type ⟨e, t⟩), while the latter
are functions from a degree to a predicate (type ⟨d, et⟩).2 For example, the
lexical entry for tall in such a theory would be as in (25a), and the measure

2 Some clarificatory notes and pointers to the literature: [1] There is a debate
about whether the right semantic type for gradable adjectives is ⟨e, d⟩ or ⟨d, et⟩;
see Bartsch & Vennemann 1973; Kennedy 1997 and Cresswell 1976; von Stechow
1984; Heim 2001 respectively. Here we will focus on the latter. [2] An additional
type may be needed for intensional adjectives unless the strategy of Larson (1998)
to reduce them to intersective adjectives is successful (§2.3). [3] Modal adjectives
such as likely take propositional arguments and thus will be of type ⟨d, ⟨⟨s, t⟩, t⟩⟩
rather than ⟨d, et⟩. Control adjectives such as eager presumably have an even more
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phrase five feet picks out a measure of height which saturates the degree
variable in the meaning of tall, returning a property which is true of anything
which is at least 5 feet tall.

(25) a. [∣tall ∣]M = λddλxe[height(x) ≥ d]
b. [∣five feet ∣]M = 5′

c. [∣five feet tall ∣]M = λxe[height(x) ≥ 5′]

The main alternative is to suppose that gradable and non-gradable adject-
ives share the semantic type ⟨e, t⟩, but differ in that only gradable adjectives
are semantically context-sensitive. On one version of this approach (Lewis,
1970; Barker, 2002), comparatives, measure phrases, and other degree operat-
ors are treated not as expressions which bind a degree variable, but rather as
expressions which shift a contextual degree (or ‘delineation’) parameter that
controls the interpretation of a gradable adjective. For example, instead of
(25) we would have (26), with the ‘shifty’ entry (26c) for the measure phrase.

(26) a. [∣tall ∣]M,∆ = λxe[height(x) ≥ dtall]

b. [∣five feet ∣]M,∆([∣A∣]M,∆) = ([∣A∣]M,∆[dA←5′])
c. [∣five feet tall ∣]M,∆ = λxe[height(x) ≥ 5′]

In these definitions, ∆ = ⟨dtall , dhappy , . . .⟩ is a very long list of delineations,
one for each scalar adjective in the language. ∆[dA ← 5′] is the list which is
everywhere identical to ∆ except that dA is replaced by 5′.

The difference between (25) and (26) is essentially whether there is object-
language quantification over degrees. In fact, a parametric semantics like (26)
can always be rewritten using object-language quantification over the para-
meters as in (25) (cf. Cresswell, 1990). Although the proposals in (25) and
(26) are superficially different, they are really semantically equivalent. (They
are not equivalent in their morphosyntactic predictions, though; see §3.3.)

Context-sensitive predicate analyses of gradable adjectives that differ more
deeply from degree-based treatments have been offered by Klein (1980);
Doetjes et al. (2009); Burnett (2012) and others. These analyses treat grad-
able adjective meanings as being relativized not to a degree parameter but
to a comparison class parameter. In such approaches it is necessary to im-
pose strong restrictions on possible context-sensitive meanings. For instance,
if there is a possible context in which Al counts as ‘tall’ and Bill does not,
there should not be any possible context in which Bill counts as ‘tall’ and Al
does not. After all, if the former is true then Al is taller than Bill.

complex type. The denotations given below for degree operators will be specific to
adjectives which take individual arguments, but are readily generalized to modal
adjectives (Lassiter, 2014, §1). [4] A number of theorists have proposed treating
degrees not as points on scales but as intervals (e.g. Kennedy, 2001; Schwarzschild
& Wilkinson, 2002). The issues involved are fairly intricate and go beyond what
we can consider in this space.
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14 Daniel Lassiter

Putting together the various qualitative restrictions that are needed in or-
der to avoid such monstrosities, it turns out that the meaning of any adjective
Adj relies on a reflexive, transitive, possibly connected binary order (weak or-
der) ⪰A ‘at least as Adj as’ defined over a domain of individuals DA ⊆ De

(Klein, 1980). If the order is connected, the structure ⟨DA,⪰A⟩ is an or-
dinal scale, a type of qualitative scale which has received much attention in
Measurement Theory (van Benthem 1983; Klein 1991; cf. Krantz et al. 1971).
Standard techniques from Measurement Theory reveal that for any semantics
of this form there is an equivalent degree-based semantics as in (25) built on
a scale ⟨D,≥⟩ (indeed, an infinite number of them). Similar correspondences
hold for a number of more restrictive qualitative structures which are plausibly
relevant to gradation in natural languages (Sassoon, 2010a; van Rooij, 2011a;
Lassiter, 2014). Even explicit reference to degrees can be analyzed in qualit-
ative terms by treating degrees as equivalence classes of individuals under the
⪰A relation (Cresswell, 1976; Rullmann, 1995; van Rooij, 2011a, etc.).

Despite the rather different overt appearance, then, there does not seem
to be much to choose in this debate either: insofar as they are rich enough
to capture the basic phenomena, semantic treatments of gradable adjectives
can be written equivalently using a degree-based semantics or a qualitative
semantics. In giving a semantics for English adjectives, the choice between the
two approaches is largely one of taste and ease of use.

3.3 Morphosemantics of the positive form

Even though the correspondence between theories with and without degrees
is closer than it appears on the surface, there are good arguments in favor of
theories treating the positive form as a predicate, coming not from semantics
but from morphology. In degree-free theories a gradable adjective such as
tall takes one argument, an individual. This means that sentences with the
positive form of the adjective can be treated in a maximally simple way:

(27) [∣Al is tall ∣]M,∆ = height(Al) ≥ dtall

The effect is that Al is tall means ‘Al is at least as tall as some contextually
specified height’.

In contrast, if we attempt to apply the denotation of tall in (25a) directly
to an individual we get a type-mismatch, since the adjective expects a degree
as its first argument. Degree-based theories generally deal with this problem
by assuming that there is a phonetically null degree morpheme called “pos”.
A gradable adjective must combine with pos before it can take an individual
argument (Cresswell, 1976; von Stechow, 1984; Kennedy, 1997, etc.).

(28) a. [∣pos ∣]M,∆ = λA⟨d,et⟩λxe[A(dA)(x)]

b. [∣pos tall ∣]M,∆ = λxe[height(x) ≥ dtall]
c. [∣Al is pos tall ∣]M,∆ = height(Al) ≥ dtall
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The “standard degree” dtall in (28) performs the same function as the delin-
eation parameter dtall in (27); the difference is in whether the degree variable
in the adjective’s meaning is automatically bound to this contextual para-
meter, or variable and parameter are connected by the action of pos.

As Klein (1980) points out, on this theory it is essentially an accident of
English that the pos morpheme is silent. To the extent that gradable adject-
ives in other languages are also of type ⟨d, et⟩, we should expect to find overt
counterparts of pos doing the same job in other languages. There are no clear
candidates (though see Liu 2010 for an argument that Mandarin has such a
morpheme, and Grano 2012 for a rebuttal). More recently Bobaljik (2012)
argues using patterns of syncretism from a large sample of languages that the
comparative form of adjectives universally contains the positive form. This is
also potentially troubling for the pos-based theories, since they treat the com-
parative as containing not the full complex [pos A] but only the adjectival root
A. However, the argument depends heavily on theoretical assumptions about
morphological syncretism associated with Distributed Morphology (Halle &
Marantz, 1993), and a defender of pos could perhaps appeal to a different the-
ory of morphology in order to explain why Bobaljik’s patterns would emerge.

An undesirable feature that is shared by the pos- and delineation-based
theories is that they require the interpretation of English sentences to be rela-
tivized to a huge number of parameters — one delineation or standard degree
for each adjective in the language, whether or not the relevant adjective actu-
ally appears in the sentence. One possible way to avoid this, while also avoiding
the morphological problems of the pos-based theory, is to suppose that pos
is not a morpheme but an instantiation of type-shifting mechanisms which
are freely available and quite generally phonologically unrealized. Briefly, the
idea would be that sentences do not necessarily denote propositions, but may
denote functions from a small set of arguments to propositions; interpreters
then use pragmatic and world knowledge to fill in appropriate values for the
unsaturated variables. Sam saw her, for example, would denote a function
λx.saw(x)(Sam), and an interpreter must fill in a value for the unsaturated
variable in order to recover a proposition. Such a theory must rely heavily
on type-shifting mechanisms which intervene to allow composition to proceed
when it would otherwise halt. It must also supply a pragmatic story about
how interpreters infer appropriate values of unsaturated variables, and when
speakers can reasonably assume that listeners will be able to perform this task
(see Goodman & Lassiter (this volume) for relevant discussion).

For the interpretation of positive-form adjectives, what would be needed
in the simplest case is a type-shifter POS which simply reverses the order of
the arguments of tall. Note that we no longer need to relativize interpretation
to a long list of dedicated contextual parameters, one for each adjective of the
language.

(29) a. [∣tall ∣]M = λddλxe[height(x) ≥ d]
b. POS = λA⟨d,et⟩λxeλdd[A(d)(x)]
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c. [∣Al is tall ∣]M = POS([∣tall ∣]M)([∣Al ∣]M) = λdd[height(Al) ≥ d]

Listeners must infer a reasonable value for the unsaturated degree variable in
order to interpret (29c), just as they would for the contextual parameters in
order to interpret (27) and (28c).

Whether this modification represents a genuine explanation of the silence
of pos/POS or a mere terminological shift depends on the details of the com-
positional semantic theory in which it is embedded. In the context of a theory
in which such type-shifting mechanisms are strongly motivated (Szabolcsi,
1987; Steedman, 1987, 2001; Jacobson, 1999; Barker & Shan, 2014), this ap-
proach may represent a genuine theoretical explanation which enables us to
maintain other desirable features of the degree-based theory — in particular,
a simple treatment of comparatives and their interactions with modals and
quantifiers as discussed below.

Given the difficulty of finding clear empirical differences between the vari-
ous ways of setting up the semantics of gradable adjectives, the most efficient
route at this point seems to be to simply choose one and work with it. The rest
of our discussion will assume an explicit degree-based semantics in the tradi-
tion of Bartsch & Vennemann (1973); von Stechow (1984); Bierwisch (1989);
Kennedy (1997); Kennedy & McNally (2005). This choice is motivated chiefly
by the fact that the degree-based semantics is somewhat simpler to state and
work with, and it is important to keep in mind that there are many alternative
ways to set up the semantics of these constructions, with and without degrees,
which frequently generate very subtle empirical differences or none at all.

Note, however, that this approach is largely motivated by the current fo-
cus on adjectives in English. Beck et al. (2009); Bochnak (2013) argue that
languages may vary in whether they make use of degrees in their semantics.
On Bochnak’s account, a degree-based semantics is needed for English; but
the comparison-class-based semantics of Klein (1980) is essentially correct
for the native American language Washo, which has vague scalar expressions
but no direct comparatives or other degree-binding operators. This opens up
the possibility that the existence of degrees could be motivated in languages
with rich degree morphology by an indirect argument, by appealing to typolo-
gical distinctions among languages that are difficult to explain if all languages
represent and use degrees in the same way. Since the argument invokes a
parametric distinction, it predicts a sharp discontinuity between languages
with and without traces of degree binding. An alternative hypothesis is that
languages may display gradual variation in the number of degree-binding op-
erators in their lexicon, with English and Washo merely representing extremes
of “many” and “zero” such items, respectively. More work is needed to clarify
the empirical situation here.

3.4 Vagueness and context-dependence of the positive form

In §3.3 we discussed details of the compositional semantics and morphology of
the positive form of gradable adjectives. These adjectives have also been the
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primary subject matter of a vast literature on vagueness, with important
contributions from philosophers, linguists, psychologists, and computer sci-
entists. We cannot hope to cover the intricate debates on vagueness in detail,
but will settle instead for a quick overview of empirical characteristics and
theories which interface with the compositional semantics described above.
Some good entry points into the larger debates are Williamson 1994; Kamp
& Partee 1995; Keefe & Smith 1997; Keefe 2000; Barker 2002; Shapiro 2006;
Kennedy 2007; van Deemter 2010; van Rooij 2011b.

Empirical feature of vague adjectives

The most fundamental diagnostic for vagueness is a lack of sharp bound-
aries. That is, to say that heavy is vague is to say that we cannot identify
a weight w such that anything that weighs w kilograms or more is heavy
and anything that weights less is not heavy. This is true even though there
are clear cases of heavy things (a truck) and clear cases of things that are
not heavy (a feather). A closely related characteristic is tolerance (Wright,
1976). Suppose we have identified something that is definitely heavy. To say
that heavy is tolerant is to say that we should not also identify something
that is just a tiny bit lighter (something 1 microgram lighter than the truck)
as not being heavy.

Unfortunately, acquiescing to these claims about heavy leads straight to
the sorites paradox.

(30) a. This truck is heavy.
b. It’s not the case that an object 1 microgram lighter than a heavy object

is not heavy.
c. This feather is heavy.

If we can find an object exactly 1 microgram lighter than the truck, (30b)
requires that it can’t count as ‘not heavy’; if we’re working with classical
logic, this means that the lighter object is heavy. We then find another object
1 microgram lighter than that, apply (30b) again and conclude that it is also
heavy. Continuing this procedure for some tedious length of time, we will
eventually reach a weight which is less than or equal to the feather’s weight,
from which we can conclude that the feather is heavy as well. So, if the truck
is heavy and the tolerance principle is true of heavy, then the feather is heavy;
but that is obviously false.

Vague adjectives also admit of borderline cases. Let’s allow that the
truck is heavy and the feather is not; what about this table? Indeed, for
virtually any context and purpose we can imagine there will be items for
which it is unclear whether or not they count as ‘heavy’. Note that there
are (at least in principle) two ways that this could be spelled out. First, a
borderline case of ‘heavy’ could be an object such that it is partly, but not
fully, acceptable to describe it as ‘heavy’, and acceptable to a similar degree
to describe it as ‘not heavy’. Second, a borderline case could be an object

Page: 17 job: TSWLatexianTemp_000007 macro: handbook.cls date/time: 21-May-2014/11:09



18 Daniel Lassiter

which falls into the range on a scale in between two regions of clarity, but
for which both descriptions are clearly inappropriate. Whether both of these
possibilities are instantiated is a matter for empirical investigation; see e.g.
Égré (2011).

Vague adjectives typically display considerable context-dependence.
This comes in at least two forms. Statistical context-dependence involves
the fact that the way that a property is distributed among other relevant
objects can influence the truth-value of a sentence containing a relative ad-
jective. For example, a house listed for $400,000 might well count as expensive
in Atlanta, where the average sale price of homes (at the time of writing) is
less than $200,000. A house with the same price would probably not count
as expensive if it were being sold in San Francisco, where homes typically
sell for around $450,000. What varies between the two cases is the statistical
distribution of prices among homes in the local area.

This kind of implicit relativization to a class of relevant comparisons is
related to the linguistic phenomenon of overt comparison classes (Solt, 2011).
The sentences in (31) might well be true of the same piece of property. Presum-
ably this is because (31a) explicitly invokes the distribution of prices among
condos, without excluding from consideration condos in cheaper locations;
while (31b) invokes the distribution of prices among homes of all kinds in San
Francisco, which is generally rather higher than the prices of condos nation-
wide.

(31) a. This property is expensive for a condo.
b. This property is not expensive for a home in San Francisco.

A related but possibly different source of context-dependence relates to
the goals and interests of the conversational participants (or other relevant
people). For example, whether I consider a home with the prices quoted above
to be expensive might depend not only on the objective statistics of a relev-
ant comparison class, but also on what I can afford; a $500,000 home may
appear as expensive to someone who is very poor, and as not expensive to
someone who is very rich, regardless of the local statistics of prices. This kind
of context-sensitivity is subtler and less well-understood, but see Fara 2000 for
an insightful discussion. Perhaps statistical context-sensitivity can even be re-
duced to interest-relativity, if it can be shown that statistical facts matter only
when they pertain to the practical interests of the parties in a conversation.

A sampling of theories

There are many theories of vagueness; here I will describe informally a small
number which interface clearly with the degree-based semantics for gradable
adjectives described above. I also won’t stop to explain how each theory deals
with the criticial sorites paradox; see the works cited for extensive discussion.

The simplest approach to vagueness, in a certain sense, is to deny that it
has anything to do with meaning. That is, we interpret heavy as a property
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of objects whose weight exceeds some standard degree/delineation parameter
dheavy , and assume that this value is given with precision by the interpretation
of the language together with facts about the context of use. What generates
vagueness, on this view, is some kind of irresolvable uncertainty about what
the correct interpretation of the language is. This is the epistemic the-
ory of vagueness, defended most prominently by Williamson (1994). It has
the undeniable advantage of keeping the semantics simple, and Williamson
also argues that the theory is plausible given general epistemic limitations
of humans. However, many linguists would balk at the rather extreme form
of semantic externalism that Williamson’s theory presupposes. One influen-
tial position would take it as absurd to suppose that there are facts about a
language that speakers of the language do not and cannot know (Chomsky,
1986).

A related but perhaps less contentious idea relies on the fact that vague
expressions are context-dependent, and that conversational participants may
be uncertain about the precise nature of the conversational context — say,
whether they are speaking in context c or context c′ (or in context c′′ or ...).
On this account, speakers know all of the relevant facts about their language,
including what the precise linguistic interpretation would be if they were in
c (or in c′ or ...). Vagueness can then be modeled as uncertainty, as in the
epistemic theory, but without requiring that there be a precise but unknown
linguistic fact about how heavy an object must be in order to count as ‘heavy’.
Instead, the language provides a linguistic ‘hook’ for the context to fill in
a value, but says nothing about what the value is. (Such an account does,
however, imply that there would be no vagueness if all relevant facts about
the context were fully known. One might reasonably doubt the plausibility of
this consequence.)

One example of an account along these lines is Barker 2002. Barker points
out that treating vagueness as uncertainty about the context allows us to cap-
ture many of the useful features of supervaluational theories of vagueness
(Fine, 1975; Kamp, 1975; Keefe, 2000) without building in special linguistic
devices for managing uncertainty about the denotations of vague expressions.
On the supervaluational account, the interpretation function (relative to a
context) associates vague predicates with a range of ‘admissible precisifica-
tions’ for a vague adjective such as tall. For example, it might be that all and
only values between 10 and 20 kilograms are admissible precisifications for
‘heavy’. We can then say that ‘x is heavy’ is clearly true if x weighs more
than 20 kilos, since the sentence comes out as true under all admissible pre-
cisifications; and that it is clearly false if x weights less than 10 kilos, since it
comes out as false under all admissible precisifications. If x’s weight is between
10 and 20 kilos, then x is a borderline case of ‘heavy’ — that is, it counts as
‘heavy’ under some but not all admissible precisifications. Theories of this
sort are able to account for the tolerance of predicates like heavy by extend-
ing classical logic. As long as the range of admissible precisifications is not
too small, we will never move from ‘heavy’ to ‘not heavy’ in a single small
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step. We will sometimes move from ‘heavy’ to ‘borderline’ in a single small
step, but this is not a violation of the tolerance principle as it was formulated
above.

Barker points out that a similar effect can be achieved by supposing that
the interpretation function assigns a unique interpretation to heavy relative
to any given context, but that there is uncertainty about what the relevant
context is. That is, there is some set of epistemically possible contexts C,
and the conversation might for all we know be taking place in any c ∈ C,
each of which determines a delineation dheavy . Suppose that we know enough
about the context to exclude delineations greater than 20 kilos or less than
10 kilos. Then, by plugging in the delineation semantics discussed in §3.2,
we have the result that ‘x is heavy’ is definitely true if x’s weight is greater
than 20 kilos, in the sense that we know that it will be true no matter what
further information we acquire about the context of conversation. Similarly,
‘x is heavy’ will be definitely false if x’s weight is less than 10 kilos. However,
if x’s weight falls between 10 and 20 kilos, we will be uncertain about whether
x counts as ‘heavy’ since the context could (for all we know) determine a
value for dheavy which is greater or less than x’s weight. Barker’s version of
the theory is also able to account for the tolerance of heavy, if the principle is
re-formulated to make reference to what is known about the context-sensitive
meaning of heavy — that is, what is true no matter which c ∈ C turns out
to be the true context. The revised principle requires that there be no w and
small ε such that something which weighs w kilos is known to be heavy and
something which weighs w − ε is known to be not heavy.

Both classical supervaluationism and Barker’s version are susceptible to an
objection from higher-order vagueness. Even though these theories honor
the intuition that there is no sharp boundary between the heavy things and the
not-heavy things, they do entail that there is a sharp boundary between the
heavy things and the borderline cases, and another sharp boundary between
the borderline cases and the not-heavy things. However, many people be-
lieve that the meaning of heavy is also vague in this sense: there is no sharp
boundary between the heavy things and the borderline cases, but only an
imperceptible shading off from clear to less clear cases (e.g. Williamson, 1994,
§5). We might try adding another layer of supervaluations, but then the ar-
gument could simply be re-run using the boundary between the clear cases
of heavy things and the borderline borderline cases. Presumably the response
would then be a further layer of supervaluations. Unless we can find a way to
halt the regress, the supervaluational theory is in trouble.

The desire to avoid sharp boundaries at any level has led some theorists
to advocate degree-based theories. The classic treatment uses fuzzy lo-
gic (Zadeh, 1978), according to which the classical truth-values are merely
the extremes of a range [0,1] of truth-values that sentences can take on.
The slow fade from ‘heavy’ to ‘not heavy’ — the key feature which separ-
ates heavy from non-vague adjectives such as geological — is modeled by
assuming a truth value-assigning function which does not have any sharp dis-
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continuities. Theories of vagueness based on fuzzy logic have been advocated
by a number of theorists including Goguen (1969); Lakoff (1973); Machina
(1976); Zadeh (1978) and more recently Schiffer (2002); Smith (2010). There
are many possible objections to this treatment, though: many theorists are
unwilling to countenance degrees of truth on philosophical grounds, and there
is good reason to think that fuzzy logic makes implausible predictions about
the truth-values of compound sentences involving vague terms (Edgington,
1997). Furthermore, no such theory (to my knowledge) has given a satisfying
story about where the function assigning truth-values to objects of a given
measure should come from. It is also unclear how to account for the depend-
ence of judgments about the applicability of vague terms on statistical facts
about a reference class.

A rather different degree-based treatment is the statistical or probab-
ilistic approach discussed by Borel (1907); Black (1937); Edgington (1997);
Lawry (2008); Frazee & Beaver (2010); Lassiter (2011); Égré (2011); Lassiter
& Goodman (2013); Égré & Barberousse (to appear). Glossing over some
differences among these authors, the basic idea is that we treat vagueness
without abandoning classical logic by treating the interpretation of heavy as
statistical inference of the location of the unknown boundary θ. Each possible
value of θ has some probability of being the true value, and the probability
that an object counts as ‘heavy’ is simply the cumulative probability of θ up
to its weight:

P ([∣x is heavy ∣]M,θ = 1) = ∫
∞

0
dθ P ([∣x is heavy ∣]M,θ = 1, θ)

= ∫
∞

0
dθ P ([∣x is heavy ∣]M,θ = 1∣θ)P (θ)

= ∫
∞

0
dθ P (θ) ×

⎧⎪⎪
⎨
⎪⎪⎩

1 if weight(x) ≥ θ

0 otherwise

= ∫
weight(x)

0
dθ P (θ)

The derivation is determined by the mathematics of probability, except for the
transition from the second to the third line, which derives from the classical
semantics for heavy described in previous sections.

This approach allows us to reason about the relevant feature of the conver-
sational context — the location of the boundary between heavy and not heavy
— using the same machinery that we would use to infer the value of any other
unknown variable for which probabilistic inference is appropriate. The probab-
ilistic treatment is not truth-functional, in the sense that the probability of a
conjunction or disjunction is not in general predictable from the probabilities
of the conjuncts/disjuncts; it thus avoids several problems involving complex
sentences which plague theories based on fuzzy logic (Edgington, 1997). This
approach to vagueness can be given a precise compositional implementation

Page: 21 job: TSWLatexianTemp_000007 macro: handbook.cls date/time: 21-May-2014/11:09



22 Daniel Lassiter

within a stochastic λ-calculus: see Lassiter & Goodman 2013 and chapter 24 of
this handbook for details, and for a proposal to derive the context-sensitivity
of relative adjectives and the specific form of the function P (θ) from inde-
pendently motivated devices: a probabilistic theory of uncertain reasoning and
a coordination-based theory of interpretation.
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4 Adjectives and scales

So far we have simply assumed that degrees are organized into ordered sets
called ‘scales’ (or that the context-sensitive meanings of gradable adjectives
display restrictions which mimic this treatment). Recently a good deal of at-
tention has been devoted to detailed investigation of the different ways that
scales can be organized, identifying several parameters of variation as well as
different ways that the composition of scales can affect adjective interpreta-
tion.

4.1 Dimensionality

Dimensionality is relevant to scale structure in several distinct ways. First,
we have cases in which adjectives are associated with distinct scales which
support direct comparisons and share units, such as (32) (cf. Kennedy, 1997).

(32) The shelf is as tall as the table is wide.

The idea is that tallness and width can be compared in this way because their
degree sets are the same. This is supported by the fact that both height and
weight can be measured in feet, inches, meters, etc. But tall and wide clearly
differ in meaning: the former involves spatial extent in a vertical orientation,
while the latter involves a horizontal direction. Following Kennedy (1997),
then, we can suppose that scales are not simply composed of a set of degrees
D and a partial order ≥ on D, but also a dimension δ: thus ⟨D,≥, δ⟩. The
scales associated with tall and wide differ only in the dimension.

A second type of dimensionality effect involves the conceptual distinc-
tion between one-dimensional adjectives such as tall, wide, and heavy and
multidimensional adjectives such as big, beautiful, and clever (Bierwisch,
1989). For heavy, there is an unequivocal dimension along which individuals
are measured: their weight. That is, suppose we know for certain exactly how
much Sam and Bill weigh: then there can be no uncertainty about whether
Sam is heavier than Bill or not, since weight is the only relevant dimension.
But suppose Sam is taller and wider than Bill, but Bill is thicker and heavier.
Which one is bigger? Even though these dimensions are all clearly relevant to
the meaning of big, the fact that it is not immediately obvious which is bigger
suggests that there is a certain indeterminacy in how height, width, thickness,
etc. are taken into account in determining the ordering of objects in terms of
their ‘bigness’.

Note, however, that it is possible to use a multidimensional adjective such
as big with an explicit specification of the relevant dimension: both of the
sentences in (33) would be true in the context described.

(33) a. Sam is bigger than Bill with respect to height.
b. Bill is bigger than Sam with respect to weight.
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In this case, it appears that the explicit specification of a dimension serves to
narrow temporarily the set of dimensions relevant of the interpretation of the
adjective.

What about cases in which no dimension is specified – what does it take for
Sam to be bigger than Bill simpliciter? For simplicity, let’s assume that there
is a finite number of discrete dimensions that are relevant to the meaning of
any adjective. Suppose now that we have an exhaustive list ∆ = {δ1, δ2, ..., δn}
of the n dimensions that are relevant to the meaning of big. There are at
least three possibilities. First, we might suppose that the context of utterance
supplies a dimension. This seems wrong, though: bigger is not simply am-
biguous between meaning ‘heavier’, ‘wider’, ‘taller’, etc., but rather seems to
take into account information about all of these dimensions simultaneously.
A second possibility is that multidimensional adjectives universally quantify
over relevant dimensions. On this theory, Sam is bigger than Bill if and only
if, for all i ∈ {1,2, ..., n}, Sam is bigger than Bill if big is interpreted with
respect to the scale ⟨D,≥, δi⟩. This type of analysis would make the bigness
scale non-connected, since neither ‘Sam is bigger than Bill’ nor ‘Bill is bigger
than Sam’ is true if Sam is bigger on some dimensions and Bill is bigger on
others. It could also be that multidimensional adjectives vary in what type
of quantification over dimensions they invoke. Yoon (1996); Sassoon (2013)
argue that this is the case for healthy and sick : to be healthy you have to be
healthy in every way, but you are sick if you are sick in even one way, even if
you are healthy in all others.

A somewhat different idea is that the scales associated with multidimen-
sional adjectives are constructed using a context-sensitive function which col-
lapses objects’ measurements along the various relevant dimensions into a
single scale, taking into account information about all relevant dimensions but
possibly weighting them differently. While this type of construct is less famil-
iar to linguists, psychologists interested in how people map high-dimensional
spaces to low-dimensional ones have investigated a number of such techniques
(see e.g. Markman, 1998, §2 for an overview and pointers to the extensive
literature on relevant topics from psychology).

4.2 Antonymy

Natural language adjectives frequently come in pairs of antonyms: some un-
controversial examples are tall/short, dangerous/safe, full/empty, heavy/light,
and early/late. As I’ll use it, A1 and A2 are antonyms if and only if the fol-
lowing is trivially true.

(34) For all x and y: x is more A1 than y if and only if y is more A2 than x.

Given this characterization, it is reasonable to assume that antonymous pairs
of adjectives are adjectives which share a set of degrees and a dimension, but
differ in that the ordering is reversed. For example, x is heavier than y if and
only if x’s weight is greater than y’s, and x is lighter than y if and only if x’s
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weight is less than y’s. More generally, we can stipulate that if A1 and A2 are
antonyms and A1 is lexically associated with the scale ⟨D,≥, δ⟩, then A2 is
lexically associated with the scale ⟨D,≤, δ⟩, where ≤ = ≥1 = {(d, d′) ∣ (d′, d) ∈
≥}. (34) then follows.

There is an interesting subtlety, though: as a rule, one of the members of
a pair is ‘marked’ or ‘evaluative’ in the sense that the comparative strongly
implies that the corresponding positive form holds of one of the members.
I’ll call the member of the pair without this property its ‘positive’ member,
and the marked member its ‘negative’ member. Note first that the sentence
in (35a) is unremarkable with the positive adjective heavy, indicating that the
inference in (35b) is not a good one.

(35) a. Box A is heavier than box B, but both are quite light.
b. Box A is heavier than box B.   Box A is heavy.

Other positive adjectives are similar. However, it has been argued that (36a)
is less acceptable, and that it is natural to draw inferences with the form of
(36b) for negative adjectives such as light.

(36) a. ? Box A is lighter than box B, but both are quite heavy.
b. Box A is lighter than box B. ↝ Box A is light.

(36b) is at best a pragmatic inference, given that (36a) is not an outright
contradiction. Indeed, it is not difficult to find naturally-occurring examples
similar to (36a): (37) gives two found on the web.

(37) a. Tried putting her on her side in the mud and pulling and pushing her
to get her out of the rut. No luck, she may be lighter than Maria but
still damn heavy. [DL note: ‘Maria’ and ‘her’ are motorcycles.]

b. I have a Britax Roundabout, which is slightly smaller than the Mara-
thon, but it’s really big!

Why the use of a negative adjective should license such an inference in some
circumstances — however weakly — is not entirely clear: see Bierwisch 1989;
Rett 2008a; Sassoon 2010b for discussion and further references.

4.3 Adjective type, boundedness, and degree modification

As Hay et al. (1999); Rotstein & Winter (2004); Kennedy & McNally (2005);
Kennedy (2007) discuss, scales could logically come in any of four types with
respect to their boundedness. They can either have or lack a unique greatest
element (a maximum), and they can either have or lack a unique least element
(a minimum). Scales with neither a maximum nor a minumum element are
fully open; those with both are fully closed. Scales with a minimum but
no maximum are lower closed, and those with a maximum but no minimum
are upper closed. The latter two types are of course formally identical except
for the choice of the default/unmarked polarity. (See Jackendoff 1991; Paradis
2001 for additional relevant considerations.)
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These are merely logical possibilities, but Kennedy & McNally (2005) ar-
gue that all four scale types are attested in English. The following four ad-
jective pairs can be used to illustrate the proposal:

(38) a. Fully closed: empty/full
b. Fully open: ugly/beautiful
c. Upper closed: impure/pure
d. Lower closed: straight/bent

Full and empty are antonyms and are both intuitively associated with
maxima — that is, there is a principled limit to how full or empty something
could get, i.e. a point after which you could not make the object any more
full/empty. Corroborating this intuition are a number of linguistic tests, of
which we discuss two here. First, these adjectives in the positive form seem
to associate with the maximum point. That is, if someone tells you that a
theater is full (empty) you expect that there are no or almost no empty (full)
seats in it. It does not, for example, mean only that the theater is more
full (more empty) than normal. These are thus both examples of maximum-
standard adjectives. Second, both of these adjectives can be modified by
completely, perfectly, and maximally, and the result reinforces adherence to
a maximum point: The theater is completely full means that you will have
to go elsewhere to watch the movie. If ‘completely/perfectly/maximally A’
means ‘having the maximum possible degree of the scalar property A’, then
the acceptability of this collocation in this meaning indicates that the scale in
question has a maximum possible degree. Finally, Kennedy (2007) points out
that the meanings of adjectives like full and empty are much less uncertain
than those of prototypical vague adjectives, and that the sorites paradox (32)
is less compelling with them. Kennedy argues that this is explained if the
meanings of these adjectives are associated with the relevant scalar endpoints,
rather than being fixed by contextual information. If this is all correct, then
the scale associated with the adjective pair empty/full must have a maximum
and a minimum point, and so is fully closed.

Ugly and beautiful, on the other hand, are prototypical vague adjectives of
the type discussed above. It also seems clear that neither is associated with
a maximum — that is, there is no principled limit to how beautiful or ugly
something could be. Corroborating this intuition, these adjectives are rather
odd with perfectly and maximally. (They are acceptable with completely, but
with a different meaning that does not seem to be degree-modifying.) The
lack of endpoints forces these adjectives to be relative-standard, a fact
which Kennedy (2007) argues to be connected to their vagueness.

The pair impure/pure in (38c) is different in that one member appears
to make reference to a maximal degree, and the other seems to invoke devi-
ation from that degree in the opposite direction. That is, if a sample is pure
it could not be more pure; but a sample could be impure even when there
are ways to make it still more impure. Corroborating these intuitions, com-
pletely/perfectly/maximally pure is acceptable while the same modifiers are
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rather off with impure. Pure is thus a maximum-standard adjective, while
impure is a minimum-standard adjective, indicating deviation from com-
plete purity, however small. According to Kennedy (2007), these adjectives
are also less vague than relative adjectives. Similar considerations hold of the
straight/bent pair in (38d), with straight corresponding to pure and bent to
impure.

Two questions suggest themselves. First, are there any relative adject-
ives which fall on scales with minimum and/or maximum points — that is,
can the meanings of positive-form adjectives fail to be ‘attracted’ to the end-
points when there are endpoints present? Second, if minimum- and maximum-
standard adjectives are not vague, how can this fact be explained within the
context of a general theory of vagueness of the type described in §3.4? Kennedy
(2007) argues that the answer to the first question is ‘no’, and suggests a
pragmatic/processing principle of ‘Interpretive Economy’ designed to explain
this gap while also answering the second question. Potts (2008) criticizes this
account and proposes a derivation of Interpretive Economy as a historical
tendency from a game-theoretic perspective on communication.

However, Lassiter (2010a) and McNally (2011) have pointed out several
apparent examples of relative adjectives which fall onto non-open scales, in-
cluding expensive/inexpensive, likely/unlikely, probable/improbable, and relat-
ive uses of full. If correct, these data would falsify the categorical empirical
claim motivating both Kennedy’s and Potts’ accounts. Lassiter & Goodman
(2013) propose a probabilistic coordination-based account which suggests an
explanation of the correlation between adjective meanings and scale structure,
but also allows for deviations under specific circumstances.
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5 Comparatives and degree operator scope

5.1 A theory of comparatives

This section sketches briefly a treatment of comparatives in a degree-based
theory, referring readers to literature cited for many more details and alternat-
ives. See also Schwarzschild (2008) for an introductory essay on comparatives,
and von Stechow (1984); Klein (1991); Beck (2012) for more detailed surveys.

Comparative sentences relate the measures of two objects along a scale
or, less often, along two different scales. The simplest case involves sentences
such as (39).

(39) Sam is taller than Bill is.
‘Sam’s height is greater than Bill’s height.’

We will assume that there is ellipsis in the comparative clause in (39), so that
it is interpreted as if it were Sam is taller than Bill is tall.

Equative sentences are closely related in meaning to comparatives: it is
usually assumed that they are related by a simple change from ‘>’ to ‘≥’ in
the definitions. Equatives are much less studied than comparatives, though,
and there may well be interesting differences between them.

(40) Sam is as tall as Bill is.
‘Sam’s height is (at least) as great as Bill’s height.’

An influential treatment of comparatives associated with von Stechow
(1984) starts with the treatment of gradable adjectives as functions from a
degree to a property, as in (42).

(41) [∣tall ∣]M = λddλxe[height(x) ≥ d]

This is an ‘at least’ meaning: x is 5 feet tall will come out as true of any x
whose height is 5 feet or greater. (The fact that Sam is 5′ tall seems odd if he
is in fact 6′ tall can be explained as an effect of a quantity implicature typically
associated with an assertion of this sentence, to the effect that Sam’s height
does not exceed 5′.) Now, an initial attempt to state truth-conditions for (39)
runs like this: there are degrees of height d1 and d2 such that height(Sam) ≥
d1 and height(Bill) ≥ d2 and d1 > d2. The problem is that these truth-
conditions are true even if Sam is shorter than Bill. To see this, suppose that
Sam is 5′ tall and Bill is 6′ tall, and set d1 = 4′ and d2 = 3′. The three conditions
are satisfied, since Sam’s height is greater than or equal to d1 and Bill’s height
is greater than or equal to d2. But this is clearly not a situation which verifies
Sam is taller than Bill is, and so these are the wrong truth-conditions.

The solution is to consider the maximal degree of height that Sam and Bill
have. That is, we define an operator max which returns the greatest member
of a set of degrees.

(42) max = λD⟨d,t⟩ιdd[D(d) ∧ ∀d′[D(d′)→ d ≥ d′]]
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We then define the comparative morpheme more/-er as a function which takes
two degree sets as input and compares their respective maxima.

(43) [∣more/-er ∣]M = λD⟨d,t⟩λD
′
⟨d,t⟩[max(D′) > max(D)]

To make this denotation produce the right result, we have to ensure that the
first argument is (the characteristic function of) the set of degrees to which
Bill is tall, and the second argument is (the characteristic function of) the set
of degrees to which Sam is tall. If so, the sentence will return the value True
if and only if Sam’s greatest degree of height is greater than Bill’s, i.e., if Sam
is taller:

(44) [∣Sam is taller than Bill is ∣]M =

[∣−er ∣]M(λdd[height(Bill) ≥ d)])(λdd[height(Sam) ≥ d)]) =

max(λdd[height(Sam) ≥ d)]) > max(λdd[height(Bill) ≥ d)]) =

= height(Sam) > height(Bill)

It is a non-trivial matter to engineer a Logical Form which has this prop-
erty in a syntactically responsible way, though. It requires us to assume that
the comparative clause is a complex scope-taking expression which undergoes
Quantifier Raising and the presence of silent operators whose movement trig-
gers λ-abstraction of a degree variable (or something equivalent in semantic
effect). The following trees depict one surface structure (top) and logical form
(bottom) which would generate the right truth-conditions when combined
with our other assumptions.

Surface structure:
Sam

is

Op tall -er
than

Bill
is Op tall

Logical form:

CCj

-er
than

Opi Bill is ti tall

Opk
Sam

is
tk tall tj

Op movement triggers λ-abstraction of a degree variable in each clause, and
the whole comparative clause must undergo Quantifier Raising. Assuming
that than is semantically vacuous, -er will now combine first with the clause
[Opi Sam is ti tall]. and then with the clause [Opk Sam is tk tall]. The
reader may check that this LF derives the truth-conditions spelled out in

Page: 29 job: TSWLatexianTemp_000007 macro: handbook.cls date/time: 21-May-2014/11:09



30 Daniel Lassiter

(44). (See Heim (2001); Lassiter (2013) for further discussion of this particu-
lar nexus of assumptions.)

5.2 Scope interactions between degree operators, modals, and
quantifiers

There are, to be sure, many possible alternative ways to derive the truth-
conditions in (44), some of which are considerably less complex than the de-
rivation just presented. For example, Kennedy (1997) presents a syntax and
semantics in which the comparative clause denotes a degree (not a set of de-
grees) and is interpreted without LF-movement. What is worse, it is not hard
to see that the result of combining of the comparative’s max operator (42)
with a meaning like λdd[height(Sam) ≥ d] will always be equivalent to the
much simpler height(Sam). Why the extra complications?

The motivation for this roundabout way of calculating truth-conditions
for Sam is taller than Bill is is that it makes room for scope interactions with
quantificational and modal elements. Consider (45), based on an example from
Heim (2001).

(45) Iowa City is closer to Lake Michigan than it is to an ocean.

This sentence can be read in two ways, but the intended meaning is that the
closest ocean to Iowa City is not as close as Lake Michigan — that is, that
there is not any ocean which is closer to Iowa City than Lake Michigan. Once
we have a quantificational element involved (the existential an ocean), our
roundabout way of calculating truth-conditions comes in handy: our treat-
ment predicts (46) as one possible reading of (45). (Note that close takes one
degree and two individual arguments, since it expresses the degree of closeness
between two locations.)

(46) [∣(45)∣]M = close(IC)(LM) > max(λdd∃xe[ocean(x)∧close(IC)(x) ≥
d)])

“The closeness between LM and IC is greater than the greatest degree of
closeness s.t. there is an ocean that close to IC; i.e., the distance is less
than the distance to the closest ocean”

Similarly, modals such as allowed, have to, and required interact scopally
with comparatives. Imagine (47) spoken by an amusement park employee to
a disappointed child.

(47) You’re 4′ tall; you have to be exactly 1′ taller than that in order to ride
on this ride.

This sentence can be read in two ways. The implausible reading would entail
that only people who are exactly 5′ tall can ride on the ride. A more plaus-
ible interpretation is that the child is exactly 1′ too short to ride, i.e. the
requirement is that riders be at at least 5′ tall.

Page: 30 job: TSWLatexianTemp_000007 macro: handbook.cls date/time: 21-May-2014/11:09



Adjectival modification and gradation 31

To show how this semantics derives both, we assume that have to denotes
a universal quantifier over some set Acc of accessible worlds, and we inten-
sionalize the interpretation of the adjective (i.e., we add a world argument so
that the adjective is of type ⟨s, ⟨d, et⟩⟩). The comparative clause exactly 1′ -er
than that enforces equality with 5′ (by a straightforward compositional pro-
cess that we won’t pause to spell out here). We also use a to rigidly designate
the addressee. We can now generate both readings by varying the scope of the
modal and the comparative clause:

(48) Reading 1: have to > CC
∀w ∈ Acc ∶ max(λd[height(w)(a) ≥ d]) = 5′

‘The addressee is exactly 5′ tall in all accessible riding-worlds’

(49) Reading 2: CC > have to
max(λd[∀w ∈ Acc ∶ height(w)(a) ≥ d]) = 5′

‘The greatest degree d such that the addressee is at least d-tall in all
accessible riding-worlds is 5′ — that is, in all accessible riding-worlds the
addressee is at least 5′ tall’

There is a still-unresolved problem here, though. Heim (2001) points out
that the critical assumptions allowing our semantics to generate this ambigu-
ity also predict that a similar ambiguity should appear with a universal DP
such as everyone who rode. But the corresponding sentences are clearly not
ambiguous:

(50) This kid is 4′ tall. Everyone who rode was exactly 1′ taller than that.

(51) a. Attested: ‘Every rider was exactly 5′ tall’
b. Unattested: ‘Every rider was at least 5′ tall’

(51b) is not a possible reading of (50): that is, (50) is false is any rider was
taller than 5′. This is puzzling, since it is standardly assumed that strong
modals like have to and quantifier phrases such as everyone differ only in
that that former quantify over worlds and the latter over individuals, and we
expect to find the same scope ambiguities with both — including a reading
that matches the ‘at least’ meaning of the sentence with have to. What is
even more puzzling is that the same ambiguities do appear sporadically with
existentially quantified DPs, as in our example (45) above.

The pattern of attested and missing readings is not specific to comparative
constructions: Szabolcsi (2006); Lassiter (2010b, 2013) point out that it has a
precise parallel in the pattern of restrictions on the interactions between mod-
als/quantifiers and amount wh-questions treated in the literature under the
name of weak islands. While there is no fully worked-out and agreed-upon
theory of weak islands involving amount wh-expressions, there is some work
which suggests an explanation of the divergence between existential and uni-
versal DPs: Szabolcsi & Zwarts (1993) argue that certain semantic operations
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required to compute the effect of universal quantification are undefined in the
domain of degrees.

If this account is correct, though, it should also affect modals which are
modeled as universal quantifiers over worlds, contrary to fact: comparatives
with strong modals are sometimes ambiguous where comparatives with univer-
sally quantifed DPs are not (compare (47)-(49) to (50)-(51)). Lassiter (2013)
uses this divergence to argue that strong modals are not in fact universal quan-
tifiers over worlds, but rather degree expressions which take propositional ar-
guments. On this account, the scope interactions in (47)-(49) are not between
a degree operator and a quantifier over worlds, but between two different kinds
of degree operators. The semantic restrictions on the operation of universal
quantification suggested by Szabolcsi & Zwarts (1993) would thus not apply,
since neither reading of (47) makes reference to universal quantification over
worlds.

Whether or not this account of the detailed patterns of scope interactions is
ultimately successful, there is a wide variety of independent arguments which
provide general motivation for a degree-based treatment of modality over a
quantificational one: see Lassiter 2014 for an extended treatment.
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6 Conclusion

Understanding adjectival meaning requires simultaneous attention to the mor-
phology, syntax, semantics, and pragmatics of modification and gradation.
This chapter has presented a selective overview of phenomena and puzzles in-
volving adjectival modification and gradation: the semantics of adjective-noun
modification constructions; morphological, syntactic, and semantic issues in-
volving gradation, and degrees; the compositional semantics and pragmatics
of vague adjectives; scale structure and other typological distinctions among
gradable adjectives; and some puzzles in the interaction between comparatives
and quantifiers.

Much more remains to be said, for example, about degree modification
(Bolinger, 1972; Klein, 1980; Rotstein & Winter, 2004; Kennedy & McNally,
2005; Kennedy, 2007; Rett, 2008b; McNabb, 2012; Morzycki, 2013) and su-
perlatives (Heim, 1985; Szabolcsi, 1986; Gawron, 1995; Farkas & Kiss, 2000;
Sharvit & Stateva, 2002; Teodorescu, 2009; Bobaljik, 2012; Szabolcsi, 2013).
Hopefully this chapter will have provided sufficient background for the reader
to dig deeper into this rich and fascinating literature.
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