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1 Direct compositionality beyond the sentence level

This paper is geared towards compiling and motivating theatb and principles
we need for a semantic analysis of subclausal quotatioas{@k in which the
guoted expressions pick out linguistic objects but als@hhe usual semantics of
their quotation-free counterparts (heapyico)).

Q) a. When in Santa Cruz, Peter orders]fjricots” at the local market.
b.  When in Amherst, Peter orders “[ge]pricots” at the locatkaa

The danger lurking around these examples is that we’ll daaimeaning that has
Peter ordering up linguistic objects. We must avoid thifgafljtbut we must also
preserve the meaning differenceli(1a) is true in a diffeciads of situations than
@@@). It won't do to strip off the quotation marks and gestate ‘metalinguis-
tic’ theory to explain why speakers easily find situationsmich Peter orders

*Maria Bittner's commentary on my presentation at the Browsrk&hop on Direct Compo-
sitionality led to a complete overhaul of the original versof this paper. | am indebted to her
for the commentary and extensive conversation before ardiafPlease see sectibh 9 for a note
on how her commentary transformed this work. My thanks alg8dlly Jacobson for organizing
the workshop and, through her work, helping me to see thifrgsta For conversation and ad-
vice, | am grateful to Judith Aissen, Luis Alonso-Ovallen Jenderssen, Ash Asudeh, Kent Bach,
Chris Barker, Kai von Fintel, Lyn Frazier, James Isaacs, dikg Kratzer, Bill Ladusaw, Helen
Majewski, Line Mikkelsen, Barbara Partee, Geoff Pullumnk&han, Peggy Speas, Tom Roeper,
and Youri Zabbal
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“lerpricots” is semantically distinct fronfPeter orders|&pricots”. The two sen-
tences have clearly contrasting entailments. This is thexeclearly a semantic
issue.

My analysis capitalizes on the insight tHédi| pricots” and“[agpricots” (with
their quotation marks) have a dual semantics: they are aldamguage objects
as well as properties. The sentences containing them iretipress two distinct
propositions: in the case ditffla), we have at least the fatigw

(2) a. Regular meaningPeter orders apricots at the local market when in
Santa Cruz

b. Speech-report meaningeter utters [@pricotswhile in Santa Cruz

Two propositions, one sentence (Bach 1999).

But it would be a mistake to launch directly into an analydishese diffi-
cult subclausal quotations. 1 first address the somewhailemelass ofclausal
quotations(3).

3) a. Lisasaid “Maggie shot Burns”.
b. Lisa said “Burns was shot by Maggie”.

Here again, we must capture the intuition that these exantalee different truth
conditions. Both examples denote, in part, the proposttian Lisa said Maggie
shot Burns. But they differ with regard to what they say altbethatural language
objects to which Lisa stands in the utterance relatibtaggie shot Burnsand
Burns was shot by Maggiare different sentences. They might have the same
semantic representations, but Lisa could rightly objestgfinferred from the fact
that (3a) obtained to the fact th&l13b) obtained also. Onmaseics should block
this inference.

It sounds at first as though this talk of representationsteres the basic tenets
of the directly-compositional semantics that Jacobs508912000) defined. But
this is not so. The discussion is entirely about model-tbéoobjects. The only
inaudibilia it countenances are type-shifting functiomkjch are part of the stock
and trade of this approach. So my hope is that this paper ailéla liberating
effect: adopting a directly-compositional semantics doatsmean that we must
eschew all talk of linguistic representations. Once it ognized that linguistic
objects have the same status as individuals like you and otleing principled is
stopping us from appealing to their properties. See sesflaandb for additional
details and examples.
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Before beginning the analysis, it is worth briefly mapping aoe of the roads
that this paper does not take from examplds (1) &hd (3), nartied road that
leads to a reanalysis of opacity in propositional attitudietexts. The paper does
provide something like a framework for developing an analyswhich speech-
reports play a role in determining the truth of old chesttilsts Jan believes that
Mohammed Ali is Cassius ClafDavidsohl 1968). But | do not endorse such
quotational theories, and in sectidn 5 | distinguish prajpmsal attitudesayfrom
guotation-takingsay by making only the latter sensitive to utterances. For evi-
dence against quotational theories of propositionalaktis (evidence against ex-
tending the present proposal into that domain), | refer eR=1973.

2 The utterance relation

We shouldn't tackle even clausal quotation head on. It sde#stto approach
from the point suggested byl (4), where we see the utteratatéoreat work in its
most basic form.

4) a. Lisa: Homer is bald.

b. Lisa entered into the utterance relation with the seméfamer is
bald

c. We were unsure whether Homer still had a few hairs on hisl,hea
but Lisa was confident in her assessment of the situationniétas
bald”.

In @a), the colon indicates who is responsible for uttethmgsentencélomer is
bald Example [(Bb) is a somewhat ponderous statement with the samtent.
The colon appears again with an utterance-based semamt{ds), though its
contribution is more oblique there.

Most semantic theories are limited in their ability to désersystematically
even simple cases of this form. Typically, we capture théomstof utterer and
utterance as part of the interpretation procedure. Borwé)could fix Lisa as
the speaker index on the interpretation function, eithearaslement in a context
tuple (Kaplan 19€89) or as a lone parameter, aglin (5).

(5)  [deadburns)] i@
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We could regard this speaker index not only as determiniagrbaning of first-
person pronouns but also as an indication that interpogtasi relative to Lisa’s
belief state. On this approackayandutterhave a much different sort of seman-
tics. Whereasaydenotes a function in our modeltter (and the colons ir {da c))
has a more abstract, metalogical meaning, one that is witedhe interpretation
brackets and our notion of which models count as admissible.

The difference is suspicious. One would expect to find th@tiions of both
sayandutterin the models for the semantic theory. More importantly, teattr
ment of utteris not flexible enough to provide the basis for a theory of gtioh.
Indeed, we lack the means even to capture the semanticstehses likel(b).

(6) a. When Lisa said “Burns is dead”, Maggie was nowhere timbied.

b. There is a past time such that Lisa uttered the senterBerns is
deadatt and Maggie was nowhere to be found at

In order to describe such examples in anything like the albexras, we would
need a highly flexible theory of the interpretation functid¥ve would need a way
to shift the speaker index in mid-discourse (for quotati@mnd we would need
some way to keep track of the interpretations themselvethatonve could refer
back to them later. In short, we would need a logic — that isaagnar — of the
interpretation brackets. In many ways, this is where thegmepaper heads.

3 Natural language expressions and their names

If we are going to discuss natural language objects, we npegtese view of what
such objects are like. This is the question to which all afliistics is addressed,
so | won't try to settle the issue. | simply offer a small graammn figurel, which
generates tripIeéH DV o—>, in whichII is a phonological representation,
is a syntactic representation, ands a semantic representation of typel call
this grammaig, . It is preliminary; the appendix provides the complete gran
for this paper, which develops frogh as the paper proceeds and which Gass
a subgrammar.

Clauses(li)+£{l) generate objects that are typical of thegmial grammar
perspective on natural language grammars (Bach and Wii8ér Oehrle et al.
1988).. Jacobson (1999, 2000) introduced the helpful sigisdrslashes.

The rules in[(l¥) are given as parsetree admissibility conls. But we could
as easily regard them as inference rules in a proof systenpt foo the look
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The grammag;, is defined as follows:

i. [bart] ; NP ; bart:e )
[lisq] : NP ; lisa:e )
[megi] ; NP ; maggie:e )
[bornz] ; NP ; burns:e )

[dod] : SANP ; dead: (et) )
[bald] ; SANP ; bald: (e, t) )
il. [it] : (S/UNP)/kNP : eat: (e, (e, t)) )
[sl  ; (S/LNP)/:NP ; see: (e, (e,t)) )

{
{
{
{
i. ( [werwolf] ; SANP ; werewolf: (e,t) )
{
{
2
( [skeer] ; (S/.NP)/gNP ; scare: (e, (e, t)) )

1T ] [ IT]
y < A > < A >
(@(@): (@) : 7
/\ /\

II ) P IT
Lo s () {e)
a:{o,7) B:o B:o a:(o,T)

V. If P=(I;%; a:0)iswell-formed, thenIl ; X ; (II; ¥ ; a: 0)7: u)
is well-formed.

Figure 1. THE GRAMMAR G;

of parsetrees because these are familiar to the broadest cdringuists. On

this proof-theoretic conception of natural language cositpom, the proofs might
simply verify the well-formedness of the triple decoratithg root node of the
proof (as in Jacobson’s work), or we might elevate them tostia¢us of first-

class objects of the theory and state linguistic genetadiza in terms of their
(normalized) forms (as in Glue semantics; Dalryrriple 200dudeh and Crouch
2002;Asudeh 2004a). Either view is compatible with the Itesof this paper,

since the root node stores all the presently relevant irdtion about the proof
itself.

We can summarize the action of the proof rules as follows:
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(7 a. Phonology concatenation (an oversimplification, but my focus is
not on the phonology)

b. Syntax directional application

Semanticsfunctional application, represented in a lambda calculus
like that ofiCarpente&r 19932

The twist in this grammar is its final clause (v), which we cagard as a
semantic quotation function. It takes any well-formed esgion of the grammar
and turns it into an object of type the type of linguistic expressions themselves.
The output is itself a well-formed expression, so it too camgboted. The defi-
nition leaves room for the addition of quoted expressioas ¢tto not correspond
to well-formed phrases: the mock machine-gun barrage de®dr973 and the
groans and gestureslof Pastal 2004, for example.

The raised corner brackets are conceptually just a paati¢ypographic im-
plementation of the common practice of distinguishing retlanguage objects
when we wish to talk about them rather than use them. Mosigatlins use ital-
ics or quotation marks. In this paper, | use raised cornexketa and, when | am
being careful, display much more information about the ctjean the standard
orthography is capable of expressing.

In many respects, the quotation function is like the nonimnad function of
Chierchia (1982, 1984) and Chierchia and Turner (1988)ckwiakes functional
expressions to their entity-level correlates. Here, we tedimplex natural lan-
guage expressions and turn them into entity-level exprassi

The idea is simply this: just as we can talk about entities@ongositions and
the like, we can also talk about linguistic objects. We canjristance, say things

like ).
(8) a. The sentencBart burpeds annoyingly alliterative.
b.  Ali's favorite word issalmagundi

c. [adpricotbegins with a low-front vowel.

d

George W. Bush uttered the sentehc®n’t think our troops are to
be used for what's called nation buiIdiBg.

The final clause of the definition f@f; provides us with a way to turn the expres-
sions ofgG; into objects that we can talk about usiéig

In @), | specify the objects that support the model-theorieterpretation of
the semantic representations {ar.

1From Bush’s second debate with Al Gore, Winston-Salem, INGetrolina, October 11, 2000.

6
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(9) a. D, isthe domain of nonlinguistic entitied), is the domain of type
€.

b. D, = p(W), the power set of the sét” of possible worldsD, is the
domain of type.

c. D, isthe domain of well-formed linguistic entitied), N D, = (.
D, is the domain of type:.

d. Foranytypes andr, D, is the set of all functions frond, into
D.. D is the domain of typgo, 7).

| use[-] to interpret semantic representations. This function ist@ined so
that if o is of typeo, then[a] € D,. It works just as one would expect. For
instancelhomer] is the individual Homer, anfbald] is the property of baldness.
Here is the action of the interpretation functiphon a typew expression of:

(10) [ ({[hovmer 1z bold] ; S; bald(homer) : ¢)7] =
([hovmar 1z bold] ; S ; bald(homer) : ¢)

Ingeneral [ (IT; X ; a:0)7] = (II; ¥ ; a: o). The typeu terms are presently
quite cumbersome. | thus adopt the abbreviatory convepfigiving these terms
in the form of the usual orthographic representation ofrghleonology, with raised
corner brackets. For example:

(11) "Homeris bald abbreviates
'—<[houm9r 1z bold] ; NP ; bald(homer) : t>—'

It seems to me that one can usefully think'&fomer is bald as the name of
the sentence i {10). One might worry, though, that this ttanies a philosophical
blunder; Searle (1969) warns against such glosses:

(12) “Itis generally claimed by philosophers and logici&lnagt in a case like 2
[= “Socrates” has eight lettdrthe word “Socrates” does not occur at all,
rather a completely new word occurs, the proper name of tbad W. . . ]
| find this account absurd.” (Sealle 1969:74)

This seems to be an injunction against just the sort of iné¢sion procedure that
G, provides. The view that Searle recommends in its place isritbes! in [IB).

(13) “But how shall we characterize the utterance of the firstd in 2? The
answer is quite simple: a word is here uttered but not in itsnab use.

7
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The word itself ispresentedand then talked about, and that it is to be
taken as presented rather than used conventionally toisafeticated by
the quotes |[...]" (Seatle 1969:74-75)

| believe that we can accept this view without changing thengnar; we can
regard”Homer is bald as the presentation of the sentencelid (10). If there are
differences between naming and presentation in this anea, the logic is not
sensitive to them.

So, to take stock: we have structures that contain entiiesybu, me, and
Homer, as well as linguistic objects like phrases and seesw®nThus, we can
form ordered pairs like

< i@ , {[hovmor 1z bold] ; S; bald(homer) : t>>

Let's say that the collection of all such pairs at a warlds the utterance relation
atw. It will prove useful to have a handle on this two-place rielatso | define a

term in (13).
(14) a. utter : (u, (e, t))
b. [utter("S")(b)] = the set of worlds in whiclfb] utters["S7]

This meaning provides the basis for an analysis of examples as those in
@. In (I3D), | offer a semantic parsetree fbh(4a). If wearhutter as the

translation of the colon in examples likg(4a), then thiactture is appropriate for
that example as well.

(15) a. Lisauttered (the senten¢¢dmer is bald
b. utter("Homer is bald)(lisa) : ¢

/\

lisa: e utter ("Homer is bald) : (e, t)

/\

utter : (u, (e, t)) "Homerisbald: u
c. [utter("Homer is bald)(lisa)] =

Jutter] (([houmar 1z bold] ; S; bald(homer) : t>> (% )

8
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| stress that this is not a variant of the performative verpdilgesisi(Ross
1970; Krifkal 1999| 2001; Geurts and Maler 2003). The uttegarlation is dif-
ferent from, and in a sense more basic than, the usual cotitnibof a speech-act
operator. First, the utterance relation tells us nothingualbhe communicative
intentions of the speaker. Second, the utterance relaiarherently linguistic:
it contains only pairgd, S) whered is an individual andS is a natural language
object. In contrast, ds Searle (1969) and others have sttediscutionary force
is not inherently linguisic. One can assert things in manylinguistic ways: by
pointing, gesturing, and even by consciously remainirgnsi{Foer 2002).

4 Properties of linguistic objects

The presence of the type and its associated domain, greatly increases the
descriptive coverage of the usual type theory based in ttity emd proposition
types; the range of expressions in English for talking aleaptessions in English
(and other languages) is truly enormous. Since we can defapegies of linguis-
tic objects (type(u, t)) and modifiers of such expressions (ty@e, t), (u, t))),
among others, we have the means for talking about the cotigraai semantics
of this realm.

We also have the ability to capture some subtle contrastsisi@er, for in-
stance, the example il6b), and its quotation-free copate(1&a).

(16) a. Theanswerisyes.
b. The answer is “yes”.

These seem to manifest contrasting kinds of copular cladi$e first appears
to be a predicational copular clause, equivalenThe answer is affirmativer
something of that nature. In this case, we can assume thaethantics involves
predicatingyes or affirmative, of the subjecthe(answer).

The second is of more interest. It appears to be a specifi@topular clause,
in particular the sort that predicates a property-denatefgite description in pre-
copular position of some kind of proper name in post-copptasition (Higgins
1973; Mikkelsen 2004). We find many parallels between th&ésmgxe and things

like The winner is Susann the present theory, the parallel is nearly exact. Com-

pare the following derivations, which are modelled on thepasal of Mikkelsen
(2002, 2004):
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17) a. yes(the(answer)) : ¢

the(answer) : e yes: (e, t)

b. the(answer)("yes') : ¢

RN

the(answer) : (e,t) Tyes':u

In many cases, these do not differ in truth conditions. Baytban part com-
pany. Suppose, for instance, that we are taking a yes—ndgspose the correct
answer to question 7 iges Then we would usd(I6b). In contrast, we Usd116a)
when we wish to answer a question positively. For instaricgmeone asks me
whether | am called Chris, | would reply with_{i6a). | sensattf@b) would
actually be false in this situation.

5 Clausal quotation

The above analysis is a useful abstraction, perhaps apat@por the somewhat
artificial examples we saw ifl(4Lisa uttered the sentence Burns is dead the
like. It is not, though, a complete semantics for senterikeq18).

(18) Lisa said “Homer is bald”.

Direct quotation is effective in argumentation and in reéjpgy because it tells
about us the relevant individual’s wordad ascribes to him the content of those
words. Missing from[(1i5a) as a translationlagba said “Homer is bald’is the
fact that a sentence like this also conveys that Lisa saidHbaner is bald (no
quotation). We require something liKe {19).

(19) Lisa said “Homer is bald”.

a. w € [utter] <<[houm9r 1z bold] ; S; bald(homer) : t>> (ii;gg )

b. the set of worlds in which all of Lisa’s utterance workdsare such
that Homer is bald inv

10
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The first is the speech-report contribution. The second gete the content: it
is what we would give as a semantics lasa says Homer is baltho quotation
marks). This is the sense in which quotative utterances atedimensional.

Let’s call (I3b) theattitude dimensiorof Lisa said “Homer is bald” This
dimension is, as noted, equivalent to the quotation-fresnmrpart, so we need
a semantics for the propositional attitude vedy | provide a standard view of
that function in[[2D) (modelled on the propositional adiéwperators of Hintikka
1971).

(20) a. say: (t, (e t))
b. [say(p)(b)] = the set of worldw in which every utterance world’

for [b] in w is such thatv’ € [p]

This meaning will have to be, in a sense, embedded in the dermave provide
for the the quotation-taking realization e&y The first step towards such a mean-
ing is a tool for accessing the semantic representatiortsifriples that we take
to reconstruct linguistic objects. | us&/ M for this function. It is defined as in

).
(22) SEM(<H;A;O(:O’>) =«

SoSEM takes an interpreted typeexpression as its argument to return a seman-
tic representation. This means that we can apply the ird&pon function to the
output as well. For example:
(22) a.  SEM(["Homer is bald]) = bald(homer)

b. [bald(homer)] = the set of worlds in which Homer is bald

C. [[SEM([[FHomer is bald”]])ﬂ = the set of worlds in which Homer is
bald

We now have the tools needed for specifying the meaning ofjtimeation-
taking meaning foisaythat is employed in[{18). | translate théay assay,, to
distinguish it from the propositional attitude operasay defined in [2D).

(23) a. say,: (u, (e txt))

[utter ("S™)(b)]
b. [say,("S")(b)] = < : >
[say ([SEM(["S™])) (Ib)]

11
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The typet xt that is the output oay, is an addition to the type system pre-
sented in[(B). It is groduct type The type constructor for product typessis
their syntax and domains are as follows:

(24) a. Ifoandr aretypes, themx7 is a type.

b. The domain obx7 is D,«, = D, x D, the cartesian product of
D, andD..

| often represent terms with product types by placing a cedtdot between the
two terms. That isq - 5 is a well-formed semantic representation of typer if
a is a well-formed expression of typeand/ is a well-formed expression of type
T.

It should be noted thaf (23) must represent only one of a luihntifealizations
of saywhen it takes a quotative complement. In examples [ké (&%) second
dimension of meaning would be undefined if we used the meani(@3g).

(25) a. Lisasaid"“ls Homer bald?”.
b. Lisa said “Read this book!”.

The difficulty is thatSEM (["Is Homer bald]) is a representation that denotes a
question meaning, not a proposition. SimilarkZM (["Read this book]) is a
command, not a proposition, and hence cannot be the arguméme proposi-
tional attitude operatosay. Thus, we must tolerate a degree of ambiguity: the
operator in the second dimensionsafy, can beask, command and so forth, de-
pending on the nature of the semantic representation inub&ative complement.
| see no way to avoid this ambiguity; question denotatioffeidirom declarative
denotations, and this difference has to be retained, at $orak by their indirect
guotative realizations. (My thanks to Chris Barker for grimg this issue to my
attention.)

In 8), | provide the parsetree far{18), along with theiptetation of its root

node in [ZBc).

(26) a. Lisasaid “Homer is bald”.
b. say,("Homer is bald)(lisa) : txt

/\

lisa: e say,("Homer is bald) : (e, txt)

/\

say, : (u, (e,txt)) "Homeris bald

12
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<[[utter]] <[[rHomer is bald]]) ( i@ >>
C. ;
[say] <[[bald(homer)]]) < i;;% )

This parsetree brings to the fore two important issues. Tseif largely a
technical matter concerning the way proofs in this systentktmle. To ground
the discussion, | provide i (R7) a fuller picture of the fimalde in the proof

suggested by (26c).
(27)  ([lisa soz hovmer 1z bold] ; S; say,("Homer is bald)(lisa) : ¢xt)

It is typical, in approaches like the one representedbgnd my extensions of it,
to assume that the syntactic category S appears with all aliydtee typet (i.e.,
propositional) meanings. The objectini27) representgpamdeare from this view,
because the category is S but the meaning is a pair of propusit

| would like to suggest that this is not so much a departummftioe standard
view as a generalization of it. We can regard the standaml &geassociating the
category S with 1-tuples of propositions. | merely genegathis: the category S
associates with-tuples of propositions.

We could of course mark the categories; S, and the like. But a change in
the syntactic category leads one to expect that we will firsdridhutional differ-
ences among the;§ The expectation is not, as far as | know, born out; for the
most part, the multidimensional content explored_in_BacBdl8nd Potis 2004
yields sentences with the same distribution as those thatrtate with a propo-
sitional denotation. So | opt for a minor deviation betweategory and type. |
refer tolAsudeh 2004b for evidence that such departuredtasted elsewhere.

The second issue raised hyl(26) is more directly factual: Hothese product-
type meanings interact with higher scope-sensitive opesatVhat happens when
we embed examples likE{26), as inl(28)?

(28) a. Bart believes that Lisa said “Homer is bald”.
b.  Everyone in Springfield thinks that Lisa said “Homer istjal

In these examples, the semantic judgments seem clear: bmgbgtions in the
final meaning forLisa said “Homer is bald’are in the scope of the higher quan-
tificational element (the attitude verb or the quantieeryone in Springfield

13



Christopher Potts ‘The dimensions of quotation’, Febriz094

Thus, for example [{28a) says that Bart believes both thed Littered the sen-
tence “Homer is bald” and that all of Lisa’s utterance wowrdaes worlds in which
Homer is bald. How should we ensure this result?

My answer is that we must generalize the meanings for aétedos and nom-
inal quantifiers so that they can take product-type argusa&ihce quotations can
be embedded within other quotations, and since there isgxteevidence from
other realms that clauses can have multidimensional co(Bachl{1999; Potts
2004£6), we should have general enough meanings to allow any finitele
of meanings to form the arguments to these elements. Tardhas | provide the
semantics we need fdrelieve

~

(29) a. Dbelieve: ((txtx---xt), (e, t))

b. [believe([p, -... - p,)))(@)] =
[

w a] believeqp,] inw ,foralll <i<n }

This semantics fobelievetakes any finite tuple of propositions as its first argu-
ment to return a regular property — a function from entitigs ithe set of worlds

in which the entity argument believes the conjunction offalinput propositions.
The semantics foeveryand other nominal quantifiers should work in roughly this
fashion, except with tuples of properties as their nucleaps arguments. We
will see below, in sectiohl8, that negation works somewhiédintly, in that the
members of product-typed arguments are kept separate.

One might be initially suspicious of the decision to trealy as ambiguous
between a propositional attitude verb and a quotatiomtakerb. But there is a
genuine lexical ambiguity betweesaywhen it has a clausal complement asay/
when it has a quotative complement. The differences showagslg when one
looks at inversion. With quotation, inversion is possilde,seen in[(30a); with
indirect quotation, it is impossible, as seen[inl{30b).

(30) a. “Edfled”, said Jed.

b. *(That) Ed fled said Jed.
The lexical ambiguity claim is further supported by the mé&amnguages that em-
ploy different morphemes for the two kinds of constructi@vly thanks to Judith
Aissen for discussion of this point, May 30, 2003.)

I'll close this section by addressing a contrast from Watk@®0, which was
brought to my attention by Christine Gunlogson:

14
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(31) Q: When the officer asked him how much he had to drink, withhe
say?

A: Nothing
B: “Nothing.”

In the A reply, we apparently have a claim that the officerlgjsat of interrogation
made no reply in response to the question about his drinking quite probable
that he made no reply because he had in fact been drinkinpelsdcond exam-
ple, the subject of interrogation enters into the utteranet&tion with the word
["Nothing™]. Our semantics fosay with a quotative complement reaches into
the meaning of this expression and pulls out its semantiesgntation, which
in this case seems to be something denoting the propositadritie speaker had
had nothing to drink. Thus, the theory associates the twhesepith different
denotations. This would presumably be a useful point if oeeavealled to testify
as to the importance of knowing the nature of the reactiohémfficer’s query.

6 Engaging the theory of direct compositionality

The fact that we can talk about natural language objects besal ramifica-
tions for a directly-compositional theory of ellipsis._dasoh (1992bla, 2003)
observes that some deletion theories of ellipsis have mucadcommend them.
Furthermore, a deletion operation is easy enough to defiaéramework like the
one suggests by, above:

(32) ( ; S/ NP; deletga) : (e,t))

{; (S/NP)/r(S/NP) ; delete: ((e,t), (e,£))) (I S/NP; a: (e,t))

But we can't allow this operation to apply freely, becauseovghrase ellipsis is
subject to contextual restrictions. Broadly speaking gieied material must find
some antecedent in the discoursel As Jacolbson!/(2003) ebstis “is not a local
property of the syntax/semantics” of the phrase in questtos one determinable
only “by looking globally at the discourse context”.

Jacobson proposes to solve this problem by treating eliddaiphrases in the
same manner in which deictic pronouns are treated: just aatarsce like[(33a)
denotes a property in virtue of its free pronoun, a senteikeefB3B) denotes a
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function from properties to truth values (a property of pas) in virtue of its
missing VP.

(33) a. Shegiggled- \x.gigglex)
b. Ellendid.~ Af. f(ellen)

Both expressions are then subject to the condition that wdind an appro-
priate argument for them somewhere in the discourse.

This analysis is in conflict with_ Hankamer and Sag’s (1978&}idction be-
tween deep and surface anaphora. Deep anaphors requiréeaedent some-
where in the discourse. It need not be an antecedent thabdeto salience via a
linguistic event. These anaphors can be, in their termgjnpagically controlled.
Regular pronouns likshein (33a) are deep anaphors.

Surface anaphors are subject to the stricter conditionttteyt have an an-
tecedent in the discourse that rose to salience in virtu@mieslinguistic event.
Thus, whereashe giggledcan be felicitous if a female entity is salient (perhaps
she has made a grand entrance at a party), Hankamer and Badhcla(3Bb) is
felicitous only if the context includes some act of someottering a verb phrase
that can fill out its meaning.

So far, the direct-compositionality commmunity, led by dlason, has re-
sponded to this tension by denying that the distinction betwdeep and surface
anaphora is real, at least for verb-phrase ellipsis. Ttseegidence of this; | refer
toPullum (2000) for a useful summary and assessment of tbekiarguments
for and against the classification of verb-phrase ellipsisiaface anaphoric.

But we needn'’t sacrifice the surface-anaphora classificaifoverb-phrase
ellipsis, which seems very real for some speakers, for the sé a directly-
compositional theory. The preceding sections of this papew that the language
has devices for talking about and referring anaphoricallytterance events. A
statement enforcing surface anaphora is within reach ofdhelting proposal,
which is entirely model-theoretic. To be more specific, nalprevents us from
defining the requisite deletion operator as follows:

(34) a. [deletg«)]is defined only ifx is of type(e, t) and the context world
w is such thatv € [utter]("A™) (d) for somed € D, and soméA™
such thatSEM ("A™) = a

b.  Where defineddeletqa)] = «

This definegleletg «) as a surface anaphor in the sense of Hankamer and Sag
1976. Deep anaphoric verb-phrase pronouns might imposedhker restriction
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that their referents merely be entailed by some elemenptieaedes them in the
discourse contexi (Schwarzschild 1999). But in terms obldson’s theory, the
distinction can be made simply as follows: expressionsainintg deep anaphors
are functional expressions that are felicitous only in et that contain suitable
arguments for them; surface anphors ldeletq o) in 34) are felicitous only
in contexts that contain suitable arguments for that have been mentioned
linguistically.

7 Subclausal quotation

The theory of clausal quotation developed in sedflon 5 ¢s@i®und the meaning
for saywhen it takes a quotative complement. The functor is calleg. It has a
dual semantics, in the sense that its output is a pair of @itpos.

Not all instances of quotation involve full clauses, howeveopened this
paper with example{1), repeated [n](35), and | now offer fighiy different
examplel(3b) (from Potts 2003).

(35) a. Whenin Santa Cruz, Peter ordeks]fjricots” at the local market.
b.  When in Amherst, Peter orders “[ee]pricots” at the locatkaea

(36) a. Ellen: The Godfather lis a total snooze.

b. Frank: Well, Pauline Kael said that this “total snoozeé idefining
moment in America cinema.

These examples both make use of linguistic features of ¢énesiinside quotation
marks, but at the same time those items have their usual siesnd@Example[(33b)
involves the natural language object

([etprekots] ; NP ; apricots : ¢)

but we will also clearly need access to the semantic reptasemapricots. So

far, this is quite like what our theory of clausal quotatiovhere we used the

linguistic object and its semantics. The functi8a)M is designed to reach into

natural language expressions and pull out their semantresentations.
Similarly, (38b) makes use of

([toutl snuz] ; N ; total-snooze: ¢)
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but it combines withthat to pick out the movieGodfather Il This example is
useful because it is so clear that the phrigal snoozas quotative. One could
not easily argue that the quotation marks were, for instamegely a device for
signalling that the phrase is evaluated at a particulatesee-internal intensional
index. Nothing external to the quotation gives us any redeathink that the
intensional index associated with, say, Ellen’s beliefld®is a part of the com-
position. Rather, we really do need a theory of quotatiomigeustand howtotal
snooze*works.

Perhaps the mostimportant feature of these examples ihtheare anaphoric,
in the sense that we need to find an entity in the discourse tommie can at-
tribute the quotation. Thus, for examplE.I[B6b) imposesdygiirement that, in
our context worldw, we can find some contextually salient entity= D, such
that

w € [utter ] (([toutl snuz] ; N ; total-snooze: e)) ()

The requirement is rarely merely existential, though. Inegal, we attribute such
guotations to specific individuals. For instance, it is eveelmingly likely that
Ellen is the source oftotal snooze”in (3d0).

The projection properties of these subclausal quotatioesddferent from
those of the complements &ay (in its say, manifestation). Whereas both di-
mensions of those quotative complements seem to form theremngt to higher
operators, the speech-report dimension of subclausahtjons seems much freer
in its scope-taking properties. This is useful additionatlence that the regular
and speech-report meanings can be independent of one grimthit does place
an additional burden on the compositional semantics, wimigst provide a mech-
anism for this variable scope behavior.

A look at the multidimensional denotations that these sasdl quotations
have suggests an explanation for this point of contrast dirct clausal quota-
tion. For instance, here is a reasonable first approximatfahe meaning for

“apricots” in (390).
thex such thatr = [apricots] in all of Peter’s utterance world
@) < j

[utter (r[ae]pricoté) (peter)]

The second meaning in the pair is a proposition, whereasrtiésfa plural entity.
Only this plural entity is truly suited to the semantic eoviment it is in — that is,
only it can be the argument forder]. The proposition-denoting second member
is ill-suited as a denotation for something in the objectitpms of this transitive
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verb. Presumably, it must be passed along, either to bechenarggument to a
higher predicate or to be interpreted at the root level.

Thus, we require a version of the projection function_of iKaren and Peters
1979, which regulates how what they call ‘conventional iicggures’ are inherited
upwards in a semantic parsetree. | accomplish this with daktian of the term
project, as in [38) (which we can assume has no phonological or syn&dfects).

(38) a. project: (o, (Txt,pxt))
b. [project(a)(B-p)] =

or

whichever is well formed

The type is complex, but the action pfoject is easy to describe: it takes an
expressiony and a product expressigh- p as its arguments. It appliesto the
first member of the product, or the reverse, depending onhwiiche functor.
It outputs the result of that application paired with thea®t member of the
product, which remains untouched (just along for the ride).

With these additions to the theory, we can now interpret lswisal quotation
with the function in[(3D).

(39) a. quote-shift: (u, (e, oxt))
b.  [quote-shift] (P) (d) =

Y

the X such thasay([X] = [SEM (P)])(d)
< [utter | (P)(d) >

foranyP € D, andd € D,

Notice that the regular denotation, the first element in thet, is relativized to
the utterance worlds of the entity argument. This is esaktatithe description of
examples likel(36), in which the speaker, Frank, Utatsl snoozeto pick out the
Godfather Il despite the fact that he clear does not endorse this as apdescof

that movie. The scenario strongly suggests that none okEratterance worlds
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w is such thatv € [total-snoozégodfather-I1 ). But reference to the movie goes
through because the entity argumentttwtal snooze”can be Ellen.

Once we have fequote-shift a natural language phrase, we are left with a
function from entities into pairs of propositions. If thesano entity salient in the
discourse to whom we can apply the function, then the exaimpiéelicitous due
to the fact that its final meaning components are not projposikt, the reasoning
here is the same as that of seclibn 6, which is due to Jacoh988a§2.2.2).

In @Q), | outline the composition for the phraseders fadpricots’.

(40)  project(orders) (quote-shift("[ze]pricots') (peter)) :
(e, t)xt

project (orders) : quote-shift("[ze]pricots")(peter) :

(ext, (e, t)xt) ext
project orders : peter : e quote-shift("[ae]pricots') :
<67 <67t>> //' <€,€Xt>

, guote-shift : "[ae]pricots' :
\ (u, (e, ext)) u

This argument is supplied by the context;
it has no overt syntactic correlate.

As noted above, subclausal quotation is essentially amaphbve represented
this by supplying it with the entity argumepeter. In a framework like that of
Jacobsan (1999), this argument could be deferred until tiz $tep in the com-
putation, in exactly the way that pronouns and relationalnsoare treated. This
involves additional type shifting functions, to pass orstArgument slot unsat-
urated. Rather than complicate the semantics with thesglglefve just sup-

plied an argument as part of the well-formedness proof.dattnents that employ
variables, this argument could be filled by a free variableictv would then be
‘discourse bound’ in the sense that the context would supplgppropriate as-
signment function for it.
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8 Metalinguistic negation

As noted above, in sectiqm 4, we can define properties of seesethat reference
their phonology, their syntax, or their semantics. Heresarae examples

(41) a. stress-initial: (u,t) (a property of words and sentences)
b. composed-of-open-syllables(u, t)
(a property of words and sentences)
c. deems-inappropriately-blunt : (u, (e, t))
(a function from sentences to functions from entities tthtralues)

Predicates like these are helpful in formalizing and undexing existing obser-
vations about the way that so-called ‘metalinguistic’ negaworks. Consider,
for instance the following example, from Hoin (1989:371).

(42) Hedidn't call therdlice, he called the pocE.

The small capitals illustrate the stressed syllable. Indage at hand, we are
dealing with the following two lexical items:

(43) a. [pdice™] = (['po.is] ; NP; police: {e,t))
b. ["poLice™] = ([po.1is] ; NP; police: (e, ))

The first of these has the property defined by the meanirggre$s-initial. The
second does not.

The semantics explored in sectidn 7 derives a pair of prtipasifor each of
these sentences. For the sake of simplicty, let’s factonégation out of each of

these pairs, as il (#4]=(45).

(44) a. call(the(police)) (charlie)
b. utter("pPdice™)(the-speakey
(45) a. call(the(police)) (charlie)

— ~—

b. utter("poLICE)(the-speakel

These examples differ in their truth conditions in virtuehafving contrasting
second dimensions of meaning.

How does negation act on such pairs? The continuatidnlnfdit)ates that it
can operate solely on the utterance dimension. On thisnmgattie first sentence
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in the example entails that Charlie called the police andtti@aspeaker doesn’t
sayPOlice.

Natural language negation can of course operate in a wajysthregensitive to
pronunciation. For instancéde didn’t call the policewithout any special intona-
tion, says that Charlie did not call the police.

The most important observation is that there seems not tadading of [4R)
on which it is equivalent to either of the paraphrase§iih.(46)

(46) a. Iltisfalse that Charlie called the police, and it iséghat the speaker
uses the pronunciatiarolice. [—p A —q]

b. Itis false that Charlie called the police and that the kpeases the
Police. [=(pAq)]

The generalization is that the negation can target one dimmerof meaning but
not both of them. This should resonate with people who workaiegorial gram-
mar and otheresource sensitividgics for natural language. In such theories,
would be highly unnatural to have to derive readings likdal4 8 which we seem
to use the negation twice.

The fact that we lack readings like{46b) is additional supfor the idea that
the theory of quotation should be multidimensional: wherhaee quotation, we
generally have two independent propositions expressedcontributed more or
less directly by the quotation and the other contributedhieynhain clause content
around it. The negation operator we need in order to destirdse facts is given

in @4).
(47) a. not;: (txt, txt) wherel <i<?2
b. [noti(p-q)] =

t

({w!w ¢ [p1}, [o])

c.  [noty(p-q)] =
(Ip). {w | w ¢ [a]})

If we choose the first interpretation, we obtain a regulappsitional negation; the
speech-act dimension remains untouched. If we choose toadeneaning, we
negate the speech-act dimension but leave the first untdudties corresponds
to the ‘metalinguistic negation’. | suspect that this is &sse as it is possible
to come to a negation that can cover both regular and ‘meaitic’ uses. The
two denotations are naturally related, in that each is thalsort of propositional
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negation (a set complementation operator) plus the addifian identity function
on propositions. The difference is just which of the argutisgorojections each
of dimensions acts on.

9 How many layers? Just one, now

It is worth pausing to note, and briefly describe, the sultisthimpact of Maria
Bittner's commentary on the version of this work that | prase at the Brown
Workshop on Direct Compositionality in June 2003. That papas called ‘A
layered semantics for utterance modifiers’; it centeredraan analysis afitter-
ance modifier$ike frankly andconfidentiallyas used in[{48).

(48) a. Frankly, Ed has lost his mind.
b. Confidentially, Ed is a werewolf.

| analyzed these expressions in terms of a layered logicstmatply distin-
guished linguistic objects from worldly objects like youdame. It tightly con-
trolled how the two realms could interact. Having describedtences likd(48),
| realized that quotation could be analyzed in the same tednmow seriously
doubt that there is a genuine connection betwgeh (48) anfh¢cke discussed in
the present paper. Since the quotation examples seem aobenore intricate, |
decided to focus attention on them in this revision.

Maria uncovered a fundamental design flaw in the layeredcgmpr that |
originally advocated: it would apparently require an irtBninierarchy of logics
to be involved in the grammars for natural languages. Sirapéanples like[(49)
highlight this difficulty:

(49) Jim said “Jorge said “Pigs fly” .

This is the report of an utterance that was itself in part aerance report. My
layered approach could do fine with the subconstitdenye said “Pigs fly.”But
this object lacked a linguistic counterpart — it couldn’tdpgotative. To manage
that, the logic would have had to add a third layer. But nows ikijust play-
ing catch-up: there is no finite upperbound on the number ofajions that can
appear inside other quotations.

So, guided by this predicament, | overhauled the theory andrred the fac-
tual domain so that only (certain kinds of) quotations weré@®turf. The present
approach has no trouble at all with examples liké (49): arpression can be
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treated as a model-theoretic object in its own right, ancitgament to the matrix
verb’s meaning in{49) is simply a pair of propositions

The present approach also does without many of the techdistihctions
that the original approach employed. Many of these disappeaaturally as |
came closer to getting examples likel(49), and | droppedrsindight of Maria’s
commentary, which showed me rather directly how to begimgatown the de-
scription language.

Maria is of course not accountable for any of the modificatitvat resulted
from my thinking about her commentary. | am indebted to hehfgping me to
understand my original proposal better.

10 Conclusion

Bart Geurts has done some of the most important and detadeklan quotation
to date(Geurts 1998, 2001). Itis thus somewhat surprisimgdd irGeurts 2001
the claim that “Quotation may not be a hugely important natiet it is still of
some interest”. It seems clear to me that quotatsom hugely important matter
for linguistic theory. It forces us to enrich our stock of lwasntities, as we saw
in sectiorB, and this in turn sheds new light on what it meansfer to and ma-
nipulate representations (sectidn 6). What's more, gigtairovides additional
evidence for the thesis of Bach (1999) and Potts (2004) tiiatidual sentences
can express multiple independent propositions; in therredlquotation, we see
this particularly clearly when we inspect the interactitwe$ween quotation and
negation.

Moreover, this paper addresses only a handful of the typegiofation dis-
cussed by Jespersen (1992[1922]) and/ Fillmore 1974, and | have not at-
tempted to foster connections between this realm and thaeefindirect dis-
coursel(Jespersen 1992[1922%t; Schlenker, to appear; Shaivit 2003). It seems
clear also that a complete theory of quotation will refeeespecific intonation
contours as the auditory equivalent of quotation marksté@ak973), making this
a potentially important area for researchers on infornmegtoucturing. And these
new directions are likely to lead to additional ties with tket of linguistic theory.
My hope for the present paper is merely that it reveals a thir@ompositional
semantics to be a fruitful setting in which to explore thisss of meanings.
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A The full grammar G

The grammag is defined as follows:

A.l Types

i. e, t,andu are types
ii. If o andr are types, thekw, 7) is a type.
iii. If o andr are types, theaxr is a type.

iv. Nothing else is a type.

A.2 Terms

I. [bart] ; NP ; )

: NP ; lisa:e )
[megi] ; NP ; maggie:e )
; NP )

bart : e

burns : e

{

{

{

{

( [werwolf] ; S/NP ; werewolf: (e,t) )

( [dad] ; SANP ; dead: (e t) )

(  [bald] ; SANP ; bald: (e, t) )

( [jos] ; SANP ; yes: (e,t) )
. [it] ; (S/.NP)/kNP ; eat: (e, (e, t)) )
( [sil ; (S/.NP)/eNP : see: (e (et)) )
( [skeer] ; (S/.NP)/xNP ; scare: (e, (e, t)) )
{
{
{
{
{
{
{
{

seyl i (SANPYLS  : say: {f (e ) )
[biliv] ; (S/.NP)/rS ; believe: ({txtx---xt), (e, t)) )
[ator] ;5 (S/LNP)/rNP ;

;. (S/.NP)/cNP ;

utter : (u, (e, t)) )

[se1] say, : (u, (e, txt))

[nat] ; SRS ; not;: (txt,txt) ) wherel <i<2

vi. ;. (SANP)R(SLNP) ;  delete: ((e, 1), (e, 1)) )

; (SANP)/R(SLNP) ; project : (o, (Txt, pxt)) )
; (SLNP)/R(S/ANP) : quote-shift: (u, (e,oxt)) )
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[T ] [ IT]
i < A > < A >
(a(B)) : 7 (a(B) : 7
/\ /\

IT ® ) I1
Lo s () {e)
a:{o,T) B:o B:o a:(o,T)

viii. If P = <H X a> is well-formed, ther(H DI '—<H X <7>1 : u>
is well-formed.
A.3 Domains
i. D, is the domain of nonlinguistic entitie®2, is the domain of type.

ii. The domain of type is D; = p(W), the power set of the sét” of possible
worlds.

iii. The domain of type is D, the domain of well-formed linguistic entities.
D,N D, =1.

iv. The domain of typ€eo, 7) is D, -, the set of all functions fronD,, into
D.,.

v. The domain of type <t is D,., = D, x D,, the cartesian product @,
andD..

A.4 Interpretation

[-] is the interpretation function, taking semantic represtons ofg to elements
in the set of domains specified in sectlon]A.3. It is consediso that ifa is

of type o, then[a] € D,. Below, | provide the interpretations for the most
important terms discussed in the paper. The terms that geentiomed work
as one would expect (e.ghomer] is the individual Homer, andbald] is the
property of baldness).

i. Jutter("S™)(b)] = the set of worlds in whicljib] utters]["S7]

ii. [say(p)(b)] = the set of worldw in which every utterance world’ for [b]
is such thatv’ € [p]
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iv.

Vi.

Vil.

viii.

SEM((II; A5 0)) =a
{w]w e [utter ("S™)(b)] } >

{w]we [say ([SEM(["STTD) ([b]) }

[believe([p, - ...-p,)))(@)] =
{ w ’ [a] believedp,] inw ,foralll <i<n }

[say,("S")(b)] = <

[deletg«)] is defined only ifa is of type (e, t) and the context world is
such thatw € [utter]("A™)(d) for somed € D, and somé A™ such that
SEM("AY) = a

Where defined]deletg )] = «

[project (@) (5 - p)] =
or

whichever is well formed

[quote-shift] (P) (d) =

Y

the X such thasay([X] = [SEM (P)])(d)
< [utter[(P)(d) >
foranyP € D, andd € D,

[noty(p-a)] =
({wlw ¢ o]}, [a])

. [noty(p-q)] =

(Ip). {w | w ¢ [a]})
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