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Abstract— We consider the joint optimal design of the physical,
medium access control (MAC), and routing layers to maximize
the lifetime of energy-constrained wireless sensor networks.
The problem of computing lifetime-optimal routing flow, link
schedule, and link transmission powers for all active time slots
is formulated as a non-linear optimization problem. We first
restrict the link schedules to the class of interference-free time
division multiple access (TDMA) schedules. In this special case,
we formulate the optimization problem as a mixed integer-
convex program, which can be solved using standard techniques.
Moreover, when the slots lengths are variable, the optimization
problem is convex and can be solved efficiently and exactly
using interior point methods. For general non-orthogonal link
schedules, we propose an iterative algorithm that alternates
between adaptive link scheduling and computation of optimal
link rates and transmission powers for a fixed link schedule.
The performance of this algorithm is compared to other design
approaches for several network topologies. The results illustrate
the advantages of load balancing, multihop routing, frequency
reuse, and interference mitigation in increasing the lifetime of
energy-constrained networks. We also briefly discuss computa-
tional approaches to extend this algorithm to large networks.

Index Terms— Cross-layer design, energy efficiency, resource
allocation, sensor networks.

I. INTRODUCTION

WE consider a network of wireless sensor nodes distrib-
uted in a region. Each node has a limited energy supply

and generates information that needs to be communicated to a
sink node. We assume that each node can vary its transmission
power, modulation scheme, and duty cycle. The focus of this
paper is on the computation of optimal transmission powers,
rates, and link schedule that maximize the network lifetime.
We consider a scenario where the data rates supported by the
network are high; an example of such a network is a video
surveillance network. Transmission at high data rates neces-
sitates the use of high transmission powers on the wireless
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links. This leads to many links interfering strongly with each
other. Hence, link scheduling to mitigate interference becomes
an important and challenging task. The network is considered
to be alive as long as all nodes have some energy; the lifetime
is taken to be the earliest time at which a node runs out of
energy.

We will use the term transmission scheme/strategy to refer
to the data rates, transmission powers, and link schedule for
a network. For energy-constrained wireless networks, we can
increase the network lifetime by using transmission schemes
that have the following characteristics.

(1) Multihop routing: In wireless environments the received
power typically falls off as the mth power of distance,
with 2 ≤ m ≤ 6. Hence, we can conserve transmission
energy by using multihop routing [1], [2].

(2) Load Balancing: If a node is on the routes of many source
destination pairs, it will run out of energy very quickly.
Hence, load balancing is necessary to avoid the creation
of hot spots where some nodes die out quickly and cause
the network to fail [3].

(3) Interference mitigation: Links that strongly interfere with
each other should be scheduled at different times to
decrease the energy consumption on these links [4].

(4) Frequency reuse: Weakly interfering links should be
scheduled simultaneously so that each link can transmit
at a lower rate when active. This reduces the average
transmission power on each link [5].

We note that there is an inherent trade-off between using
minimum energy routes and load balancing. Minimum energy
routing may require some nodes to lie on routes of many
source destination pairs, which may cause them to run out
of energy quickly. The network lifetime can be increased by
load balancing, where a part of the data may be transmitted
over energy suboptimal paths. In addition, there is a trade-
off between scheduling each link for a larger amount of time
to decrease energy consumption for data transmission and
interference mitigation by scheduling strongly interfering links
at different times.

A. Prior Work

Cross-layer design for throughput maximization has re-
ceived much attention over the past few years. Achievable
rate combinations for wireless networks were computed in [6].
Throughput maximization through joint design of power con-
trol, link scheduling, and routing layers was considered in, for
example, [7]–[10].
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The design challenges and the importance of cross-
layer design for meeting application requirements in energy-
constrained networks were described in [11]. For wireless
sensor networks, we may not always need to operate on the
boundary of the achievable rates region. Hence, we have a
choice among various transmission strategies (routing, power
control, and scheduling) that we can exploit to increase the
lifetimes of such networks. An overview of the synergy
between the various layers was given in [12]. A brief overview
of recent work on optimization of different layers of a wireless
network for minimizing energy consumption and maximizing
network lifetime is given below.

(1) Physical Layer: For a given rate vector, power control can
be used to conserve energy. An overview of power control
was given in [13]. Energy-optimal modulation schemes
for coded and uncoded systems were studied in [5],
where given the number of bits to transmit with a certain
deadline, an optimal constellation size was computed to
minimize the total transmission and circuit energy. Also,
it was shown that if we relax the constraint that the
constellation size is an integer, the energy minimization
problem can be approximated by a convex optimization
problem.

(2) MAC: The physical layer results in [5] were extended
in [14] to compute the TDMA time slot lengths to mini-
mize the total energy consumption in a network consist-
ing of many transmitters and one receiver. However, the
problem of deciding the allocation of time slots becomes
combinatorial when we consider an arbitrary wireless
network, and allow interfering links to be scheduled in
the same time slot.

(3) Routing: Routing algorithms for wireless networks have
traditionally focused on minimizing the total energy con-
sumption. However, as pointed out in [3], this can lead to
some nodes in the network being drained of energy very
quickly. Hence instead of trying to minimize the total
energy consumption, routing to maximize the network
lifetime was considered in [3]. Distributed algorithms
to compute a routing scheme to maximize the network
lifetime were proposed in [3], [15]–[17].

(4) Cross-layer: Joint scheduling and power control to reduce
energy consumption and increase single hop throughput
was considered in [18]. Cross-layer design based on
computation of optimal power control, link schedule,
and routing flow was described in [4]. The maximum
achievable rate was assumed to be a linear function of
signal to noise and interference ratio (SINR) and the
goal was to minimize the total power consumption over
an infinite horizon. The routing flow was computed in
an incremental manner: it used the Lagrange multipliers
obtained at each step by solving an optimization problem
of possibly exponential complexity in the number of
links. Energy efficient power control and scheduling,
with no rate adaptation on links, for QoS provisioning
were considered in [12]. Cross-layer design with em-
phasis on detailed modeling of circuit and transmission
energy, and restriction of MAC to variable length TDMA
was described in [19]. Joint routing, power control, and

scheduling for a TDMA-CDMA network was considered
in [20].

We consider a slotted time model, and guarantee the
satisfaction of average rate requirements over a predefined
frame duration; this is similar to the model in [12]. We note
that a slotted model enables us to use a link schedule that
mitigates interference by scheduling strongly interfering links
in different slots. Thus it is more general than the model
in [21]. Also, the algorithm in [21] assumes that a feasible
solution can be computed where each link has a signal to
interference and noise ratio (SINR) of at least 1. This is
highly unlikely in a network with many nodes and high data
rates where many links will strongly interfere with each other.
Moreover, the algorithm in [21] is for a single slot and does
not extend to a slotted time model. We build on some of the
ideas in [21] to design our adaptive link scheduling algorithm;
however, we note that the generalization is non-trivial and
requires new methods and insights.

As in [4], [12], we use a realistic model of the interference
between all links that transmit simultaneously. This is more
general than the interference model considered in [20], where
the schedule for links in the same neighborhood was assumed
to be orthogonal, and interference from distant links was
neglected. For the special case of orthogonal link schedules,
we compute the exact optimal transmission strategy. Also,
unlike in [12], we consider rate adaptation on links and a
fixed bit error rate (BER) requirement. As shown in [5],
rate adaptation can lead to significant decrease in energy
consumption. However, allowing for rate adaptation on links
makes the problem considerably more complex. We no longer
have a linear constraint on transmission powers [12] that
guarantees an SINR greater than a threshold. Instead we have a
non-linear and non-convex constraint on the rate and power of
each link (see Section 2.4 for details). In addition, we consider
joint routing along with link scheduling and power control
(with rate adaptation). Also, instead of minimizing the total
average power consumption over the network, we maximize
the network lifetime.

B. Contributions

Our main contribution is a computational algorithm for
cross-layer optimization in a very general setup. The algorithm
computes competitive solutions that increase network lifetime
for wireless networks with high bandwidth efficiency. This is
in contrast to [4], where the authors assume a system with
very low bandwidth efficiency.1.

The solutions computed by our algorithm are much better
than commonly used heuristics. The algorithm alternates be-
tween link scheduling and computation of transmission powers
and rates. The transmission scheme computed during each
iteration is feasible. Hence, the suboptimality of the solution
can be traded off with the required computational power. The
main step of our algorithm involves the solution of a convex
optimization problem for which the number of variables grows
as 2LN , where N is the number of slots and L is the number

1By bandwidth efficiency, we refer to the ratio of the data rate to the
total bandwidth in the system. For CDMA systems, the bandwidth under
consideration is that after spreading.
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of links in the network. Also, the number of constraints grows
as NL + 2|V |, where |V | is the number of nodes in the
network.

C. Outline

The next section lists our assumptions about the wireless
network and formally defines the problem of computing the
transmission powers, data rates, and link schedule to maximize
the network lifetime, as an optimization problem. We show
how to solve this problem exactly if we restrict the MAC layer
to only TDMA schemes (interference-free case). In Section III,
we consider the general case and find a convex approximation
to the problem of computing an optimal data rate and trans-
mission power, for each link and time slot, and a fixed link
schedule. Then we describe an algorithm that uses a heuristic
to adapt the link schedule to the resulting optimal rates and
powers. Section IV describes the results of numerical studies
of the algorithm for different network topologies. The results
also illustrate the advantages of frequency reuse, interference
mitigation, load balancing, and multihop routing in energy-
constrained wireless networks. Section V gives conclusions
and possible directions for future work.

II. PROBLEM DEFINITION

A. System Model

We consider a static wireless network. We assume that a
link exists from node i to node j, if the received power at
node j when node i transmits at maximum power, is greater
than a predefined threshold. Note that, in general, we can
consider a very low threshold; this would correspond to a
fully connected network. However, this introduces many links
in the network graph and hence, many optimization variables,
making the cross-layer optimization problem very complex.
By introducing a reasonable threshold, we do not consider
links that are very weak – these links will not only consume
a lot of power, but also cause a lot of interference to other
links. For an information theoretic justification we refer the
reader to [22]. The channel over each link is an additive white
Gaussian noise (AWGN) channel with fixed noise power. Also,
we assume a deterministic path loss model where the power
falls off as dm for distance d, with 2 ≤ m ≤ 6. The maximum
rate per unit bandwidth that can be supported over a link with
SINR γ is r = log(1 + Kγ), where K = −1.5/(log(5BER)).
This is a good model for modulation schemes such as MQAM
with constellation size greater than or equal to 4 [23]. For
notational convenience we will consider r to be in nats/Hz/s,
i.e., we use the natural logarithm. We assume that a link can
vary the constellation size over each time slot. We relax the
constraint that the constellation size is an integer, i.e., we allow
r to take all values in R+. At any given time, a node can
either transmit to, or receive from, at most one other node in
the network. For the MAC layer, we assume that the network
time shares between different transmission modes in a periodic
fashion. The schedule is periodic with N time slots; during
each slot the network uses one transmission mode – i.e. one set
of powers and rates over each link. Also, the flow conservation
equations are satisfied over every frame of N time slots. In this
paper, we restrict ourselves to the case of single commodity

flow. We note that the methods in this paper can be easily
extended to the case of multicommodity flow; the number of
variables grow linearly with the number of commodities. If
a node transmits at power P , the power consumption in the
power amplifier circuit is given by (1 + α)P . The parameter
α > 0 represents the inefficiency of the power amplifier;
we take α to be a constant [24]. The power consumption
values of the transmitter circuit (other than the amplifier) and
the receiver circuit are modeled as constants Pct and Pcr,
respectively [5].

B. Notation

We define the following notation.
1) G = (V, L) denotes the directed graph representing the

network. V is the set of wireless nodes and L is the
set of directed links. Let A ∈ R

|V |×|L| be the incidence
matrix of the graph G. We have

A(v, l) =

⎧⎨
⎩

1 if v is the transmitter of link l
−1 if v is the receiver of link l
0 otherwise

Let us write A = A+ − A−, such that
A+(v, l), A−(v, l) = 0 if A(v, l) = 0, and A+, A−

have only 0 and 1 entries.
2) Let N be the number of time slots in each frame

of the periodic schedule. Ln denotes the set of links
scheduled, i.e., allowed to transmit, during time slot
n ∈ {1, . . . , N}.

3) Pn
l and rn

l denote the transmission power and rate per
unit bandwidth, respectively, over link l and slot n. Also,
rn, Pn ∈ R

|L| will be used to denote the corresponding
vectors for time slot n. Let P max

l be the maximum
allowable transmission power of the transmitting node of
link l. The corresponding vector is P max ∈ R

|L|. Also,
define the vectors 1t(Pn),1r(Pn) ∈ R

|V | such that

(1t(Pn))v =
{

1 if (a+
v )T Pn > 0

0 otherwise

(1r(Pn))v =
{

1 if (a−
v )T Pn > 0

0 otherwise

where (a+
v )T and (a−

v )T denote the vth row of the
matrices A+ and A−, respectively. Thus the vectors
give the sets of nodes that transmit and receive data,
respectively, in each time slot.

4) Let E ∈ R
|V | be such that Ev denotes the initial

amount of energy at node v. Pct and Pcr give the power
consumption of the transmitter and the receiver circuits
at a node, respectively. These values are assumed to be
the same across all nodes.

5) Let sv denote the rate at which information is generated
at node v. Let s ∈ R

|V | be the vector whose entries are
sv . We note that ssink = −∑v∈V,v �=sink sv.

6) G ∈ R
|L|×|L| is the link gain matrix of the network. Glk

denotes the power gain from the transmitter of link k to
the receiver of link l. Note that in order to prevent a node
from transmitting and receiving simultaneously, we can
set very high values for the gain entries of G correspond-
ing to each pair of links originating and terminating at
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a node. The computational algorithm will then prevent
these links from being scheduled simultaneously. Let
N0 denote the total noise power over the bandwidth of
operation.

C. Network Lifetime

Let Tv denote the lifetime of node v, i.e., the time at which
it runs out of energy. Then the network lifetime is defined to be
Tnet = minv∈V,v �=sink Tv. Note that this is a standard definition
of network lifetime used in, for example, [3], [15], [16].
This definition makes the analysis tractable for many different
scenarios. Another interpretation of the optimization problem
that maximizes the time at which the first node dies is that it
minimizes the maximum ratio of average power consumption
to initial energy among all nodes – it thus balances the data
flow in the network such that no node incurs a very high power
consumption. Hence, for a large network with many redundant
nodes, a suboptimal but reasonable approach would be to use
the transmission scheme that maximizes the time at which
the first node dies, and recompute the transmission scheme
once the topology has changed significantly after many nodes
run out of energy. Until then, the same transmission scheme
can be used with greedy readjustment of flows. For a more
detailed discussion on network lifetime definitions and asso-
ciated distributed algorithms for routing, we refer the reader
to Section VII of [17].

We note that for each optimization problem (to maximize
the network lifetime) formulated in this paper, we can formu-
late a similar corresponding optimization problem to minimize
total energy. Hence, the techniques in this paper can be used
for energy minimization in the network as well.

D. Optimization Problem

We now formulate an optimization problem to maximize
the network lifetime. We have the following constraints.

1) Flow Conservation: The flow conservation equations are
satisfied over each frame of N time slots.

2) Rate Constraints: The maximum rate that can be sent
over each link is (1 + K log SINR).

3) Energy Conservation: The energy consumed by each
node over time Tnet should be less than or equal to the
initial energy at the node.

4) Range Constraints: The flow over a directed link can
only be from the transmitter to the receiver. The trans-
mission power at a node is less than or equal to the
maximum transmission power at that node.

Then, the problem of maximizing the network lifetime can be
written as the following optimization problem.

max. Tnet

s.t.
1
N

A(r1 + . . . + rN ) = s

log

(
1 + K

GllP
n
l∑

k �=l GlkPn
k + N0

)
≥ rn

l

Tnet

N

N∑
n=1

(
(1 + α)A+Pn + Pct1t(Pn) + Pcr1r(Pn)

)
� E

rn � 0, 0 � Pn � P max

for all n = 1, . . . , N and l ∈ L. The variables are Tnet, rn
l , Pn

l ,
for n ∈ {1, . . . , N}, l ∈ L. Thus the solution gives optimal
transmission modes during the N time slots of each frame, i.e.,
optimal transmission powers and rates over each link during
each time slot. As in [17], we can use a change of variable
q = 1/Tnet, to write the problem as the following equivalent
optimization problem.

min. q

s.t. A(r1 + . . . + rN ) = Ns

log

(
1 +

GllP
n
l∑

k �=l GlkPn
k + N0

)
≥ rn

l

rn � 0, 0 � Pn � P max

N∑
n=1

(
(1 + α)A+Pn + Pct1t(Pn) + Pcr1r(Pn)

)
� qNE

(1)
We have absorbed the system constant K into the diagonal
entries of G. Both the optimization problems considered in this
section are not convex optimization problems. In particular,
for the above problem, the rate constraint on each link for
each slot cannot be rearranged to be written as some convex
function f(r, P, q) ≤ 0. We will first reduce the problem to a
mixed integer-convex problem for TDMA link schedules. For
the more general case of arbitrary link schedules, we will use
an iterative approach that alternates between computation of
rates and powers, and adaptation of the link schedule.

E. Optimal TDMA Schemes

The problem in (1) when restricted to TDMA scheduling
schemes can then be written as follows (for details refer
to [19]).

min. q

s.t.
∑

l∈O(v)

xl −
∑

l∈I(v)

xl = Nsv

xl − nl log
(

1 +
GllP

max
l

N0

)
≤ 0

∑
l∈O(v)

βnl

(
e

xl
nl − 1 +

Pct

β

)
+
∑

l∈I(v)

Pcrnl ≤ qNEv

∑
l∈L

nl ≤ N, xl, nl ≥ 0, nl ∈ {0, . . . , N}

where nl is the number of slots allocated to link l, and O(v)
and I(v) denote the set of outgoing and incoming links,
respectively, at node v. Also, β = N0(1+α)

Gll
and xl = rlnl,

where rl is the rate of data transmission over link l. Note
that the transmission power over link l is Pl = N0

Gll
(erl − 1).

The variables in the above problem are q, xl, nl, for all links
l ∈ L. The function f(x, y) = βxe

y
x is convex over x, y ≥ 0,

for β ≥ 0. Hence, it is easy to see that the above problem
is a mixed integer-convex problem. It can be solved using
branch and bound methods (see, for example, [25], [26]). At
each stage, a lower bound on optimal q can be computed by
relaxing the integer constraint on nl’s, and an upper bound
can be computed by rounding the solution of the relaxed
problem. Even though branch and bound methods have worst
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case exponential complexity, for the examples computed in
this paper, these methods were found to be quite efficient. If
we relax nl to take real values, the problem is convex and the
computed solution gives an optimal variable-length TDMA
scheme [19].

III. TECHNICAL APPROACH FOR

INTERFERENCE-LIMITED NETWORKS

In this section, we describe an algorithm to compute a
suboptimal routing, scheduling, and power control strategy
with no restriction on link schedules. Thus we allow mutually
interfering links to be scheduled to transmit in the same time
slot. Since the problem formulation in (1) is not convex, it
is difficult to solve. Hence, we take the following approach.
For a fixed link schedule (i.e. fixed Ln, n = 1, . . . , N ), we
approximate the rate constraint as a convex constraint; this
gives a convex set contained in the feasible set of the original
problem. The resulting problem is a convex optimization
problem that solves for optimal rates and powers for a given
link schedule. During each iteration, we compute the rates
and powers for a given link schedule, and then adapt the link
schedule to the computed rates and powers.

A. Convex Optimization: Routing, Power Control

The rate constraint in the problem formulation in (1) is
not convex. For a fixed link schedule Ln, n = 1, . . . , N , we
approximate the rate constraint by

rn
l ≤ log

(
GllP

n
l∑

k∈Ln,k �=l GlkPn
k + N0

)

Note that log(γ) is a lower bound on the achievable rate on a
link with SINR γ. Hence, the feasible set corresponding to the
optimization problem with the above approximation is a subset
of the feasible set of the original optimization problem in (1).
Thus the network lifetime computed under this approximation
is a lower bound on the optimum network lifetime. This is a
tight bound when a link operates at high SINR. Using a change
of variables Qn

l = log(Pn
l ), we can rewrite the approximate

maximum rate constraint (see [27]) as

log
(

N0

Gll
ern

l −Qn
l +

∑
k∈Ln,k �=l

Glk

Gll
ern

l +Qn
k−Qn

l

)
≤ 0

The function log(
∑

i aie
xi) is convex if ai ≥ 0, xi ∈ R

(see, for example, [28]). Composition with an affine
function preserves convexity. Hence, the function

log
(

N0
Gll

ern
l −Qn

l +
∑

k∈Ln,k �=l
Glk

Gll
ern

l +Qn
k−Qn

l

)
is convex

in rn, Qn. Thus we obtain the convex optimization problem
given in (2). For all n ∈ {1, . . . , N}, v ∈ V ,

min. q

s.t. A(r1 + . . . + rN) = Ns

log

�
N0

Gll
ern

l −Qn
l +

�
k∈Ln,k �=l

Glk

Gll
ern

l +Qn
k−Qn

l

�
≤ 0, l ∈ Ln

N�
n=1

� �
l∈O(v)∩Ln

�
(1 + α)eQn

l + Pct

�
+

�
l∈I(v)∩Ln

Pcr

�
≤ qNEv

rn ≥ 0, Qn
l ≤ log(P max

l ), l ∈ Ln

(2)

The variables are q, rn
l , Qn

l , for l ∈ Ln, n = 1, . . . , N . We
solve the problem for optimal transmission powers and rates
over each link, for a given link schedule. It is difficult to
characterize the computational complexity of solving a general
convex optimization problem. However, there exist efficient
interior point algorithms to solve such problems. We used the
barrier method described in [28]. Also, note that the number
of variables grows as 2NL and the number of constraints
grows as NL + 2|V |.

B. Link Scheduling

The convex optimization problem (2) is feasible only if the
constraints rn

l ≥ 0, l ∈ Ln, n = 1, . . . , N are feasible. For the
approximate rate constraint, these constraints imply that each
link has an SINR≥ 1 during the scheduled slots. If we sched-
ule all links during all slots, the problem may be infeasible.
There is no simple characterization of the set of link schedules
for which the constraints rn

l ≥ 0, l ∈ Ln, n = 1, . . . , N
are feasible. Hence, in order to use problem formulation (2)
to compute a transmission scheme corresponding to the best
link schedule, we need to solve this problem for all possible
link schedules. However, for a network of L links, and for a
schedule frame that has N time slots, there are 2NL different
link schedules. Hence, the complexity of this approach is
doubly exponential in the number of slots and the number
of links. This results in a tradeoff between the computational
complexity and the quality of the solution. When we compare
the solution for say N slots and 2N slots, the solution
corresponding to 2N slots gives a network lifetime greater
than or equal to the lifetime corresponding to the solution for
N slots. This is because we have more freedom in choosing
the link schedules, and hence can find a transmission scheme
that gives a larger network lifetime. In this paper, we take N
to be a system constant.

We use a suboptimal approach to iterate between scheduling
and computation of rates and powers. The links that carry a
larger amount of traffic should be scheduled over a greater
number of time slots - this decreases the average transmission
power consumption over the links. Hence, the link schedule
is adapted to the solution of problem (2) at each iteration,
and in turn the convex optimization problem is solved for
the new link schedule. Note that we motivate our link adap-
tation heuristic for a scenario in which transmission power
dominates the power consumption in the circuit. This is a
realistic scenario for interference-limited networks with high
data rates. For a discussion of the tradeoffs between decreasing
transmission power and decreasing circuit power, see [5].

The algorithm is illustrated in Fig. 1. Geometrically, the
feasible set in problem (2) is a convex subset of the feasible set
in problem (1). The heuristic approach proposed below solves
a series of convex optimization problems with feasible regions
given by different convex subsets of the original optimization
problem in (1). Each convex subset corresponds to a link
schedule and approximation of the rate constraints by convex
constraints.

C. Algorithm

The iterative approach used to compute an approximate
optimal strategy is summarized in the flowchart in Fig. 2. The
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Feasible Set

Feasible set 
for appr. rate 
constraint and
 fixed link schedule 

Fig. 1. Algorithm-solving a series of approximate convex optimization prob-
lems.

steps of the algorithm are as follows.

1) Find an initial suboptimal, feasible schedule. A good
candidate would be a schedule in which all links are
activated at least once in each frame of N slots, and
also links that are activated in the same slot interfere
only weakly.

2) Solve problem (2) to find an optimal routing flow and
transmission powers during each slot for the approxi-
mate rate constrant. If the problem is infeasible, quit.

3) Remove l from Ln if GllP
n
l�

k∈Ln,k �=l GlkP n
k +N0

≤ γ0, where
γ0 > 1 is a constant close to 1. Since we approximated
the rate as r = log(SINR), links carry little traffic over
the slots in which they have an SINR of about 1.

4) Find l̂ = arg maxl

∑N
n=1 Pn

l . For this l̂, find n̂ =
arg minn(

∑
k∈Ln,k �=l̂ Gl̂kPn

k +N0). Add l̂ to Ln̂. If the
resulting schedule is one that was used in a previous
iteration, quit. Thus we find a link that consumes the
maximum average power over the entire frame and
schedule this link to be on during an additional time
slot. The selected slot should be the one in which there
is minimum interference to this link. If the resulting
schedule is one that was used in a previous iteration,
quit.

5) Check if GllP
n
l�

k∈Ln,k �=l GlkP n
k +N0

≥ 1 for all l ∈ Ln and
n = 1, . . . , N is feasible. If yes, go to (2), else quit to
prevent an infinite loop.

For small networks, we can use a TDMA schedule for
step (1). If we assume that the maximum transmission power
constraint is loose, the initial schedule is always feasible.
However, for larger networks, a TDMA schedule may not
be feasible due to the maximum power constraint. In this
case, we can use edge coloring on the dual conflict graph [9],
where only links which interfere very weakly are allowed be
scheduled in the same slot. Note that we can use the gain value
Glk as a measure of interference. For example, we can say that
a link k is said to interfere with a link l if Glk ≥ α; then the
total interference to any link will be bounded by α|V |2Pmax.
For a detailed discussion of this approach, we refer the readers
to [8], [9].

The algorithm uses a greedy heuristic to adaptively sched-
ule links at each iteration, and then re-solves the convex
optimization problem (2) to determine an optimal routing

SINR>1
feasible?

Repeated
schedule?

Turn off links with
SINR appr. 1 

Feasible?

Compute optimal
rates, powers

Initialize with feasible
suboptimal schedule

Allocate an additional
slot to a link with the
max. avg. power

YES

NO

YES

YES

NO

Quit

NO

Fig. 2. Iterative approach to compute powers, rates and link schedule.

flow and link transmission powers and rates in each slot.
As we will see in the following section, even such a simple
greedy heuristic can give strategies with a higher network
lifetime than that given by static approaches to scheduling
(e.g. TDMA and time sharing between modes in which links
separated by a minimum distance are scheduled together). The
gains in network lifetime are due to energy-efficient multihop
routing, frequency reuse, and load balancing. Also, note that
the algorithm will terminate in at most 2NL steps. However,
since the solution computed at each step is feasible, we can
terminate the algorithm as soon as we have a competitive
solution.

IV. NUMERICAL RESULTS

Here we concentrate only on the transmission energy. Thus
we take Pct, Pcr = 0. Note that transmission energy dominates
at high data rates. We assume Gij = k

dm
ij

, where dij is the
distance between the transmitter of link j and the receiver
of link i, k is a constant that depends on system parameters
such as the carrier frequency and antenna gain [29], and m is
the path loss exponent. For the computations that follow, we
take m = 4, k = 1, N0 = 1, Ev = 50, ∀v ∈ V . Thus if a
transmitter transmits at unit power to a receiver at a distance
of 1m, then in the absence of any interference the receiver
SINR is 1.

We will compare the performance of our algorithm with
that of transmission schemes with specific scheduling at the
MAC layer, outlined below.
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Fig. 3. Linear topology.

1) Uniform TDMA: Each link in the network is scheduled
for an equal number of time slots. In our computations
we consider the number of slots per frame to be a
multiple of the number of links.

2) Optimal TDMA: This refers to an optimal TDMA sched-
ule computed by the mixed integer-convex problem
formulation in Section II.E.

3) Spatially periodic time sharing: This refers to a link
layer scheduling scheme specific to one-dimensional
(string and linear) topologies discussed below. A spa-
tially periodic scheme with parameter T refers to a link
schedule with T time slots per frame. In each time slot
every T th link is activated. Also, every link is activated
once in every T slots. Thus if there are N links, in the
first slot, links 1, T +1, 2T+1, . . . are activated, while in
the second slot, links 2, T +2, 2T +2, . . . are activated,
and so on. For example, T = 2 refers to a scheme which
consists of two alternating transmission modes, with
each transmission mode consisting of alternate links that
are active.

Also, the algorithm was initialized with a uniform TDMA link
schedule for all the computations that follow.

A. String Topology

A string topology consists of one source and one sink,
connected by intermediate nodes that are arranged linearly.
Each pair of neighboring nodes is separated by the same dis-
tance d, and connected by a directed link. The network carries
information generated by the source to the sink. An example of
a string topology is shown in Fig. 3, with s2, . . . , s9 = 0. Here
each link needs to support the same amount of average rate,
which is the rate at which the source generates information.
For this topology there is only one routing path from the
source to the sink. Hence, we only need to compute the link
schedule and transmission powers and rates for each slot.

We take d = 1m. Fig. 4(a) shows the network lifetime
of a string topology of 10 nodes and 9 links achieved by
our algorithm (curve labeled as “alg”), for different source
rates. We used a frame length of 18 slots; the algorithm was
initialized with a TDMA schedule in which every link was
turned on for two time slots in each frame. The figure also
shows the network lifetime under the TDMA scheme1, and
under different spatially periodic schedules (curves labeled
with corresponding T values). We can see that the algorithm
performs well for low source rates, but as the source rate
increases, it does increasingly worse compared to the spatially

1Uniform TDMA is an optimal TDMA scheme since each link supports
the same data rate over an AWGN channel with same noise power.
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Fig. 4. String topology lifetimes.

periodic scheme with optimal T . We would like to point
out that for a string topology with many nodes, the spatially
periodic schedule with optimal value of T will be close to
an optimal link schedule. This is because all links carry the
same amount of traffic, and the nodes that are not close to
either the source or the sink experience similar interference
conditions. Hence, we do not need adaptive scheduling, we
can use a fixed periodic link schedule with optimal T . The
network lifetime as a function of the value of T (for spatially
periodic time sharing) is plotted for different source rates in
Fig. 4(b). For a given source rate, the network lifetime first
increases with T , and then decreases with T , with the optimal
lifetime obtained for some value of T between 2 and 9. This
illustrates the trade-off between

1) decrease in transmission energy by allowing each node
to transmit data at a lower rate in each scheduled time
slot and

2) increase in transmission energy due to interference
caused by scheduling many links in the same time slot.

The uniform TDMA scheme (T=9) performs poorly compared
to the optimal spatially periodic schedule. Thus this topology
illustrates the advantage of frequency reuse by simultaneous
scheduling of links that do not interfere much.

B. Linear Topology

The linear topology is a simple generalization of the string
topology. The nodes are again arranged linearly, but now each
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node is a source generating data at a possibly different rate.
We computed the network lifetime using our algorithm for a
linear topology of 10 nodes and 9 links with d = 1m. This
topology is shown in Fig. 3. The source rates were taken to
be s1, . . . , s9 = 0.1 nats/Hz/s, while the frame length was
N = 18 slots.

Fig. 5 shows the best network lifetime achieved until each
iteration. We can see that the lifetime increases as the link
schedule adapts to the rates and transmission powers computed
by solving problem (2). We note that the increase in lifetime is
not monotonic. The network lifetimes under different classes
of link schedules are as follows. The network lifetime achieved
by the best spatially periodic scheme (T = 3) was 12% lower
than that achieved by our algorithm. As we can see from
Fig. 6, the algorithm provides a greater number of slots to links
that carry more traffic, and hence equalizes the average power
consumption over the links with the four highest data rates.
This is unlike the spatially periodic scheme which allocates the
same number of time slots for each link. Also, uniform TDMA
(Tnet = 0.14) and optimal TDMA (Tnet = 1.35) perform
poorly because they do not take advantage of frequency reuse.
However, optimal TDMA is far superior than uniform TDMA
because it allocates more slots to links with higher data rates.

C. Rhombus Topology

The rhombus topology is shown in Fig. 7(a). The total
number of variables in the optimization problem for this
network is 192. We use this topology to illustrate the routing
behavior of our algorithm. There are four source nodes - nodes
1,2,3,4 with source rates s1, s2, s3, s4, respectively. Node 5 is
the sink node. If we neglect interference and consider only
the path loss, the minimum energy routes from the sources
to the sink are (1,3,5), (2,3,5), (3,5) and (4,3,5) for sources
1,2,3, and 4, respectively. This topology illustrates the load
balancing properties of the algorithm proposed in Section 3.
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Fig. 6. Transmission scheme for a linear topology-average rate over link i is
0.1i nats/s/Hz.

A frame length of 16 time slots was used. The algorithm was
initialized with a uniform TDMA schedule, with each link
active for two of the 16 time slots in each frame. We used the
algorithm to compute an efficient transmission strategy for two
different sets of source rates.

1) All sources on: We used our algorithm to compute
a transmission strategy for si = 0.4 nats/Hz/s , i =
1, 2, 3, 4. The rates, powers, and the schedule computed
by the algorithm are shown in Table I. Link (3,5) carries
more traffic than links (1,3), (2,5), and (4,5); also links
(1,3), (3,5) have higher gain than the other two links.
Hence, link (3,5) is allocated the highest number of slots,
followed by links (2,5) and (4,5). We can see that the
average power consumption of nodes 2,3,4 is about the
same; hence these nodes die out at about the same time.
The sources 2 and 4 send all their data directly to the
sink rather than use the minimum energy routes; this
avoids overloading node 3 with a large amount of data
to transmit.

2) Source 2 off : An approximate optimal strategy was
recomputed with s2 = 0, si = 0.4 nats/Hz/s , i =
1, 3, 4. The results are shown in Table II . Since node 2
does not generate data, a fraction of the data of node 1
is routed through node 2. Since only a fraction of node
1’s data is routed through node 3, we can route some
data of node 4 over the minimum energy route (4,3,5)
through node 3. Hence, node 4 uses a multihop path for
a fraction of its data. This equalizes the average power
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Fig. 7. Rhombus topology.

consumption of nodes 1,3 and 4. Also, since link (3,5)
carries significantly higher data than other links, it is
scheduled over more slots than the other links.

The value of the network lifetime for the strategy computed
at each iteration is shown in Fig. 7(b). We can see from the
figure that the network lifetime for the strategy computed by
our algorithm is about 4.55 times that for the uniform TDMA
schedule (corresponding to the first iteration), when all sources
are on. When r2 = 0, the value computed by the algorithm
is about 2.57 times that for the uniform TDMA schedule.
We can also consider minimum energy routing, with uniform
TDMA for links that carry data. The minimum energy routing
for this topology would use links (1,3),(2,3),(4,3),(3,5); the
bottleneck node is node 3 which needs to transmit data of
all the nodes to node 5. The network lifetime in this case
is 0.33 when all sources are on, and 4.1 when r2 = 0. The
results are summarized in Table III. We can see that optimal
TDMA schemes perform very well (in fact better than our
algorithm which uses a heuristic for adapting link schedules)
for the rhombus topology. This is because each link strongly
interferes with all other links in this topology, and hence we
should not schedule multiple links in the same time slot. This
is unlike a linear or a string topology where a link scheduled
at one end does not cause significant interference to a link at
the other end of the network.

TABLE I

RHOMBUS TOPOLOGY-si = 0.4, i = 1, 2, 3, 4

link no. of slots avg. rate avg. power
(1,3) 2 0.4 3.06
(3,5) 5 0.8 4.81
(2,5) 4 0.4 4.95
(4,5) 4 0.4 4.95

TABLE II

RHOMBUS TOPOLOGY-s2 = 0, si = 0.4 NATS/HZ/S, i = 1, 3, 4

link no. of slots avg. rate avg. power
(1,2) 2 0.2 2.52
(1,3) 2 0.2 0.61
(2,5) 2 0.2 2.94
(3,5) 7 0.8 3.13
(4,3) 2 0.2 0.61
(4,5) 2 0.2 2.52

V. CONCLUSIONS AND FUTURE WORK

We considered the problem of computing transmission
powers, rates, and link schedule for an energy-constrained
wireless network to jointly maximize the network lifetime.
For the special case, where we restricted link schedules to
TDMA schemes, we obtained the exact optimal transmission
scheme as the solution of a mixed integer-convex optimization
problem. For the case of general link schedules, we proposed
an iterative algorithm to approximate the optimal solution.
Each iteration of the algorithm solved a convex optimization
problem, where the feasible region was given by a convex
subset of the feasible set in the general problem formulation.
The algorithm was found to perform well for the topologies
considered in this paper.

The numerical studies emphasized the importance of cross-
layer design for energy-constrained networks, and illustrated
the advantages of multihop routing, load balancing, interfer-
ence mitigation, and frequency reuse in increasing the network
lifetime. Traditional approaches such as TDMA and minimum
energy routing were found to perform poorly for certain
topologies.

A. Discussion and Future Work

The computationally intensive part of the algorithm pro-
posed in Section 3.3 is that of solving the convex optimization
problem (2). In this paper, we used the barrier method (see,
for example, [28]) to solve this problem. Each iteration of
this interior point method involves the minimization of a
logarthmic barrier function. For quick convergence that is
independent of the coordinates in which we solve the problem,
the Newton method was used. The Netwon method involves
inverting the Hessian of the logarthmic barrier function –
this limits the size of the problems that we can solve in a
centralized manner since (1) the complexity of inverting a
matrix scales as O(n3) and (2) the number of variables grows
as O(|V |2) with the number of nodes |V |. Hence, we outline
a distributed subgradient algorithm. For this algorithm each
iteration consists of solving many smaller problems in parallel
instead of solving one big optimization problem. Consider the
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TABLE III

RHOMBUS TOPOLOGY-NETWORK LIFETIME UNDER DIFFERENT CLASSES

OF TRANSMISSION SCHEMES (s1, s3, s4 = 0.4 FOR BOTH CASES)

Transmission Scheme Tnet Tnet
s2 = 0.4 s2 = 0

Uniform TDMA 2.22 6.22
Optimal TDMA 11.23 16.96
Algorithm 10.10 16.00
Uniform TDMA, min. energy 0.33 4.1

following optimization problem.

min.
∑

l∈Ln

(
rn
l

(
νH(l) − νT (l)

)
+ (1 + α)eQn

l λH(l)

)
s.t. rn

l ≥ 0, Qn
l ≤ log(P max

l ), φ(n) ≤ 0

Let us denote the solution of this problem for given λ, ν
as rn∗

l (λ, ν), Qn∗
l (λ, ν), l ∈ Ln. The kth iteration of the

subgradient algorithm is given by

rn
l = rn∗

l (λ(k), ν(k))

Qn
l = Qn∗

l (λ(k), ν(k))

q = q∗(λ(k))

λ(k+1)
v =

(
λ(k)

v − αkhv(λ(k), ν(k))
)

+

ν(k+1)
v = ν(k)

v − αkfv(λ(k), ν(k))

where q∗(λ(k)) = arg minq

(
q2 − qN

∑
v∈V λvEv

)
, and

hv, fv are given by (suppressing the dependence on λ, ν)

hv =
N∑

n=1

∑
l∈O(v)∩Ln

(1 + α)eQn∗
l − Nq∗Ev

fv =
N∑

n=1

( ∑
l∈O(v)∩Ln

rn∗
l −

∑
l∈I(v)∩Ln

rn∗
l

)
− Nsv

for i ∈ V . Here αk is a positive scalar step size. It can be
shown that the iterates converge to the solution of problem (1)
if αk → 0,

∑∞
k=1 αk = ∞ (see, for example, [30]). Investiga-

tion of thumb rules for choosing the coordinates to solve the
problem, choice of the step size rule, and investigation of the
convergence rate are some of the issues that need attention in
order to make the algorithm scale for large networks.

In order to obtain a globally optimal cross-layer transmis-
sion scheme, we need to solve the non-convex problem (1).
Obtaining bounds will give us not only the range of attainable
globally optimal network lifetimes, but can also serve as
a benchmark for our algorithm and other methods in the
literature. We can use a branch and bound method, where
the lower bounds are given by relaxations and the upper
bounds are given by the dual problem. However, since the
problem is non-convex and has variables with continuous
domains, designing the branching rule and the relaxations is
a complicated task; this investigation is an emphasis of our
current work.

Our framework can easily be adapted to many different
algorithms for adapting the link schedule to the corresponding
routing and physical layer transmission scheme. Investigation
of different link adaptation algorithms as well as solving the
optimization problem for more general definitions of network

lifetime are other possibilities for interesting future research
directions.

REFERENCES

[1] V. Rodoplu and T. H. Meng, “Minimum energy mobile wireless net-
works,” IEEE J. Select. Areas Commun., vol. 17, no. 8, pp. 1333–1344,
Aug. 1999.

[2] L. Li and J. Y. Halpern, “Minimum energy mobile wireless networks
revisited,” in Proc. IEEE ICC, June 2001, vol. 1, pp. 278–283.

[3] J.-H. Chang and L. Tassiulas, “Energy conserving routing in wireless
ad-hoc networks,” in Proc. IEEE INFOCOM, Mar. 2000, vol. 1, pp. 22–
31.

[4] R. L. Cruz and A. V. Santhanam, “Optimal routing, link scheduling
and power control in multi-hop wireless networks,” in Proc. IEEE
INFOCOM, Mar. 2003, vol. 1, pp. 702–711.

[5] S. Cui, A. J. Goldsmith, and A. Bahai, “Energy-constrained modulation
optimization,” IEEE Trans. Wireless Commun., vol. 4, no. 5, pp. 2349–
2360, Sep. 2005.

[6] S. Toumpis and A. J. Goldsmith, “Capacity regions for wireless ad
hoc networks,” IEEE Trans. Wireless Commun., vol. 4, pp. 736–748,
July 2003.

[7] M. Johansson and L. Xiao, “Scheduling, routing and power alloca-
tion for fairness in wireless networks,” in Proc. IEEE VTC-Spring,
May 2004, vol. 3, pp. 1355–1360.

[8] M. Kodialam and T. Nandagopal, “Characterizing achievable rates in
multi-hop wireless networks: The joint routing and scheduling problem,”
in Proc. MobiCom, Sep. 2003, pp. 42–54.

[9] K. Jain, J. Padhye, V. N. Padmanabhan, and L. Qiu, “Impact of interfer-
ence on multi-hop wireless network performance,” in Proc. MobiCom,
Sep. 2003, pp. 66-80.

[10] B. Radunovic and J. Y. L. Boudec, “Joint scheduling, power con-
trol and routing in symmetric, one-dimensional, multi-hop wireless
networks,” in Proc. Modeling and Optimization in Mobile, Ad Hoc
and Wireless Networks, Mar. 2003. [Online] Available: http://www-
sop.inria.fr/mistral/personnel/K.Avrachenkov/WiOpt/main.html.

[11] A. J. Goldsmith and S. W. Wicker, “Design challenges for energy-
constrained ad hoc wireless networks,” IEEE Wireless Commun. Mag.,
vol. 9, no. 4, pp. 8–27, Aug. 2002.

[12] U. C. Kozat, I. Koutsopoulos, and L. Tassiulas, “A framework for cross-
layer design of energy-efficient communication with QoS provisioning
in multi-hop wireless networks,” in Proc. INFOCOM, Mar. 2004, vol. 2,
pp. 1446–1456.

[13] N. Bambos, “Toward power-sensitive network architectures in wireless
communications: Concepts, issues and design aspects,” IEEE Pers.
Commun. Mag., vol. 5, no. 3, pp. 50–59, June 1998.

[14] S. Cui, A. J. Goldsmith, and A. Bahai, “Joint modulation and multiple
access optimization under energy constraints,” in Proc. GLOBECOM,
Nov. 2004, vol. 1, pp. 151–155.

[15] G. Zussman and A. Segall, “Energy efficient routing in ad hoc disaster
recovery networks,” in Proc. INFOCOM, Mar. 2003, vol. 1, pp. 682–
691.

[16] A. Sankar and Z. Liu, “Maximum lifetime routing in wireless ad-hoc
networks,” in Proc. INFOCOM, Mar. 2004, vol. 2, pp. 1089–1097.

[17] R. Madan and S. Lall, “Distributed algorithms for maximum lifetime
routing in wireless sensor networks,” IEEE Trans. Wireless Commun.,
accepted for publication.

[18] T. ElBatt and A. Ephremides, “Joint scheduling and power control for
wireless ad hoc networks,” IEEE Trans. Wireless Commun., vol. 1,
pp. 74–85, Jan. 2004.

[19] S. Cui, R. Madan, A. J. Goldsmith, and S. Lall, “Joint routing, MAC, and
link layer optimization in sensor networks with energy constraints,” in
Proc. Allerton Conference on Communication, Control and Computing,
May 2005, vol. 2, pp. 725–729.

[20] R. Bhatia and M. Kodialam, “On power efficient communication over
multi-hop wireless networks: Joint routing, scheduling and power con-
trol,” in Proc. INFOCOM, Mar. 2004, vol. 2, pp. 457–466.

[21] M. Johansson, L. Xiao, and S. Boyd, “Simultaneous routing and
resource allocation in cdma wireless data networks,” in Proc. IEEE ICC,
May 2003, vol. 1, pp. 51–55.

[22] S. H. A. Ahmad, A. Jovicic, and P. Viswanath, “On outer bounds to
the capacity region of wireless networks,” IEEE Trans. Inform. Theory,
vol. 52, no. 6, pp. 2770–2776, June 2006.

[23] G. J. Foschini and J. Salz, “Digital communications over fading radio
channels,” Bell Systems Technical J., pp. 429–456, Feb. 1983.

[24] T. H. Lee, The Design of CMOS Radio-Frequency Integrated Circuits.
Cambridge, UK: Cambridge University Press, 1998.



3152 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 5, NO. 11, NOVEMBER 2006

[25] V. Balakrishnan, S. Boyd, and S. Balemi, “Branch and bound algorithm
for computing the minimum stability degree of parameter-dependent
linear systems,” Int. J. of Robust and Nonlinear Control, vol. 1, pp. 295–
317, Oct.–Dec. 1992.

[26] E. L. Lawler and D. Wood, “Branch-and-bound methods: A survey,”
Operations Research, vol. 14, pp. 699–719, July 1966.

[27] D. O’Neill, D. Julian, and S. Boyd, “Adaptive management of network
resources,” in Proc. IEEE Vehicular Technology Conference, Oct. 2003,
vol. 3, pp. 1929–1933.

[28] S. Boyd and L. Vandenberge, Convex Optimization. Cambridge, UK:
Cambridge University Press, 2003.

[29] A. J. Goldsmith, Wireless Communications. Cambridge, UK: Cambridge
University Press, 2005.

[30] N. Z. Shor, Minimization Methods for Non-differentiable Functions.
New York: Springer-Verlag, 1985.

Ritesh Madan (S’04–M’06) is a Ph.D. candidate in
the Department of Electrical Engineering at Stanford
University, and a Sequoia Captial Stanford Grad-
uate Fellow. He received the B.Tech. degree from
the Indian Insitute of Techonology (IIT), Mumbai,
India, in 2001, and the M.S. degree from Stanford
University, CA, USA, in 2003, both in Electrical
Engineering. He has also held visiting research
positions at the Tata Insitute of Fundamental Re-
search (TIFR), Mumbai, India, and the Mitsubishi
Electric Research Laboratories (MERL), MA, USA.

His research interests include wireless communications, network information
theory, optimization, and decentralized control.

Shuguang Cui (S’99–M’05) received the B.Eng. de-
gree in Radio Engineering with the highest distinc-
tion from Beijing University of Posts and Telecom-
munications, Beijing, China, in 1997, the M.Eng.
degree in Electrical Engineering from McMaster
University, Hamilton, Canada, in 2000, and the
Ph.D. degree in Electrical Engineering from Stan-
ford University, California, USA, in 2005. Since
August of 2005, he has been working in the De-
partment of Electrical and Computer Engineering at
the University of Arizona as an Assistant Professor.

From 1997 to 1998 he worked at Hewlett-Packard, Beijing, P. R. China, as
a system engineer. In the summer of 2003, he worked at National Semicon-
ductor, Santa Clara, CA, as a wireless system researcher. His current research
interests include cooperative communications, cognitive radios, cross-layer
optimization for energy-constrained wireless networks, hardware and system
synergies for high-performance wireless radios, and general communication
theories. He is the winner of the NSERC graduate fellowship from the Natural
Sciences and Engineering Research Council of Canada and the Canadian
Wireless Telecommunications Association (CWTA) graduate scholarship.

Sanjay Lall (S’93–M’95–SM’06) is Assistant Pro-
fessor of Aeronautics and Astronautics at Stanford
University. Until 2000 he was a Research Fellow at
the California Institute of Technology in the Depart-
ment of Control and Dynamical Systems, and prior
to that he was NATO Research Fellow at Massa-
chusetts Institute of Technology, in the Laboratory
for Information and Decision Systems. He received
the Ph.D. in Engineering from the University of
Cambridge, England. His research interests include
optimization and distributed control.

Andrea Goldsmith (S’90–M’93–SM’99–F’05) is
an associate professor of Electrical Engineering at
Stanford University, and was previously an assistant
professor of Electrical Engineering at Caltech. She
has also held industry positions at Maxim Technolo-
gies and at AT&T Bell Laboratories. Her research
includes work on capacity of wireless channels
and networks, energy-constrained wireless commu-
nications, wireless communications for distributed
control, and cross-layer design of wireless networks.
She received the B.S., M.S. and Ph.D. degrees in

Electrical Engineering from U.C. Berkeley.
Dr. Goldsmith is a Fellow of the IEEE and of Stanford, and currently holds

Stanford’s Bredt Faculty Development Scholar Chair. She has received several
awards for her research, including the National Academy of Engineering
Gilbreth Lectureship, the Alfred P. Sloan Fellowship, the Stanford Terman
Fellowship, the National Science Foundation CAREER Development Award,
and the Office of Naval Research Young Investigator Award. She was also a
co-recipient of the 2005 IEEE Communications Society and Information The-
ory Society joint paper award. She currently serves as editor for the Journal
on Foundations and Trends in Communications and Information Theory and
in Networks, and was previously an editor for the IEEE TRANSACTIONS
ON COMMUNICATIONS and for the IEEE WIRELESS COMMUNICATIONS

MAGAZINE. Dr. Goldsmith is active in committees, conference organizations,
and editorial boards for the IEEE Information Theory and Communications
Societies and is an elected member of the Board of Governors for both
societies.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


